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Abstract The effect of wind waves on water level and cur-
rents during two storms in the North Sea is investigated using
a high-resolution Nucleus for European Modelling of the
Ocean (NEMO) model forced with fluxes and fields from a
high-resolution wave model. The additional terms accounting
for wave-current interaction that are considered in this study
are the Stokes-Coriolis force, the sea-state-dependent energy
and momentum fluxes. The individual and collective role of
these processes is quantified and the results are compared with
a control run without wave effects as well as against current
and water-level measurements from coastal stations.We find a
better agreement with observations when the circulation mod-
el is forced by sea-state-dependent fluxes, especially in ex-
treme events. The two extreme events, the storm Christian
(25–27 October 2013), and about a month later, the storm
Xaver (5–7 December 2013), induce different wave and surge
conditions over the North Sea. Including the wave effects in

the circulation model for the storm Xaver raises the modelled
surge by more than 40 cm compared with the control run in
the German Bight area. For the storm Christian, a difference of
20–30 cm in the surge level between the wave-forced and the
stand-alone ocean model is found over the whole southern
part of the North Sea. Moreover, the modelled vertical veloc-
ity profile fits the observations very well when the wave forc-
ing is accounted for. The contribution of wave-induced forc-
ing has been quantified indicating that this represents an im-
portant mechanism for improving water-level and current
predictions.

Keywords Wave-current interaction .NEMO .WAM .North
Sea . Surge predictions . Coastal forecasts . Stokes drift

1 Introduction

Accurate water-level forecasting remains a challenging topic
in coastal flooding research, not least along the European shelf
which is characterised by vast shallow tidal flats and a large
coastal population. The increased demand for improved
water-level predictions requires further development and re-
finement of the physical processes represented by the hydro-
dynamical models to properly account for wave-generated
currents and the corresponding changes to the water level.
That the wind-induced surface stress plays an important role
in shallow-water regions has been demonstrated by many pre-
vious studies (e.g. Flather 2001).

The importance of wave-generated turbulence near the sea
surface has been demonstrated by Davies et al. (2000), for the
bottom layer by Jones and Davies (1998) and for wave-induced
turbulence by Babanin (2006). Huang et al. (2011)
parameterised the TKE dissipation rate due to wave-turbulence
interactions. Based on laboratory (Babanin and Haus 2009) and
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numerical results (Babanin and Chalikov 2012), Babanin (2011)
showed that the major sink for swell energy is oceanic turbu-
lence while Janssen (2012) demonstrated a positive impact of
wave breaking on the daily cycle of sea-surface temperature.

The potential impact of waves on the representation of the
ocean surface boundary layer in ocean models has recently
triggered a renewed interest on the various ways in which
the oceanic wave field may affect upper-ocean currents, water
level and hydrography. The seminal study by Longuet-
Higgins and Stewart (1961, 1962, 1964) more than 50 years
ago showed that wave shoaling and breaking would set up
gradients of radiation stress that represent a transfer of wave
momentum to the water column that forces a change in the
mean water level. The effects of waves on the atmospheric
boundary layer were demonstrated by a number of studies
(Janssen 1989, 1991; Donelan et al. 2012; Fan et al. 2009).
The effects of wave-current interactions caused by radiation
stresses were also shown by Brown and Wolf (2009). Weber
et al. (2006) found that the Eulerian and Lagrangian ap-
proaches to the wave-induced transport in the upper ocean
produce the samemean wave-induced flux in the surface layer
and that the wave-induced stress constituted about 50% of the
total atmospheric stress for moderate to strong winds. Many
other studies based on theoretical and practical analyses have
demonstrated the impact waves have on the upper ocean
(Mellor 2003, 2005, 2008; Ardhuin et al. 2008, 2010;
Kumar et al. 2012; Michaud et al. 2012). Mellor (2003,
2005, 2008) extended the radiation stress formulation based
on the linear wave theory of Longuet-Higgins and Stewart
(1964). Bennis and Ardhuin (2011) questioned the method
of Mellor and suggested the use of Lagrangian mean frame-
work leading to the so-called vortex force. The vortex force
method has been utilised in a series of studies (e.g. Kumar
et al. 2012; Lane et al. 2007; McWilliams et al. 2004;
Uchiyama et al. 2010; Barbariol et al. 2013; Benetazzo et al.
2013). Moghimi et al. (2013) compared critically the two ap-
proaches claiming that the radiation stress formulation showed
unrealistic offshore-directed transport in the wave shoaling re-
gions. On the other hand, the results of longshore circulations
performed similarly for both methods. Aiki and Greatbatch
(2013, 2014) proved that the radiation stress formulation of
Mellor is applicable for small bottom slopes. The importance
of wave-current interactions in a tidally dominated estuary has
been demonstrated by Bolaños et al. (2011, 2014) who found
that the inclusion of wave effects through 3D radiation stress
improves the current velocity in the study area. They also com-
pared the different radiation stress methods and concluded that
for the tidally dominated area, the 3D version of radiation
stress produces better results than the 2D version. Polton
et al. (2005) showed that accounting for the Stokes-Coriolis
forcing results in encouraging agreement between model and
measurements of the mixed layer. Babanin et al. (2010) found
that the main effects of waves on the mean flow are due to

radiation stress and Stokes drift, although interaction with tur-
bulence and bottom stress can also be important. By analysing
high-frequency (HF) radar observations, Ardhuin et al. (2009)
demonstrated that the Stokes drift is between 0.6 and 1.3 % of
the wind speed and of similar magnitude as the direct wind-
induced current (that is 1–1.8 % of the wind speed).

Breivik et al. (2015) demonstrated reduced bias between
modelled and measured water temperature by incorporating
the Stokes-Coriolis forcing and fluxes of turbulent kinetic ener-
gy and momentum (wave-modulated stress) from a wave model
in a global-scale Nucleus for European Modelling of the Ocean
(NEMO) model. This work was later adapted to a regional
NEMOmodel for theBaltic andNorth Sea byAlari et al. (2015).

The role of waves on Lagrangian particle transport has been
investigated by Röhrs et al. (2012, 2014). Adding the Stokes-
Coriolis force to the momentum equations significantly affects
the Ekman spiral (Polton et al. 2005). In addition, there is also
the direct effect of the Stokes drift on the object. Röhrs et al.
(2015) used HF radar measurements to further demonstrate
the importance of properly accounting for waves in
Lagrangian drifter studies by comparing current measure-
ments from HF radars and Acoustic Doppler Current
Profilers (ADCP) against drifter-derived currents. They found
that a significant difference stemming from the added Stokes
drift in the drifter data (the HF radar currents were found to be
unaffected by Stokes drift and can thus be considered a
Eulerian current estimate). As breaking commences, the wave
energy and momentum decreases, resulting in a reduction of
the radiation stress carried by the waves. These stresses are
important in coastal areas as they force a rise inmean sea level.

The impact of waves on water level under hurricane con-
ditions in the Gulf of Mexico and a storm in the Adriatic Sea
was demonstrated by Roland et al. (2009) and for storm con-
ditions in the Irish Sea by Brown et al. (2011) and Brown and
Wolf (2009). For the Irish Sea, the role of wave-current inter-
action has also been studied byWolf et al. (2011), Brown et al.
(2013) and Katsafados et al. (2016). It has been shown that
often in wave-influenced estuaries the wave related processes
are greater during high water when wave dissipation over the
banks at the mouth is smaller. The timing of the wave condi-
tions relative to the tidal flow at the estuary mouth is thus also
relevant to the sediment dynamics. During storm events, the
waves can significantly modulate the storm surge. According
to Dean and Dalrymple (1991) the effective change in water
level from a steady train of linear waves approaching normal
to the shore on a gently sloping bottom is about 19 % of the
breaking wave height. This may increase or decrease as we
take into account nonlinear effects, dissipative forces, and
wave obliquity. The amount of wave setup is also affected
by the bottom contour of the near-shore and beach face.
Moreover, the contribution of the short waves in storm surges
is demonstrated by Bertin et al. (2015). They studied the con-
tribution of wave-enhanced surface and bottom stresses and
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the gradients of the radiation stress. The first proper wave-
storm surge model was set up by Mastenbroek et al. (1993).
They demonstrated a modest increase in the water level under
storm conditions in the North Sea when a wave-induced drag
and radiation stresses were incorporated in the WAQUA
hydrodynamics model. Saetra et al. (2007) likewise showed
the importance of properly accounting for waves in a three-
dimensional model of the North Sea.

In this paper, we examine the effect of wave-current inter-
action in the North Sea for two storm events aiming at further
increasing our understanding of the role that waves play in
building storm surges under extreme conditions. We investi-
gate two storms that occurred in late 2013, Christian (25–27
October 2013) and about 40 days later the storm Xaver (5–7
December 2013).

The structure of the paper is as follows. In Sect. 2, we
describe the wave and hydrodynamic models, their setup in
this study as well as the atmospheric conditions in the period
of the two extreme events. This is followed by a detailed
description of the observational data used. Section 3 discusses
the wave effects introduced into the ocean model, namely the
Stokes-Coriolis forcing, the sea-state-dependent fluxes of tur-
bulent kinetic energy and momentum from breaking waves.
We then present the sensitivity experiments performed. The
performance of the wave and circulation model, including a
discussion of the role of the wave effects on the surge and
circulation for the period of study, is presented in Sect. 4.
Finally, we summarise the main findings of the study and
point to future developments in this field (Sect. 5).

2 Methods

2.1 Circulation model NEMO

NEMO (Madec et al. 2008) is a framework of ocean-related
computing engines, from which we use the OPA package (for
the ocean dynamics and thermodynamics) and the LIM2 sea-
ice dynamics and thermodynamics package (Madec et al. 2008;
Bouillon et al. 2009). In OPA, six primitive equations (momen-
tum balance, the hydrostatic equilibrium, the incompressibility
equation, the heat and salt conservation equations and an equa-
tion of state) are solved, where the Arakawa C grid is used in
the horizontal. In the vertical, terrain-following coordinates, z
coordinates or hybrid z-s coordinates can be used. For a com-
plete description of the model, see Madec (2008). Previously,
NEMO has been applied to the Baltic Sea and the North Sea
area in uncoupled mode (Hordoir et al. 2013), coupled to atmo-
spheric models (Dieterich et al. 2013; Pham et al. 2014) and
forced with a wave model (Alari et al. 2015). For the north-
western European shelf, NEMO is used as a forecasting
model in the COPERNICUS Marine Services (O’Dea
et al. 2012; Siddorn et al. 2016).

2.2 Wave model WAM

The wave model WAM (The WAMDI Group 1988; ECMWF
2014) is a third-generation wave model, which solves the action
balance equationwithout any a priori restriction on the evolution
of spectrum. The wave action density spectrum N is considered
instead of the energy density spectrumE because in the presence
of ambient currents, action density is conserved, but energy
density is not. Action density is related to energy density through
the relative frequency (Whitham 1974; Komen et al. 1994):

N σ; θð Þ ¼ E σ; θð Þ
σ

ð1Þ

The variable σ is the relative frequency (as observed in a
frame of reference moving with the current velocity) and θ is
the wave direction (the direction normal to the wave crest of
each spectral component). The action balance equation in
Cartesian coordinates reads:

∂N
∂t

þ cg þ U
� �

∇x;yN þ ∂cσN
∂σ

þ ∂cθN
∂θ

¼ Swind þ Snl4 þ Swc þ Sbot þ Sbr
σ

ð2Þ

On the left-hand side of Eq. (2), the first term represents the
local rate of change of action density in time; the second one
denotes the propagation of wave energy in two-dimensional
geographical space, where cg is the group velocity vector and
U the ambient current vector. The third term represents
shifting of the relative frequency due to variations in depths
and currents (with propagation velocity cσ in σ space). The
fourth term represents depth- and current-induced refractions
(with propagation velocity cθ in θ space). On the right-hand
side of the action balance equation is the source term that
represents physical processes which generate, redistribute or
dissipate wave energy in the WAM model. These terms de-
note, respectively, wave growth by the wind (Swind), nonlinear
transfer of wave energy through four-wave interactions (Snl4)
and wave dissipation caused by white capping (Swc) and bot-
tom friction (Sbot). In the present calculations, we also took
into account depth-induced wave breaking (Sbr).

The last release of the third-generation wave model WAM
Cycle 4.5.4 is an update of the WAM Cycle 4 wave model,
which is described in Komen et al. (1994) and Günther et al.
(1992). The basic physics and numerics are kept in the new
release. The source function integration scheme is made by
Hersbach and Janssen (1999), and the updated source terms of
Bidlot et al. (2007) are incorporated.

2.3 Model setup

NEMO and WAM share the same computational grid and
bathymetry with a horizontal resolution of 2 nautical miles
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covering the Baltic Sea and the North Sea. Here, we focus on
the North Sea (Fig. 1). In the vertical, NEMO was set up with
56 z levels. The spectrum in WAM was discretised with 24
directions and 25 frequencies. The hourly atmospheric forcing
is taken from subsequent short-range forecasts from the region-
al atmospheric model COSMO-EU, operated by the German
Weather Service (DWD). The horizontal resolution is 7 km on
a domain that covers the whole of Europe. The model has 40
vertical levels up to about 24 km. The horizontal resolution
enables COSMO-EU to resolve small-scale features due to
topographically induced flowwhich have a pronounced impact
on the coastal weather in the North Sea region, such as land-sea
breezes and channelling of the flow in the upper Rhine valley
(https://www.dwd.de/EN/research/weatherforecasting/num_
modelling/01_num_weather_prediction_modells/regional_
model_cosmo_eu.html.).

The required boundary information used at the open
boundaries of the North Sea model is taken from the regional
wave model EWAM for Europe, which is run twice a day in
operational wave forecast routine at DWD. The open bound-
aries of the models are located in the western part of the

English Channel and near the continental shelf break of the
North Sea. At the open boundaries, tidal amplitudes and ve-
locities are prescribed as well as climatological temperature
and salinity. As for the initial conditions, the wave model
starts from rest, while the ocean model uses the climatology
by Janssen et al. (1999). In this study, the analysed period is
from October to December 2013.

InWAM, the source term integration time stepwas 60 s and
the propagation time step was 10 s. In the circulation model
NEMO, the baroclinic time step was 180 s and the barotropic
one 10 s. The z levels had a vertical resolution of 3 m near the
surface which gradually increased to 22 m deeper down.

2.4 Meteorological conditions

In this section, we present a brief overview of the meteorolog-
ical conditions for the study period, focussing on the charac-
teristics that led to the surges for storms Christian and Xaver.
In the last 3 months of 2013, several severe storms hit northern
Europe in rapid succession (Hewson et al. 2014), causing
destruction and disrupting travel (e.g. power outages in many

Fig. 1 Topography of the North
Sea and buoy locations used in
this study. Sea depth over 180 m
is marked with dark blue. The red
circles correspond to wave
measurement stations and red
squares to water-level
measurement stations. The blue
dashed line marks the zonal
transect, where vertical profiles of
velocity was analysed. Station
BSH03 also corresponds to
station ‘Elbe’
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regions, serious building damages, shutting down of shipping,
air and railway traffic). The storm Christian formed on 26
October 2013 over the Western Atlantic as a secondary de-
pression of the low-pressure system Burkhard. With a transla-
tory speed of 1200 km in 12 h, Christian was classified as ‘rapid
moving low’ (DWD report 2013). In the early hours of 28
October, the storm crossed the south of the UK and moved
across the southern North Sea towards Denmark. About noon,
it was reported that the first hurricane force gusts (12 Bft
≥32.7 m/s, Haeseler and Lefebvre 2013) were measured on
the German North Sea coast. The highest wind speed was ob-
served between 13 and 14 UTC (see Fig. 2 for the FINO-1

location wind speed) over the German Bight (the weather sta-
tion at Sankt Peter Ording recorded a gust of 47.7 m/s at 12:30
UTC, the maximum recorded in the meteorological network of
DWD), when the centre of the storm was located off the north-
west coast of Denmark with a central pressure of about 970 hPa
(Haeseler and Lefebvre 2013). The high sustained winds make
this storm event remarkable (see Fig. 3a). Not only the gusts but
also the 10-min sustained wind speeds reached hurricane force,
especially in northern Germany (Haeseler and Lefebvre 2013).
Later, the storm Christian crossed the Baltic Sea area towards
Scandinavia (Fig. 3b; see also Viitaka et al. 2016).

From 4 to 7 December, the storm Xaver moved from south
of Iceland over the Faroe Islands to Norway and southern
Sweden and across the Baltic Sea to Estonia, Latvia and
Lithuania. It reached its lowest sea-level pressure on 5
December 18 UTC over Norway (about 970 hPa, see
Fig. 3). It is interesting to note that over the German Bight
area, the storm Xaver coincided with high tides and thus an
extreme weather warning was issued to coastal areas of north-
western Germany with wind gusts recorded at more than
36 m/s (Deutschländer et al. 2013). DWD reported the storm
to be worse or similar to what has been experienced
throughout the North Sea flood of 1962 in which 340
people lost their lives in Hamburg, stating that improve-
ments to the sea defences since that time made them ca-
pable of withstanding the storm surge (Deutschländer
et al. 2013; Lamb and Frydendahl 1991). Staneva et al.
(2015) applied the General Estuarine Transport Model
(GETM) for the storm Xaver and showed an exceptional
sea-level increase in the German Bight. For this extreme
event, sea levels were enhanced by about 40 cm through
interaction with waves.

2.5 Data

The tide gauge observations are taken from the eSurge project
(www.esurge.org). An overview of existing operational tide
gauges in the North Sea and Baltic Sea regions are available at
the Webpages of the EuroGOOS regional networks North
West Shelf Operational Oceanographic System (NOOS) and
Baltic Operational Oceanographic System (BOOS), respec-
tively: www.noos.cc and www.boos.org. The water-level data
used here were acquired through the NOOS server.

The wave in situ data are taken from the WMO’s Global
Telecommunication System (GTS), which presents ‘commu-
nications and data management component that allows the
World Weather Watch (WWW) to operate through the collec-
tion and distribution of information critical to its processes’. It
is implemented and operated by the National Meteorological
Services of WMO Members and International Organizations
(https://www.wmo.int/pages/prog/www/TEM/GTS/index_
en.html). The names and locations of the wave buoys are
shown on Fig. 1. The data have been through an automated

Fig. 2 Atmospheric forcingDWD 10mwind magnitude (black line) and
wind direction (red line) at FINO-1 station (see Fig. 1 for its location)
during (top pattern) the whole integration period and zoomed for storm
Christian (middle pattern) and storm Xaver (bottom pattern)
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Fig. 3 Meteorological situation: left, 10 m wind speed (m/s; in colour) and wind direction (arrows) and right, sea-level pressure (dbar) during a storm
Christian on 28 October 2013 at 15:00, b storm Christian on 28 October 2013 at 20:00 and storm Xaver on 05 December 2013 at c 11:00 and d 15:00
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quality check upon retrieval. We have in addition visually
inspected the observations to remove any gross errors.

An ADCP at FINO-1 Station (see Fig. 1 for its location)
measures the current direction and velocity at 15 depth levels.
All data are collected continuously on the platform and are
transferred hourly to shore for further processing and
presentation on the FINO Website (http://www.bsh.
d e / d e /Mee r e s d a t e n /Beoba c h t ung en /MARNET-
Messnetz/Stationen/fino.jsp). The research platform FINO-1was
erected in the German Bight in 2003 as a basis for the construc-
tion and operation of an offshorewind farm. Themain goal of the
FINO-1 measurement project is the determination of the prevail-
ing marine conditions (physical, hydrological, chemical and bi-
ological) in this offshore region. The type of ADCP used (Nortek
AcousticWave and Current Meter (AWAC)) is designed to mea-
sure current profiles and wave parameters. Unfortunately, in the
period of the storm Xaver, FINO-1 was the only platform pro-
viding ADCP measurements over our study area. No additional
quality control has been done for the observational data.

3 Wave effects in the ocean model

The NEMO ocean model has been modified to take into ac-
count the following wave effects: (1) The Stokes-Coriolis

forcing (Hasselmann 1970), (2) Sea-state-dependent momen-
tum flux (Janssen 1989; Janssen 2012) and (3) Sea-state-
dependent energy flux (Craig and Banner 1994; Breivik
et al. 2015). Note that in this study, we used a wave-induced
forced mode into the ocean model NEMO (one-way cou-
pling). All technical details can be found in Janssen et al.
(2013) as well as in ECMWF (2014). In this section, we will
only briefly describe the wave-hydrodynamic interaction
mechanisms that have been implemented in NEMO.

3.1 Stokes-Coriolis forcing

Fluid particle trajectories in water waves do not form perfectly
closed orbits because of the different speed of wave crests and
wave troughs. This sets up a second-order effect, which
leads to a discrepancy between the average Lagrangian
flow velocity of a fluid parcel and the Eulerian flow ve-
locity knowns as the Stokes drift (Stokes 1847). As is the
case for the wind-induced currents, the Stokes drift also
interacts with the Earth’s rotation. This adds an additional
veering to the ocean currents known as the Stokes-
Coriolis force (Hasselmann 1970):

Du
Dt

¼ −
1

ρ
∇pþ uþ vsð Þ � f ẑ þ 1

ρ
∂τ
∂z

ð3Þ

Fig. 4 Wave processes averaged for the 3-month period (01 October Institute for Coastal Research 2013–31 December 2013)
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Where vs is the Stokes drift vector, p is the pressure, τ is the
surface stress and ẑ is the upward unit vector. Because calcu-
lating the full vertical profile is costly, the Stokes drift velocity
profile is calculated with an approximation given by Breivik
et al. (2014). Recently, Breivik et al. (2016) suggested a better
approximation of the Stokes-Coriolis forcing.

The mean Stokes drift circulation over the 3-month integra-
tion period is relatively small (less than 0.2 m/s, Fig. 4b) even in
the northern part of the area where the mean significant wave
height exceeds 2 m (Fig. 4a). However, during the storm
Christian, in the southern North Sea the 2-day averaged Stokes
velocity has a maximum of about 0.4 m/s (Fig. 5b) for the
German Bight area, where the significant wave height exceeded
3.5 m (Fig. 5a). Good correlation between the horizontal pat-
terns of significant wave height (Hs) and Stokes drift velocity is
observed for the Storm Christian. In the time of storm Xaver, in
the area near the Danish straits theHs exceeds 10m (Fig. 6a) and
the Stokes drift is about 0.8 m/s (Fig. 6b), i.e. of the same order
as the wind-induced Eulerian surface current speed for this area.

3.2 Sea-state-dependent momentum flux

The momentum flux going into NEMO from WAM depends
on (1) the wave-modified drag coefficient, which changes the
air-side stress and (2) on the ocean-side stress, which depends
on the balance between wave growth and dissipation.

In the presence of growing waves, the roughness felt by the
airflow also changes with time because momentum is extract-
ed from the wind to generate waves. Let us denote this flux of
momentum by τin. Let us also define the air-side stress (τa) and
air-side friction velocity (u*). The latter are related as:

u2* ¼
τa
ρa
; ð4Þ

where ρa is the surface air density. Charnock (1955) related the
roughness of the sea surface to the friction velocity:

z0 ¼ αCH
u2*
g
; ð5Þ

whereαCH is known as the Charnock constant. Janssen (1989)
assumed that αCH is not a constant, but instead that it varies
with the sea state:

αCH ¼ α̂CHffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−τ in=τa

p ; ð6Þ

where α̂CH =0.006. The wave-induced stress is related to the
wind input to the wave field as:

τ in ¼ ρwg
Z2π

0

Z∞

0

k
ω
Sindωdθ; ð7Þ

where ρw is water density and ω is the wave angular frequen-
cy. The wave-modified drag coefficient takes the form

CD ¼ κ2

log2 10=z0ð Þ ; ð8Þ

where κ=0.4 is von Karman’s constant. Note that the drag
coefficient as defined here is applied to the 10-m neutral wind
speed. This drag coefficient is computed byWAM. The average
wind stress from WAM is shown in Figs. 4c, 5 and 6c for the
whole integration period, for the storm Christian and for storm
Xaver, respectively. This wind stress is calculated by using the
drag coefficient obtained with Eq. (8). This is the stress which
goes into NEMO and is then modified by the normalised ocean-
side stress (described below). The relative difference between
the wind stress calculated by taking into account waves (Eq. 8)
and that from the standard bulk formulae used in NEMO is
shown in Figs. 4, 5 and 6d. The presence of waves greatly
affects the wind stress (Figs. 4d, 5 and 6d). For the 3-month
period (Fig. 4d), the relative difference is calculated on the basis
of cumulative wind stress, while for Figs. 5d and 6d, the relative
difference is calculated for wind stress cumulated over storms
Christian and Xaver, respectively. For both storms, the stress
increases by 100% and more. For Christian, the largest increase
is in the coastal waters of Germany and the Netherlands
(Fig. 5d), while for Xaver, the offshore areas exhibit the largest
increase in wind stress, if waves are accounted for (Fig. 5d).

However, not all of this stress is directly available to
the ocean. As waves grow, they absorb momentum from
the atmosphere and the ocean current therefore feels less
stress. However, as waves mature and break, they re-
lease momentum to the ocean. The total balance on
the water side thus becomes

τoc ¼ τa−τ in−τdb; ð9Þ

where τdb is the momentum injected by breaking waves
(negative) and can be estimated from the wave dissipation
source term Swc in Eq. (2). Only if the input of momentum by
wind is balanced by the release of momentum through breaking
(fully developed sea) will the ocean-side stress balance the at-
mospheric stress. More details on how τin and τdb are computed
and the technical implementation can be found in the ECWAM
documentation part VII, Sect. 6.7 and also in ECMWF (2014;
https://software.ecmwf.int/wiki/display/IFS/CY40R1
+Official+IFS+Documentation). In our current implementation
of WAM, the ocean-side stress is output as a normalised quan-
tity and is applied as a correcting factor to the air-side stress in
NEMO (Breivik et al. 2015).

The normalised momentum flux

~τ ¼ τoc
τa

ð10Þ
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processed in NEMO for the 3-month integration period
(Fig. 4e) and in the periods of storms Christian (Fig. 5e) and
Xaver (Fig. 6e) are shown. Note that in the areas of active wave
growth, the normalised momentum flux is less than unity (see,

for example the patterns for Christian (Fig. 5e) in the south-
eastern North Sea. Including waves in the momentum flux
parameterisation leads to an ocean-side stress, which is less than
the atmospheric stress in growing seas. On the other hand, in the

Fig. 6 Wave processes during the storm during Xavier averaged from 05 December 2013 at 00:00 to 06 December 2013 at 23:00

Fig. 5 Wave processes during the storm Christian averaged from 28 October 2013 at 00:00 to 29 October 2013 at 23:00
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areas in which waves are decaying and therefore losing momen-
tum, the normalised momentum flux exceeds unity (see, for
example the northern-western area for storm Christian,
Fig. 5e). During the storm Xaver (Fig. 6e), the ocean-side stress
differed from the atmospheric stress by about 20 %. Over the
whole integration period (Fig. 4e), the differences between the
atmospheric and the wave-induced stress are much pronounced

in the shallow North Sea areas whereas in the open sea the
decrease of the stress caused by waves is less than 5 %.

3.3 Sea-state-dependent energy flux

In NEMO, the wave-induced turbulent kinetic energy (TKE)
flux introduced at the sea surface depends on the wave energy
factor α (Craig and Banner 1994) and is set to a constant value
regardless of sea state. Craig and Banner (1994) argued that the
turbulent kinetic energy flux is relatively insensitive to the sea
state and is well approximated by αu3w* (uw* is water friction
velocity) and α = 100 was thought to be representative of a mid-
range of sea states between youngwind seas and fully developed
situations. From the full spectral wave model, it is possible to
estimate directly both the energy and energy flux from the wave-
breaking source terms (Breivik et al. 2015, see also ECMWF
2014). The horizontal patterns of the wave energy factor α over

Table 1 Summary of model experiments

Experiment Description of experiment

CTRL Control simulation, without wave model

ALLWAVE All three wave processes included

TAUOC Sea-state-dependent momentum flux included only

TKE Sea-state-dependent energy flux included only

STCOR Stokes-Coriolis forcing included only

Fig. 7 Top, significant wave height (Hs; m); middle, wind magnitude (m/s) and bottom, wind direction validations at station 62145 (see Fig. 4 for its
location) for a October 2013 and b 1–20 December 2013. Red symbols—observations; blue line—model simulations
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the whole integration period, the storms Christian and Xaver are
shown in Figs. 4, 5 and 6f, respectively. Depending on the dis-
sipation intensity and the wind variability, the wave factor α
varies between 20 and 400. It is important to stress that for the
control experiment (without wave model input), the standard
value of 100 is used while for the experiment in which the
state-dependent energy flux is included, the values are estimated
from the wave model as described in this section.

In NEMO, the boundary condition of the turbulent length
scale z0 on the water side of the air-sea interface follows the
Charnock relation:

zo ¼ βu2w*
g

ð12Þ

where uw* is the water-side friction velocity, β is the Charnock
constant and g is the acceleration caused by gravity. The

turbulent length scale in the water is orders of magnitudes
larger than its air-side counterpart.

In the default version of NEMO, the Charnock constant has
a value of 2 × 105, which was the value found by Stacey
(1999) by minimising the errors between measured and
modelled currents. Moreover, Stacey (1999) found that z0 is
in the order of significant wave height. Other workers (Craig
and Banner 1994; Terray et al. 1996; Drennan et al. 1996)
have similarly found it to be of the order of the wave ampli-
tude up to the significant wave height. In this study, we also
make the assumption that z0 scales with significant wave
height, and therefore in NEMO, we substitute the Hs for z0.

3.4 Model experiments

For the control experiment (CTRL), NEMO is run with-
out a wave model and the energy flux from breaking
waves is parameterised according to Craig and Banner

Fig. 7 (continued)
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(1994) and Mellor (2004) with α = 100 and the water-
side Charnock constant β = 1400. This control experi-
ment is compared with wave-forced model simulations
in which NEMO sees the stresses, turbulent fluxes and

Stokes drift (described in Sect. 3.3) calculated by WAM.
In these experiments, either all three wave effects (ex-
periment ALL) are activated or the individual mecha-
nisms are switched on separately to assess the impact

Fig. 8 Statistics between the model simulations and observations for the
significant wave heightTop left, normalised RMS error (%); top right, bias
(m); bottom left, correlation and bottom right, normalised standard

deviation for a storm Christian at averaged for 28–29 October 2013 and
b storm Xaver at averaged for 5–6 December 2013, c averaged over the
whole period and d averaged for November 2013
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of each process. The three additional experiments in
which the individual processes considered are (i) sea-
state-dependent momentum flux (experiment TAUOC),
(ii) sea-state-dependent energy flux (experiment TKE)
and (iii) Stokes-Coriolis forcing (experiment STCOR).
These experiments are summarised in Table 1.

4 Model performance during extremes

4.1 Wave model performance

In this section, we quantify the performance of the wave model
during the two storms Christian and Xaver using a series of

Fig. 8 (continued)
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different statistical parameters computed for these extremes
and compare with statistics obtained for the whole integration
period aswell as for November, which is a period characterised
by relatively calm wind conditions (see Fig. 2). The locations
and the water depth (illustrated with colours) of the wave in
situ data, where we performed the statistical analyses, are
shown in Fig. 1. Wind magnitude and direction, as well as
WAM-simulated Hs are in good agreement with the measured
values, and as an example, we present a time series for station
62145 in October (storm Christian, Fig. 7a) and December
(storm Xaver, Fig. 7b). The significant wave height for this
station shows a correlation coefficient of 0.95 and a root mean
square error (RMSE) of 0.37 m. The bias between model pre-
dictions and observations is 0.04 m. In the period of the two
extremes, the measured Hs was above 4.5 and 5.4 m, respec-
tively. For Xaver, the wave model overestimated the Hs (by

about 0.8 m, see Fig. 7b). For the mean wave period at the
same station, the correlation is 0.86 and the RMSE is 0.66 s.
The ‘peakiness’ of the DWDwinds is probably due to the time
discretisation caused by obtaining hourly fields. For all avail-
able North Sea stations, the computed statistical values, such as
normalised RMSE, bias, correlation and normalised standard
deviation show quite good homogeneity for all four periods
(Fig. 8). The mean of the observations at each location was
used to estimate the normalised standard deviation. The corre-
lation coefficients between the WAM simulations and mea-
surements were always high—above 0.9 for all stations and
the normalised RMS error was relatively low. Storm Xaver
builds the highest waves in the North Sea, exceeding 14 m
near the Danish Straits (Fig. 6a), while the maximum Hs for
Christian occurred in the German Bight area (Fig. 5a). The
waves are reproduced in our model system with good

Fig. 9 Statistics of simulated SLAwith respect to the tide gauges data during the integration period (01 October 2013–30 December 2013), top, RMS
(m) and bottom, correlation during the whole integration period

Fig. 10 Observed (black squares) against computed storm surges for the circulationmodel only (CTRL run—red line) and the coupled wave-circulation
model (ALL run—green line) during storm Xaver at station Helgoland. The x-axis corresponds to the time in days from 01 December 2013
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accuracy (the bias for Christian is less than 0.1 m, Fig. 8a).
From the statistical analyses shown in Fig. 8, it can be con-
cluded that the wave model results for the whole North Sea
area are in very good agreement with measurements not only
for the calm conditions (Fig. 8d) but most importantly, for
storms Christian and Xaver—both behaving rather differently
(Fig. 8a, b). For storm Xaver, the bias in the north-western
area is higher, which might be caused by inaccurate boundary
conditions. During both storms, the normalised RMSE for the
German Bight is higher than for the rest of the North Sea
(Fig. 8). This can be caused by the relatively coarse spatial
resolution and consequently smoother model bathymetry in
the shallow coastal waters.

4.2 Sea-level variability and wave-induced forcing

In Fig. 9, a validation of the simulated sea level against obser-
vational data is presented. Including wave-current interaction
processes improved the RMSE and the correlation coefficient
between the tide gauge data and the simulated sea level. For
almost all stations, the correlation coefficient for the whole inte-
gration period is above 0.9. For the 3-month period, the bias
between observations and model data lies in the range of 0.2–
0.3 m, except for the near coastal station Cuxhaven, which may
again be the result of the relatively coarse resolution of themodel.

From the simulations and model observations, storm surges
were computed by subtracting the ocean tide computed with the

Fig. 11 Maximum surge difference (m) during storm Christian (26–29 October) between aALL and CTRL runs, b STCOR and CTRL runs, c TAUOC
and CTRL runs and d TKE and CTRL runs
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T_TIDE software (Pawlowicz 2002) from the tide gauge read-
ings to obtain the storm surge height at the tide gauge. At the
time of the storm Xaver, for the German Bight area, the surge
height reached values of about 2.5 m. Fenoglio-Marc et al.
(2015) described the first maximum as a wind-induced one.
They demonstrated also that for the Aberdeen and Lowestoft
stations in the UK (located 550 km apart), only one maximum
was observed by the tide gauges, suggesting a Kelvin wave
propagating anticlockwise along the coasts of the North Sea,
reaching the eastern coast about 10 h later than in Lowestoft
(easternmost UK coast), causing the second storm surge maxi-
mumobserved at all theGerman stations. These two storm surge
maxima are reproduced by both the NEMOmodel only (CTRL

run) and by the wave-forced NEMO model (ALL run, see
Fig. 10). The two maxima for the Helgoland stations are
underestimated by the stand-alone circulation model, espe-
cially over the extremes, where the surge difference bet-
ween observations and model simulations is about 30 cm
for the first peak and more than 40 cm for the second peak.
The sea-state-dependent integration (ALL) leads to a per-
sistent increase of the surge after the occurrence of the first
maximum (with slight overestimation after the second peak)
and remains substantial in the following 2 days.

In order to assess the relative impact of the three wave-
induced processes, we show the horizontal patterns of the
maximum difference between the four-wave-forced

Fig. 12 Same as Fig. 11 but for storm Xaver (05–06 December 2013)
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simulations (ALL, STCOR, TAUOC and TKE) and the CTRL
run (no explicit wave effects) found during the extent of the
two storm events (Christian and Xaver) in Figs. 11 and 12,
respectively. It is important to mention here that the ALL run
is not a linear combination between the three runs considering
the wave-induced processes separately (TKE, STCOR,
TAUOC runs) but rather we aim to identify which of them
are dominant for the changes in the water level over the ex-
treme events.

The patterns show that the differences between the wave-
forced and circulation model only are more pronounced along
low-lying coastal areas along the South-eastern North Sea
coasts. The maximum difference between ALL and CTRL
runs is about 48 cm and is simulated for storm Xaver along
the German Bight coastal region (Fig. 12a). Over storm
Christian, it is about 44 cm and is concentrated along the
Elbe river area (Fig. 11a). A similar effect of coupling between
wave and circulation models has been shown by Staneva et al.
(2015) albeit with a much higher resolution (1 km) coastal
model for the German Bight area only. Comparing the differ-
ent patterns in Figs. 11 and 12, we can conclude that it is
mainly caused by the sea-state-dependent momentum flux
(Figs. 11c and 12c) and, to a lesser extent, by the Stokes-
Coriolis forcing (Figs. 11b and 12b). For storm Christian,
the wave-dependent momentum flux contributes by increas-
ing the sea level along the southern North Sea and towards the
Elbe river area. For storm Xaver, the increase is strengthened
towards the North-Frisian Wadden Sea coast. The computed
maximum surge differences are higher during Xaver than
those obtained during Christian. The horizontal distribution
of the patterns of Figs. 11 and 12 are consistent with the
meteorological situation (Fig. 2) and the horizontal distribu-
tion of the Hs (Figs. 5 and 6) in the period of the two storms.
The Stokes drift has a southward component (Fig. 5) for both
extremes, increasing the water level, which is higher in the
south-eastern North Sea along the Dutch and German coastal
areas (about 20–30 cm, see Figs. 11b and 13b). Considering
the third component, the differences for the changes in the
TKE are much smaller (Fig. 12d). The effects of wave-
induced forcing over the two storms are also observed in the
open North Sea (maximum surge differences are about 15 cm
(Figs. 11a and 12a) and are caused by the Stokes-Coriolis
forcing (Figs. 12b and 13b) and sea-state-dependent momen-
tum flux (Figs. 11d and 12d). The impact of wave-induced
turbulence is mostly narrowly confined along the south-
eastern coastline for both Christian and Xaver (Figs. 11d and
12d, respectively). The increase in the maximum differences
towards the shallow southern part of the area can be explained
by the modified surface stress. Even though the Hs was much
higher in the north-eastern area closer to the Danish straits (see
Fig. 5), the water there is much deeper and thus the dif-
ferences in sea level are relatively small. The differences
between the spatial patterns of the two extremes are also

caused by the different tracks, intensity and duration of
the storms (Figs. 2 and 3).

4.3 The impact of wind waves on currents

Besides examining the sea-surface elevation, we consider also
the time variation of the currents. Station FINO-1 (see Fig. 1
for its location) has ADCP observations (described in Sect. 2)
(Figs. 13 and 14). The time series that we analysed are the
magnitude of the circulation for the depths of 2, 6 and 14 m,
respectively. The increase in current velocity at the storm is
explained by a significant contribution of the wind-induced
stress in the German Bight area. The time variability of the
currents from the ALL run is closer to the ones obtained by the

Fig. 13 Time series of velocity (m/s) from ADCP (black circles), CTRL
(red line) model andALL (green line) model runs at different levels at a 4,
b 6 and c 14 m. The x-axis corresponds to the time in days from 01
December 2013
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ADCP data, especially in the periods of the peaks. For Xaver,
the differences of the velocity between ALL and CTRL runs
are more than 0.15 m/s at all depths. The magnitude of the

velocity peaks for the deeper levels is lower for both observa-
tions and simulations. The differences between the ALL and
CTRL currents speed decrease with the depth, suggesting that
the wave energy dissipates in the upper layers. When the ve-
locity is minimal, both the CTRL and ALL runs show similar
results, which are also very close to the one of the ADCP
measurements (with differences of less than 0.05 m/s).

The vertical profiles of the velocity at 5 December 2013 for
09:00 and 14:00 UTC (Fig. 14) simulated by the ALL exper-
iment (green line) is also closer to the one of the ADCP mea-
surements (black line) than the velocity of the CTRL run only
(red line). The minimum in the velocity profile at 09:00 ob-
served at FINO-1 has been well reproduced by the ALL ex-
periment and is caused by the inclusion of the Stokes-Coriolis
forcing, whereas the CTRL run profile is very homogenous in
depth (Fig. 14a). Similarly, for 14:00 UTC, the velocity profile
of the ALL run is closer to the observational data, whereas the
CTRL run underestimates the magnitude of the current at all
vertical levels.

The intensification of the along-shore velocity (Fig. 15)
during Xaver caused by the wave-induced processes is clearly
seen in the zonal velocity section through the FINO-1 station.
A similar effect has previously been documented by Grashorn
et al. (2015). The increase in zonal velocity is particularly
strong in the eastern, shallower, part where intense longshore
currents are generated by wind waves. A maximum velocity
of about 0.9 m/s is found at the sea surface in both the TAUOC
and ALL runs at 6.3° E, while for the CTRL run, the maxi-
mum zonal velocity is 0.65 m/s. The increase of the surface
zonal velocity for the ALL run in the eastern part is caused by
the wave-induced stress, and the velocity changes in depth can

Fig. 15 Zonal velocity (m/s) through FINO-1 Station during storm Xaver (on 05 December 2013 at 09:00) for the different experiments

Fig. 14 Vertical profiles of velocity magnitude (m/s) from ADCP (black
dots), CTRL (red line) model and ALL (green line) model runs at
different levels on 05 December 2015 at 09:00 and 05 December
2014 at 14:00
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be explained by the combined role of the Stokes drift forcing
and the wave-induced turbulence.

5 Conclusions

This study demonstrates the model performance and the con-
tribution of the wind-wave-induced mechanisms during the
storms Christian and Xaver in 2013. The 3D circulation model
NEMO has been implemented by including three wave effects
on a model domain covering the North Sea, namely the sea-
state-dependent water-side stress, the energy flux from break-
ing waves and the Stokes-Coriolis force. Comparing the mod-
el simulations from the circulation model alone to the ones
including different wave-interaction mechanisms (ALL, TKE,
TAUOC, STCOR), we demonstrated that the impact of the
wave effects is particularly noticeable for the southern shallow
North Sea regions.

The predicted values of the NEMO-only simulation and the
wave-forced NEMO integrations were compared against mea-
surements at several stations located in the North Sea. The
comparison with wave measurements indicated that the wave
model performs quite satisfactorily not only for calm condi-
tions but importantly also in storm conditions. The quality of
the wind fields is obviously of primary importance, and we
found the DWD high-resolution wind fields to be in good
agreement with observations.

We found improved skill in the predicted sea level and
circulation during storm conditions when using a wave-
forced circulation model system. In the periods of storm
events, the ocean stress was significantly enhanced by the
wind-wave interaction leading to an increase in the esti-
mated storm surge (compared with the ocean-only integra-
tion) to values closer to the observed water level. The
numerical experiment with the wave-forced NEMO model
yielded an increase of 48 cm in and surge level in the
south-eastern shallow North Sea and along the North-
Frisian Wadden Sea coast for the Xaver event, while for
Christian the maximum difference was about 40 cm along
the Elbe estuary.

Another novel aspect of the present work is the dem-
onstration of the impact of wind waves on the estuarine
circulation. The impact of wind waves estimated by the
difference between CTRL and ALL experiments reveals
the interplay between tides and waves resulting in a
change of the velocity distribution. We also demonstrate
that the currents induced by including wave forcing mech-
anisms come closer to ADCP observations than the ocean-
only integration over the upper 20 m. By including wave-
induced mixing, the representation of the circulation is
also significantly improved.

Accounting for wind-wave effects in the three-dimensional
hydrodynamical model improves predictions of water level

and currents in the shallow coastal waters. We have demon-
strated here that wave effects are very important in the shallow
North Sea areas during storms, and that the WAM and NEMO
models can be run in sequence to form an efficient forecast
system for storm surges and waves.
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