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Abstract Coupled circulation (NEMO) and wave model
(WAM) system was used to study the effects of surface ocean
waves on water temperature distribution and heat exchange at
regional scale (the Baltic Sea). Four scenarios—including
Stokes-Coriolis force, sea-state dependent energy flux (addi-
tional turbulent kinetic energy due to breaking waves), sea-
state dependent momentum flux and the combination these
forcings—were simulated to test the impact of different terms
on simulated temperature distribution. The scenario simula-
tions were compared to a control simulation, which included
a constant wave-breaking coefficient, but otherwise was with-
out any wave effects. The results indicate a pronounced effect
of waves on surface temperature, on the distribution of vertical
temperature and on upwelling’s. Overall, when all three wave
effects were accounted for, did the estimates of temperature
improve compared to control simulation. During the summer,
the wave-induced water temperature changes were up to 1 °C.
In northern parts of the Baltic Sea, a warming of the surface
layer occurs in the wave included simulations in summer
months. This in turn reduces the cold bias between simulated

and measured data, e.g. the control simulation was too cold
compared to measurements. The warming is related to sea-
state dependent energy flux. This implies that a spatio-
temporally varying wave-breaking coefficient is necessary,
because it depends on actual sea state. Wave-induced cooling
is mostly observed in near-coastal areas and is the result of
intensified upwelling in the scenario, when Stokes-Coriolis
forcing is accounted for. Accounting for sea-state dependent
momentum flux results in modified heat exchange at the
water-air boundary which consequently leads to warming of
surface water compared to control simulation.
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1 Introduction

1.1 Theoretical background

The numerical modelling of hydrodynamic processes is sepa-
rated into two basic disciplines: spectral wave modelling,
where the wave energy density spectra (statistical/integrated
parameters) is calculated and modelling of the mean flow
based on Navier–Stokes equations. One reason for the sepa-
ration is the different time scales of the processes investigat-
ed—while typical wind wave periods range from 1–20 s, the
typical time scales of water movement ranges from hours to
years. A more important reason is probably the complexity of
joining two widely different modelling approaches.
Separation between the two basic disciplines is a pragmatic
way of studying water bodies which can work well, especially
for the wave model which is largely insensitive to the interior
ocean except in areas with refraction due to strong currents
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(Komen et al. 1994), but it violates energy and momentum
conservation and will thus affect the upper ocean.

Measurements, as well as theoretical, numerical and labo-
ratory studies, have been conducted to explain the physical
mechanisms through which surface waves interact with the
flow and ocean processes (like turbulent mixing, Langmuir
circulation, etc.) and mediate the momentum flux from air to
sea. Longuet-Higgins and Stewart (1962) studied the changes
in mean sea level produced by surface waves and indicated the
importance if including the radiation stress. Hasselmann
(1970) showed that Stokes drift generated by surface waves
interacts with the planetary vorticity and suggested that the
Stokes-Coriolis force should be taken into account as an ad-
ditional term in the momentum equations. The instability aris-
ing from the non-linear interactions between the Stokes drift
profile and the wind-driven currents was shown by Craik and
Leibovich (1976) to be a possible explanation for Langmuir
circulation. Janssen (1989) proposed that the stress that the
water feels depends not only on the wind speed but also on
the wave field. Several studies showed that breaking waves
(whitecaps) increase turbulence in the upper part of water
column (Craig and Banner 1994; Gemmrich and Farmer
2004; Gemmrich 2010). Schneggenburger et al. (2000) use
wave-turbulence interaction as a dissipation source function.
Babanin (2006) found that non-breaking waves are able to
create turbulence, if the wave-amplitude-based Reynolds
number exceeds a critical value. Ardhuin and Jenkins (2006)
found that as if the Stokes drift shear were a mean flow shear
producing turbulence. Qiao et al. (2004) used wave-induced
turbulent viscosity and applied it in a global ocean circulation
model.

1.2 Wave effects on circulation

Several studies found that including these wave effects in a
circulation model improves the skill of the simulated data.
Dietrich et al. (2011) found an improvement of modelled
surge heights in hurricanes in the Gulf of Mexico, when the
radiation stress was taken into account. A better agreement
between measured and modelled sea surface temperature
(SST), when wave-induced breaking was accounted for, is
demonstrated by Mellor and Blumberg (2004). Polton et al.
(2005) demonstrated that taking the Stokes-Coriolis forcing
into account shows encouraging agreement between model
and measurements of the mixed layer; significant improve-
ment of modelled surge heights when the wave-dependent
drag was taken into account is demonstrated by
Mastenbroek et al. (1993) and Bertin et al. (2015); Janssen
(2012) showed positive impact of wave breaking on the sim-
ulations of daily cycle of sea surface temperature, and just
recently, Breivik et al. (2015) demonstrated reduced bias be-
tween modelled and measured water temperature by

incorporating the Stokes-Coriolis forcing, turbulence induced
by breaking waves and ocean side stress into the NEMO
model.

Until now, the impact of wave processes on the circulation
and mixing in the Baltic Sea has seldom been studied, com-
pared for example to the North Sea (Pleskachevsky et al.
2009; Pleskachevsky et al. 2011; Grashorn et al. 2015).
Axell (2002) studied the impact of Langmuir circulation on
vertical distribution of salinity and found that the thickness of
the upper mixed layer deepens by 8 m in the southern Baltic
Sea. Kantha et al. (2010) studied the Stokes production of
turbulent kinetic energy and found that in the mixed layer, it
is of the same order of magnitude as the shear production. The
importance of the Langmuir turbulence described by the
Langmuir number was also pointed out by Belcher et al.
(2012). It has also been shown that due to the radiation stress,
waves increase the surge height in small bays during extreme
storms (Alari and Kõuts 2012) and in shoaling zones; they
induce currents similar order of magnitude than wind-driven
currents (Raudsepp et al. 2011). Carlsson et al. (2009) studied
the impact of swell on atmospheric momentum flux and found
that current velocity and surface stress were significantly al-
tered during periods of low wind speed in the presence of
swell.

1.3 Objectives and method

The aim of this work is to study the influence of wind waves
on the water temperature distribution in the Baltic Sea. In this
study, we aim to make use and further develop and provide a
scientific basis for the operational service implementation in
COPERNICUS CMEMS of the achievements on the coupling
of circulation and wave models. Therefore, the state of the art
circulation model NEMO and the wave model WAM
(WAMDI 1988; Komen et al. 1994; ECMWF 2015) are used
in order to support the future production of more consistent
ocean-marine weather information including on surface
waves, which is often requested by users. The coupling be-
tween the NEMO and WAM models was investigated by
Breivik et al. (2015) to study the effects of coupling on global
scales both in the context of an ocean model driven by wave
forcings and a fully coupled atmosphere–ocean-wave model.
Here, we demonstrate the importance of coupling on regional
scales and focus on the Baltic Sea. This is the first three-
dimensional ocean circulation study for the whole Baltic
Sea, which takes into account several wave effects. The ne-
cessity of taking into account wave effects to circulation in a
regional sea has been discussed before in the context of a
single physical effect (Langmuir circulation—Tuomi et al.
2012a; Radiation stress—Alari and Kõuts (2012)), but the
joint and individual contribution of different physical effects
has not been addressed before.
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The structure of the paper is as follows. In Section 2, we
give a brief overview of the general physical features of the
Baltic Sea; we describe the coupled model components and its
setup. We also list the data used for validation. In Section 3,
we describe the wave processes included in the circulation
model. In Section 4, we will describe the wave model perfor-
mance. In Section 5, we describe the impact of waves to water
temperature. The main findings are summarized in Section 6.

2 Study area, methods and data

2.1 Study area

The Baltic Sea is a large seasonally ice-covered water body
which spans from 9 to 30° E and 53 to 66° N. Its total area is
435,000 km2. The basin contains several topographically and
geographically defined sub-basins (Fig. 1a). The mean water
depth is 55m, and the maximumwater depth reaches 459 m in
the Landsort Deep. Limited water exchange with the North
Sea (through the Danish straits) and considerable freshwater
input from the rivers lead to a mean salinity of about 7 g/kg.
The combined input of salty and fresh water permits perma-
nent stratification, where the halocline is located between 60
and 80 m (Väli et al. 2013). The seasonal thermocline starts to
build in April, is located at about 20 m in summer and erodes
down to 60 m in December (Leppäranta and Myrberg 2009).
Cold intermediate layer is also observed in the deeper areas of
the Baltic Sea, between the depths of 30–60 m (Leppäranta
and Myrberg 2009).

Due to the geometry of the Baltic Sea and its geographical
location, the surface wave field exhibits large spatial and tem-
poral variations. Monthly mean and monthly maximum wave
heights in autumn-winter are twice as high compared to
spring-summer months (Tuomi et al. 2011), and the Baltic
Proper (BP; see Fig. 1 for location) has the highest waves.
Instrumentally measured maximum significant wave height
was 8.2 m in the northern Baltic Proper, 7.4 m in the southern
Baltic Proper and 5.2 m in the Gulf of Finland (Tuomi et al.
2011). Modelled significant wave height can reach up to 10 m
(Soomere et al. 2008; Tuomi et al. 2011), and 100-year return
estimates based on the NORA10 archive suggest (Reistad et
al. 2011) wave heights up to 12 m (Aarnes et al. 2012).

2.2 Model description and setup

NEMO (Nucleus for European Modelling of the Ocean) is a
framework of ocean-related engines, from which we use the
OPA package (for the ocean dynamics and thermodynamics)
and the LIM2 sea-ice dynamics and thermodynamics package
(Madec 2008; Bouillon et al. 2009). In OPA, six primitive
equations (momentum balance, the hydrostatic equilibrium,
the incompressibility equation, the heat and salt conservation

equations and an equation of state) are solved, where Arakawa
C grid is used in horizontal. For detailed description of the
model equations, see Madec (2008). In the vertical terrain-
following coordinates, z-coordinates or hybrid z-s coordinates
can be used. For a complete description of the model, see
Madec (2008). Previously, NEMO has been applied for the
Baltic Sea area in uncoupled mode (Hordoir et al. 2013) and
coupled to atmospheric models (Dieterich et al. 2013; Pham
et al. 2014).

The wave model WAM (The WAMDI group 1988;
ECMWF 2015) is a third-generation wave model, which
solves the action balance equation without any a priori restric-
tion to the evolution of spectrum. It has been extensively used
for modelling the Baltic Sea wave fields (Soomere 2003;
Soomere 2005; Soomere et al. 2008; Tuomi et al. 2011;
Tuomi et al. 2012b; Tuomi et al. 2014). The action density
spectrum N is considered instead of the energy density spec-
trum E because in the presence of ambient currents, action
density is conserved, but energy density is not. Action density
is related to energy density through the relative frequency
(Whitham 1974):

N σ; θð Þ ¼ E σ; θð Þ
σ

ð1Þ

The variable σ is the relative frequency (as observed in a
frame of reference moving with the current velocity) and θ is
the wave direction (the direction normal to the wave crest of
each spectral component). The action balance equation in
Cartesian coordinates reads:

∂N
∂t

þ cg þ U
� �

∇x;yN þ ∂cσN
∂σ

þ ∂cθN
∂θ

¼ Swind þ Snl4 þ Swc þ Sbot
σ

ð2Þ

On the left-hand side of Eq. (2), the first term represents the
local rate of change of action density in time; the second one
denotes the propagation of wave energy in two dimensional
geographical space, where cg is the group velocity vector and
U the ambient current vector. The third term represents
shifting of the relative frequency due to variations in depths
and currents (with propagation velocity cσ in σ space). The
fourth term represents depth-induced and current-induced re-
fraction (with propagation velocity cθ in θ space). At the right-
hand side of the action balance equation is the source term that
represents physical processes which generate, redistribute, or
dissipate wave energy in the WAM model. These terms de-
note, respectively, energy input by the wind Swind, non-linear
transfer of wave energy through four-wave interactions Snl4
and wave dissipation due to whitecapping Swc and bottom
friction Sbot.

Both models share the same computational grid and ba-
thymetry with horizontal resolution of 2 nautical miles
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covering the Baltic Sea and the North Sea (Fig. 1). In the
vertical, NEMO was set up with z-coordinates at 56 levels.
The spectrum inWAMwas discretized with 24 directions and
25 frequencies. The hourly atmospheric forcing is based on
the German Weather Service (DWD) short range forecasts
(24 h), and we use bulk formulation in NEMO. The open
boundaries of the model domains are located in west of
English Channel and near the continental shelf break of the
North Sea (Fig. 1b). At the open boundaries, tidal amplitudes
and velocities are prescribed as well as climatological temper-
ature and salinity. The wavemodel starts from rest (cold-start),
while the ocean model uses Janssen et al. (1999) climatology.
The analysed period is the year from October 2012 until
September 2013. This period is long enough for the simula-
tion of important features of the Baltic Sea, e.g. the formation

of cold intermediate layer, evolution of thermocline and up-
wellings. The first 7 months are used as a spin-up, and during
that period, LIM2 ice model is also activated. Details of model
setup can be found in Table 1.

2.3 Measured data

In this paper, we use in situ data and remote sensing data in
order to assess the quality of the different simulations of the
model system. For the evaluation of basin scale sea surface
temperature, we compare model simulations with the OSTIA
(Operational Sea Surface Temperature and Sea Ice analysis)
dataset. OSTIA uses satellite data together with in situ obser-
vations to determine the sea surface temperature. The analysis
is performed using a variant of optimal interpolation. The

Fig. 1 Topography of study area with buoy station locations and
transects (blue lines), where vertical profile of temperature is analysed.
Area bounded by blue box is where model is compared to MODIS data.

The buoy stations read: Arkona (triangle), Huvudskarost (square), NBP
(circle) and Tallinna madal (inverted triangle)
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analysis is produced daily at a resolution of ca 5 km (for
further details, see Donlon et al. 2011). The OSTIA data was
interpolated to NEMO computational grid, and the bias of sea
surface temperature between model and OSTIAwas calculat-
ed for the Baltic Proper region.

From the MyOcean database (http://www.myocean.eu)
, we extracted vertical profile measurements taken at the
location 58.93° N, 19.17° E (see Fig. 1). This station is
a representative for the Baltic Proper area and for other
Gulfs as well, where the water is deep enough to allow
for the cold intermediate layer to develop. The
measurements were taken at levels 5 to 60 m below
surface with a 5 m step and then onwards till 90 m
with 10 m step. However, some of the deeper layer
data are absent. Modelled sea surface temperature was
also compared with two other stations, one in the
southern Baltic Sea and one in the Gulf of Finland
(see Fig. 1a for specific locations). Significant wave
height was validated with measurements taken by
Finnish Meteorological station at a location 58.25° N,
21° E at northern Baltic Proper. Finally, SST as
observed by MODIS (Moderate Resolution Imaging
Spectroradiometer; standard level 2 MODIS SST
product available at http://oceancolor.gsfc.nasa.gov) was
used to compare the extent and structure of an

upwelling. The image was acquired for 24.07.2013
10:25 UTC with a 1 × 1-km pixel spacing.

3 Wave effects in the ocean model

Ocean waves influence the circulation through number of pro-
cesses: turbulence due to breaking and non-breaking waves,
momentum transfer from breaking waves to currents in deep
and shallow water, wave interaction with planetary and local
vorticity, Langmuir turbulence. The NEMO ocean model has
beenmodified to take into account the following wave effects:
(1) The Stokes-Coriolis forcing (Hasselmann 1970); (2) Sea-
state dependent momentum flux (Janssen 1989; Janssen
2012); and (3) Sea-state dependent energy flux (Craig and
Banner 1994). Here, we describe in detail the wave-
circulation interaction mechanisms that have been implement-
ed in NEMO. The applicability of the used approach for the
global ocean has been previously addressed in Breivik et al.
(2014) and Breivik et al. (2015). A schematic overview of
these processes is shown on Fig. 2. Below, we will give a brief
description of each of them. For a more detailed description,
the reader is referred to Breivik et al. (2015).

3.1 Stokes-Coriolis forcing

Fluid particle trajectories in water waves are not perfectly
circular (in deep water) or elliptical (in intermediate water)
due to several reasons. First is the loss of the orbital motion
due to turbulence of all kind (not accounted in this study).
Second is, in practice, in the presence of the wave spectrum;
the combination of different wave components result in a non-
closed particle trajectory, due to particle drift by second and
third main wave components. This different speed of wave
crests and troughs sets up a difference between the average
Lagrangian flow velocity of a fluid parcel and the Eulerian
flow velocity, the Stokes drift (Stokes 1847). Though the
mean Stokes drift speed is small, even in a moderate storm,
where the significant wave height reaches 3.5 m (Fig. 3a, 22
July 2013), the Stokes drift (Fig. 3b) can reach up to 0.35 m/s
and in extreme conditions up to 1.35 m/s at the surface of the
Baltic Sea (not shown here). This implies that Stokes drift
speed in extreme weather conditions is of the same order of
magnitude as wind forced currents at surface, as the surface
Ekman current speed is approximately 2 % of the wind speed
(Chang et al. 2012).

In this study, we assumed irrotational fluid. However, in
reality, the fluid is viscous. Albeit small and negligible from
the point of view of many applications, water viscosity is not
zero. Such turbulence arising from the fact that water is vis-
cous is not accounted in this study but has been taken into
account before, e.g. Schneggenburger et al. 2000.

Table 1 Details of model simulation

Parameter/
model

NEMO (version 3.4) WAM (version CY40R3)

Modelling
period

01.10.2012–30.09.2013 Switched on at
01.05.2013

Horizontal
grid

2 nautical miles covering
North Sea and Baltic Sea

Same horizontal grid.
Spectral resolution: 24
directions and 25
frequencies

Vertical grid 56 z layers N/A

Integration
timestep(s)

10 s for barotropic part; 180 s
for baroclinic part

30 s

Initial field Janssen et al. (1999) clima-
tology for T & S

Coldstart

Boundary
condition

OSU tides, Janssen et al.
(1999) climatological peri-
odic boundary

No

Atmospheric
forcing

German Weather Service
(DWD), 1 h. Meridional
and zonal wind speed;
shortwave and longwave
radiation; air temperature;
humidity; air pressure

Same source, but only
wind components

Vertical
diffusion
scheme

Generic length scale (k − ε),
Umlauf and Burchard
(2003)

N/A

Ice LIM2 No ice, as wave model
input was used starting
from May
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Like wind-induced currents, the Stokes drift is also
influenced by the Earth’s rotation and it adds an addi-
tional veering to the ocean currents known as the
Stokes-Coriolis force:

Du
Dt

¼ −
1

ρ
∇pþ uþ vSð Þ � f ẑþ 1

ρ
∂τ
∂z

ð3Þ

3.2 Sea-state dependent momentum flux

As waves grow, they absorb momentum from the atmosphere.
The ocean current therefore feels less stress. In this case, the
ocean side stress τoc is the atmospheric stress τa minus the
momentum flux absorbed by waves τin:

τoc ¼ τa−τ in ð4Þ

Waves release momentum to the ocean when they break
and therefore the ocean side stress becomes

τoc ¼ τa−τ in−τdb ð5Þ

where τdb is the momentum injected by breaking waves
(negative). Only if the input of momentum by wind is bal-
anced by the release of momentum through breaking (fully
developed sea) will the ocean side stress balance the atmo-
spheric stress. Most of the time waves are not fully developed
and the ocean side stress differs from the atmospheric stress by
5–10% and in extreme cases by 20–30%. Therefore, sea-state
dependent surface stress is considered instead of bulk
formulae.

The normalized momentum flux

~τ ¼ τoc
τa

ð6Þ

Fig. 2 Wave-ocean interaction mechanism’s included in this study

Fig. 3 Wave processes during a
northerly storm on 22
July 2013 at 19:00 UTC. On a,
every 10th wave direction vector
is shown
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et al. (2014).



is shown on Fig 3c. In the region of active wave growth, the
normalized momentum flux is below 1 (see black contour line
on Fig. 3c), meaning that the ocean side stress is less than the
atmospheric stress. In areas where waves have travelled out-
side the area of wind which can sustain the waves, the waves
are decreasing and releasing momentum to the ocean through
wave breaking. There, the normalized momentum flux is
above 1.

3.3 Sea-state dependent energy flux

In NEMO, wave-induced turbulent kinetic energy (TKE) de-
pends on the wave energy factorα (Craig and Banner 1994). It
is set to a constant value regardless of sea state, because Craig
and Banner (1994) argued that the turbulent kinetic energy
flux is well approximated by αu*

3 where the value of α =
100 is a reasonable average, but concede that values should
lie in the range 50 to 150 for young to mature seas. It has been
argued by Gemmrich et al. (1994) that a better approach
would be to use an effective wave propagation speed, but
we choose instead to compute the TKE flux directly from
the integrated source terms of the wave model, thus giving
us the exact energy input from the wave model. With access
to a full spectral wave model, it is possible to estimate the
momentum flux from breaking waves and therefore to calcu-
late α. In Fig. 3d, we show the spatial distribution of α on 22
July 2013. While in many areas it is near 100 (see the black
contour line), it actually varies between 10 and up to 500,
depending on the dissipation intensity (and since it is normal-
ised by the cube of the friction velocity, it is also sensitive to
sudden changes in wind speed). We use α estimated byWAM
when waves are accounted for in our NEMO simulations and
use the standard value of 100 in our control experiment.

We note that wave breaking during a storm can introduce
strong turbulence in the water column, but this source of tur-
bulence is limited to the upper water layer and this propaga-
tion into the depth may have too long spin-up time, to reach
the depths of 30–50 m during a storm peak. After the storm
peak has passed, the waves are no longer as high and steep for
breaking, and therefore, the whitecapping is too minor a tur-
bulence source to influence the whole water column.
Therefore, in future studies, the turbulence due to non-
breaking waves should also be considered.

In NEMO, the boundary condition of the turbulent length
scale z0 on the water side of the air-sea interface follows the
Charnock relation:

zo ¼ βu2w*
g

ð7Þ

where uw * is the water-side friction velocity, β is the
Charnock constant and g is the acceleration due to gravity.

The turbulent length scale in water is orders of magnitudes
larger compared to its analogue in air side.

In the default version of NEMO, the Charnock constant has
a value of 2 · 105, which was the value found by Stacey (1999)
by minimizing the errors between measured and modelled
currents. Moreover, Stacey (1999) found that z0 is in the order
of significant wave height, while others have found it to be in
the order of wave amplitude up to significant wave height
(Craig and Banner 1994; Terray et al. 1996; Drennan et al.
1996). In this study, we also make the assumption that z0
scales with significant wave height, based on the findings of
previous work (Craig and Banner 1994; Terray et al. 1996;
Drennan et al. 1996), and therefore, in NEMO, we substitute
z0 with significant wave heights (in the wave included runs)
when latter is greater than 0, and keep β constant (1400) when
significant wave height is 0. In that sense, Fig. 3a represents
also the turbulent length scale on the water side of the air-sea
interface if waves are present.

3.4 Test cases

For the control simulation (experiment CTRL), NEMO is run
without a wave model but the energy flux from breaking
waves is parameterized according to Craig and Banner
(1994) and Mellor and Blumberg (2004) with α = 100 and
the water-side Charnock constant β = 1400. This control sim-
ulation is compared with simulations which include the wave
effects described in Section 3.1–3.3. In these simulations, ei-
ther all three wave effects (experiment ALLWAVE) are acti-
vated or the individual mechanisms are taken into account
separately to determine the effect of each process. The three
additional simulations in which the individual processes con-
sidered are sea-state dependent momentum flux (experiment
TAUOC), sea-state dependent energy flux (experiment
BREAK) and Stokes-Coriolis forcing (experiment STCOR).
The experiments are summarized in Table 2.

4 Validation of simulated waves and temperature

In this section, we will describe the wave model performance
by comparing significant wave height simulated withWAM to
the wave measurements taken at northern Baltic Proper.
Simulated sea surface temperature (SST) and vertical profiles
of temperature are compared to several measurements in order
to assess the performance of the model simulations.

The WAM simulated significant wave height compares
very well with the one from the measurements (Fig. 4) during
June, July and August (JJA) 2013, with a correlation coeffi-
cient of 0.97. Though the model tends to overestimate high
wave events in the first half of the summer, the overall bias
(mean of simulated data minus mean of measured data) is
7 cm. As the waves mostly reflect the quality of the forcing
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winds, we can conclude that the DWD 1 hourly wind input is
adequate to describe the conditions over the Baltic Proper
area.

The SST simulated with NEMO model as compared to
OSTIA shows a time-varying bias in the Baltic Proper
(Fig. 5), with the NEMO being colder than OSTIA data. In
general, the bias is more evident at the beginning of summer,
while at the end of summer, it stabilizes around −1 °C. Such a
bias is quite acceptable considering that the simulation does
not include any data assimilation. However, by taking into
account the three wave effects, the SST bias is reduced by

∼0.2 °C. We also compared SST from point measurements
in three stations scattered over the Baltic Sea and found that

Table 2 Summary of model experiments

Simulation Description of simulations

CTRL Control simulation, without wave model

ALLWAVE All three wave processes included

TAUOC Sea-state dependent momentum flux included only

BREAK Sea-state dependent energy flux included only

STCOR Stokes-Coriolis forcing included only

Fig. 4 Significant wave height (Hs) validation at a buoy station located in the Northern Baltic Proper (see Fig. 1). Scatter plot (a) and time-series (b)
comparison is presented. The 1:1 line of measurements and model is shown with blue colour

Fig. 5 Bias (model mean minus mean of measurements) of simulated
SST with respect to OSTIA data. The comparison is for an area which
roughly corresponds to the borders of the Baltic Proper (see Fig. 1)

924 Ocean Dynamics (2016) 66:917–930



in every case including wave effects improved the quality of
the simulated data (Table 3). The cold bias was reduced by up
to 0.32 °C and the root mean square difference decreased by
up to 0.28 °C.

Comparison of simulated temperature with measurements
(Fig. 6) shows that both the control run and the runs with wave
effects describe very well the vertical evolution of tempera-
ture. The important features, like the seasonal thermocline and
the cold intermediate layer, are present in both simulations.
The time-evolution of thermocline is also well captured by
both simulations, and even the sudden deepening at the end
of July is somewhat noticeable. Compared to CTRL, the
ALLWAVE run generally yields better results for SST (as
was seen in Table 2) and sudden down-bursts of temperature
at the beginning of summer. At the end of summer, the wave
included simulation also improves the thermocline depth.

Finally, we compare CTRL and ALLWAVE to a MODIS
image (Fig. 7a) from a situation where northerly winds caused
upwelling of cold water along the eastern coast of the Baltic
Proper. The ALLWAVE experiment reduced the bias com-
pared to CTRL experiment by 0.34 °C. It is noteworthy that
the structure of upwelling filaments in the ALLWAVE exper-
iment more closely resembles the measurements than does the
CTRL experiment. In the ALLWAVE experiment (Fig. 7c),
the main upwelling area near Saaremaa Island has the same
extension towards the south as in the MODIS, while in the
CTRL experiment (Fig. 7b), the upwelling area is fragmented.
The intrusion of warm water into the centre of upwelling area
near Saaremaa is also more evident in the ALLWAVE exper-
iment, compared to CTRL experiment. Two other upwelling
areas, north and south from the one near Saaremaa, are also
better captured by the ALLWAVE experiment.

Table 3 Statistics (01.06.2013-31.08.2013) of model-data comparison
of SST in three stations: Tallinnmeasured at TallinnaMadal lighthouse in
the Gulf of Finland; Arkona measured in Arkona basin in the southern
Baltic Proper; Huvud. Huvudskarost, measured in the northern Baltic
Proper. The statistical parameters are the following:W_RMSE root mean
square difference of measured data and wave included simulation;
C_RMSE root mean square difference of measured data and control

simulation; W_BIAS average difference between wave included
simulation and measured data; C_BIAS average difference between
control simulation and measured data; W_CORR correlation coefficient
between wave included simulation and measured data; C_CORR
correlation coefficient between control simulation and measured data. N
is the number of comparison points

Station N W_RMSE (°C) C_RMSE (°C) W_BIAS (°C) C_BIAS (°C) W_CORR C_CORR

Tallinn 181 2.28 2.53 −2.13 −2.38 0.97 0.96

Arkona 179 1.51 1.75 −1.26 −1.51 0.95 0.95

Huvud. 184 1.83 2.11 −1.69 −2.01 0.97 0.97

Fig. 6 Time-depth profiles of
measured temperature, control
run (CTRL) and the all-wave
processes (ALLWAVE) run at
station Huvudskarost

Ocean Dynamics (2016) 66:917–930 925



5 Impact of waves

The importance of accounting for wave effects when model-
ling water temperature has been addressed in the previous
sections by comparing with in situ and satellite data.
However, the full 3-D impact of waves has to be studied also
and this is done in this paragraph for SST, for bottom temper-
ature and for different cross-sections.

5.1 Impact of waves on SST and bottom temperature

In this section, we compare the sea surface and bottom tem-
perature between the four scenarios in which the wave effects,
described in Section 3, have been taken into consideration
(ALLWAVE, STCOR, TAUOC, BREAK, respectively) and
the control simulation (CTRL). The aim is to distinguish
which of the three mechanisms are dominant in changes of
temperature for the different Baltic Sea areas. We calculate the
summer averaged (JJA) temperature difference between the
four coupled wave-circulation model runs and the control ex-
periment (only NEMO run).

When all the three wave processes are taken into account
(Fig. 8a), in every Baltic Sea sub-basin, wave impact on the
SST is noticeable. The largest warmings of SST are concen-
trated to Bay of Bothnia and Bothnian Sea, while the cooling
effect of waves becomes most evident near the coasts of east-
ern Baltic Proper. In order to better understand the processes
responsible behind this pattern, we also plot the differences
when each wave process is taken into consideration indepen-
dently (Fig. 8b–d). But note that Fig. 8a is not a linear com-
bination of each wave processes and care should be taken
while interpreting them.

In the simulations, wave breaking has mostly a warming
effect (Fig. 8b), especially in northern areas of the Baltic Sea.
This is because the CTRL experiment has too vigorousmixing

with a wave-breaking coefficient of 100 (see the discussion by
Breivik et al. 2015). The impact of Stokes-Coriolis forcing
(Fig. 8c) is mostly confined along coastlines and has a cooling
effect there. This suggests that Stokes-Coriolis forcing mainly
contributes during cases when the conditions are favourable
for upwelling. For example, in the northerly storm presented
on Fig 3, Stokes drift is pointed towards south, thus strength-
ening the upwelling. The most ‘large scale’ differences are
induced by taking into account wave-dependent momentum
flux (Fig. 8d), and the effect is mostly in warming the surface
water. By taking into account wave-dependent momentum
flux, we indirectly modify the heat exchange at the ocean-air
boundary, since turbulent fluxes depend on the stress which is
felt by ocean. Directly, the wave-dependent momentum flux
affects the currents and therefore the advection of water,
which can result in redistribution of cooler/warmer water.

The temperature differences between simulations with
wave effects and the control simulation show a general pattern
of cooling near the bottom (Fig. 9), especially along the coast
although there are some isolated locations where the water
temperature increases when wave effects are included. Like
in the SST case, most of the coastal cooling is due to Stokes-
Coriolis forcing (Fig. 9c); however, here, it seems that all
processes also contribute to cooling.

5.2 Impact of waves on vertical profiles

We analyse the difference of temperature along a meridional
section which maximizes the north–south distance (Fig. 10)
and along a zonal section whichmaximizes west–east distance
and covers as much deep water as possible (Fig. 11).

One of the main findings is that wave-induced temperature
changes are intermittent along the selected transect lines and
along depth levels and at certain locations; the maximum
wave effects do not necessarily occur at the surface. The most

Fig. 7 Comparison of MODIS SST (left), CTRL (middle) and ALLWAVE (right). The comparison is for 24 July 2013, 12:00 UTC
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prominent differences are found in the upper 30 m. The verti-
cal extent of different wave processes also varies considerably.
The TAUOC scenario displays a typical dipole pattern relative
to CTRL (Fig. 10c and Fig. 11c) with warmer water at and
near the surface and cooler at depths of 20–30m. The BREAK

scenario shows similar behaviour in the Bothnian Sea
(Fig. 10b), but in other sections, the impact of wave breaking
is seen only nearer the surface. The STCOR scenario (Fig. 10c
and Fig. 11c) shows significant warming below the surface in
offshore regions and cooling near the coast.

Fig. 8 Sea surface temperature
differences between ALLWAVE
and CTRL averaged over a 3-
month period, from 1 June 2013
to 31 August 2013. The colour
bar holds for all panels a to d

Fig. 9 Same as Fig. 8 but for the
sea bottom
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Although the validation showed that coupling between a
wave model and the ocean model reduces the SST bias, there
always remains the question of how realistic the simulation
results are as a whole. Specifically—are the changes in water
temperature induced by waves in the same range as compared

to other similar studies? Not many full baroclinic model stud-
ies have been conducted where the impact of surface waves on
temperature has been investigated and there are no studies of
this kind at all for the Baltic Sea area. However, a comparison
with the existing baroclinic studies (Qiao et al. 2004; Lin et al.

Fig. 10 Meridional transect of
water temperature differences
between ALLWAVE and CTRL
averaged over a 3-month period,
from 1 June 2013 to 31 August
2013. The colour bar holds for all
panels

Fig. 11 Same as Fig. 10 but a
zonal transect
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2006; Babanin et al. 2009; Warner et al. 2010; Hu and Wang
2010; Qiao et al. 2010; Song et al. 2012; Bai et al. 2013;
Zambon et al. 2014; Breivik et al. 2015) suggests that the
differences in water temperature between the CTRL simula-
tion and ALLWAVE scenario presented here are realistic.

6 Summary and conclusions

The role of the wave-current interaction in the Baltic Sea is
just starting to get more attention. In this paper, we took the
first step of implementing the coupled NEMO-WAM model
on seasonal time scales in a marginal sea area. The main aim
was to study the effect of different wave processes on water
temperature. Besides, in order to assess the truthfulness of the
additional physical processes, we compared the scenario sim-
ulationswithmeasurements. In this way, we demonstrated that
the performance of the coupled model reproduces spatio-
temporal variability of water temperature more truthfully com-
pared to a control simulation. The first results indicate a pro-
nounced effect of waves on the vertical temperature distribu-
tion and on meso-scale events. During the summer season, the
wave-induced changes were up to 1 °C. The most prominent
seasonal warming is located in northern parts of the Baltic Sea
in the surface layer. In the bottom layers, cooling usually
dominates. Most of the cooling is found in coastal areas and
warming in offshore regions. The near-coastal cooling is al-
most always related to Stokes-Coriolis forcing. This is espe-
cially true for deep layers. Compared to other processes, the
vertical extent of influence of Stokes-Coriolis forcing is
highest. It has the effect of intensifying upwelling near all
coasts, depending on the direction of wind. The effect of wave
breaking is to warm the surface layer, which in turn reduces
the cold bias when comparing model and measured data. This
is because the CTRL experiment has too vigorousmixingwith
a wave-breaking coefficient of 100. The effect of using a
wave-modified stress is mostly to warm the surface layer
though directly affecting the advection and indirectly the tur-
bulent fluxes.
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