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Abstract A coupled physical-biochemical Indian Ocean Re-
gional Model (IORM), based on the Navy Coastal Ocean
Model (NCOM) and the Carbon Silicate Nitrogen Ecosystem
(CoSiNE) model was configured with the primary objective of
providing an accurate estimate of the oceanic physical state
along with the biochemical processes simulated by CoSiNE to
understand the variability in the Indian Ocean (I0). The model
did not assimilate any data; instead, weak relaxation of tem-
perature and salinity was implemented to keep the model sta-
ble in the long-term simulations. In this study, the skill of the
IORM in simulating physical states in the IO was evaluated.
Basin-scale surface circulation and cross-sectional transports
were compared to observations, which demonstrated that the
model replicated most of the observed features with reason-
ably good accuracy. Consistency and biases in the upper
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ocean temperature, salinity, and mixed layer depth were also
analyzed. Lastly, the seasonality in the 10, its response to
monsoonal forcing, and the evolution and dynamics of surface
and subsurface dipole events were examined. The IORM
reproduced most of the dynamic features including Ekman
pumping, wave propagation, and climate variability at both
annual and interannual time scales. The internal ocean dynam-
ics and behavior of the modeled sea surface temperature
anomaly (SSTA) suggest a coupled ocean/atmosphere insta-
bility that will require further research, including sensitivity
experiments to realize improvements in model
parameterization.

Keywords Monsoon - Seasonal and interannual variability -
Indian Ocean - Arabian Sea - Surface and subsurface
variability - Wave propagation

1 Introduction

The unique geographic features and monsoonal dynamics of
the Indian Ocean have led to numerous studies of the region
(e.g., Yamagata et al. 2004; McPhaden et al. 2009; Schott et al.
2009 and references therein). It was once believed that the
Indian Ocean (IO) was a passive system simply responding
to wind and thermodynamics generated in the Pacific (Yu and
Rienecker 1999 and references therein). Recent research,
however, has found that the IO can originate its own variabil-
ity and indeed plays an active role in the natural variability of
regional and global climate (Saji et al. 1999; Webster et al.
1999; Schott et al. 2009; Deser et al. 2010). Dramatic changes
are associated with the Indian Ocean Dipole (IOD) events,
influencing water mass distribution (Zhang et al. 2013; Du
and Zhang 2015). Other prominent features of the 1O include
the corresponding changes of semiannual equatorial Kelvin
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waves (Sprintall et al. 2000), the seasonal reversal of the So-
mali Current (Schott 1983; Beal et al. 2013), the anomalous
coastal upwelling and ecosystem activities (Schott 1983;
Wiggert et al. 2005; Liao et al. 2014), and the warmest tropical
surface waters (exceeding 29 °C) (Kumar et al. 2005; Kim
etal. 2012).

The northern IO consists of the Arabian Sea (AS) and the
Bay of Bengal (BOB), two large bodies of water west and east
of India, respectively. The AS and BOB are known as con-
trasting oceanographic regimes; the saline AS is dominated by
evaporation and heat flux (Jensen 2003) and the fresher BOB
is dominated by precipitation and river runoff (Han et al.
2001; Vinayachandran et al. 2007). Monsoon currents mix
the salty and fresh waters between the AS and BOB in winter
and summer (Zhang and Du 2012; Zhang et al. 2013). In the
intermonsoon periods, westerlies prevail along the equator,
driving a strong eastward surface jet—the Wyrtki Jet (Yoshida
1959; Wyrtki 1973; Nagura and McPhaden 2010). In the
southern hemisphere, the winds are similar to those in the
Atlantic and Pacific Ocean, with trade winds at low latitudes
driving the South Equatorial Current (SEC) that carries the
less salty water from the Indonesian straits and flows west-
ward (Quadfasel et al. 1996; Gordon et al. 1997; Domingues
et al. 2007; Sprintall et al. 2014).

The 10 also experiences distinctive variability, such as
the IOD (Saji et al. 1999; Webster et al. 1999; Du et al.
2013a), the Indian Ocean Basin Mode (IOBM) (Yang
et al. 2007; Xie et al. 2009, 2010; Du et al. 2009, 2013b),
and the monsoon-related variability in phytoplankton bio-
mass (Hitchcock et al. 2000; Kinkade et al. 2001; Goes
et al. 2005). Because of its unique features, the 10 requires
comprehensive and gradual analyses of its oceanographic
conditions and biogeochemical processes (e.g., McCreary
et al. 2009; Wiggert et al. 2009).

With the development of theories and technologies, ocean
circulation models have reached a level of maturity to effec-
tively fill the gaps in observational data. Models now allow us
to explore and better understand the physical mechanisms
behind various oceanic features, and in particular, for this
study, we make use of the model to better understand the
variability of the monsoonal circulation. However, given the
wide range of spatial and temporal scales of physical and
biological processes in the regional oceans, it is difficult to
configure global models with sufficiently fine horizontal and
vertical resolutions due to computational limitations. It is also
difficult to configure all state variables to be unconstrained
and free to respond to atmospheric forcing (i.e., free running),
because it is challenging to keep energy/momentum balance
and numerical stability during long integrations. Moreover,
the inaccuracies inherent in initial and boundary conditions
can cause issues of model robustness such as numerical drift.
In order to overcome these difficulties, we adopted the one-
way nested modeling approach of Shulman et al. (2003) in
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which a global ocean general circulation model provides
boundary data to a regional model that is further coupled with
an ecosystem model. This approach utilizes strong relaxation
at the open boundaries, but weaker relaxation in shallow wa-
ters and productive zones to allow the model to respond more
freely to surface atmospheric forcing.

There have been model studies that addressed the wind-
driven circulation and sea level variability in the Northern
Indian Ocean and the annual cycle of the AS ecosystems with
coupled physical-biochemical models (e.g., McCreary et al.
1996; Ryabchenko et al. 1998; Wiggert et al. 2006; Rahaman
et al. 2014). However, to our knowledge, this is the first long-
term, basin-scale simulation of the 10 using a coupled
physical-biochemical model. Given that the horizontal and
vertical advection and diffusion play important roles in regu-
lating the circulation of biochemical tracers, we evaluate the
model skill in simulating the physical states of the ocean with
an emphasis on understanding the seasonal and interannual
variability of the upper ocean. The model configuration, along
with datasets and comparison metrics, is described in Sect. 2;
Sect. 3 presents the general features of the model simulation
and the evaluation of the simulated climatological annual cy-
cle using various observations; Sect. 4 describes the seasonal-
ity in the IO, focusing on the response to monsoonal wind and
particularly the Wyrtki Jet; Sect. 5 discusses interannual var-
iability and dipole dynamics; and Sect. 6 summarizes the
results.

2 Model, data, and method
2.1 Model

The Indian Ocean Regional Model (IORM) is based on the
Navy Coastal Ocean Model (NCOM) hydrodynamics (Martin
et al. 2009) coupled to the Carbon Silicate Nitrogen Ecosys-
tem (CoSiNE) model of Chai et al. (2002) and Dugdale et al.
(2002). NCOM is similar to the Princeton Ocean Model in
many ways, but it computes the free surface by an implicit
scheme, and it adopts a hybrid o-z vertical discretization,
whereby terrain-following layers are used in shallow waters
and z levels are used in the deep ocean. The IORM was im-
plemented on a 1/8° horizontal resolution Mercator grid ex-
tending from 30° S to 30° N and 30° E to 121.5° E (Fig. 1),
with 40 levels in the vertical: 19 terrain-following sigma levels
and 21 fixed z levels. The terrain-following levels, ranging
from the surface to about 137 m, allow high vertical resolution
for resolving mixed layer and shallow water dynamics. The
model incorporated a realistic bathymetry and land/sea bound-
ary (Fig. 1) derived from the NRL 2-min database.

The physical fields used for initialization and lateral bound-
ary forcing were sea surface height (SSH), temperature, salin-
ity, and ocean currents derived from the Global NCOM
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Fig. 1 Model domain and
bathymetry (unit: m). Several
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(Barron et al. 2006; Martin et al. 2009). Barotropic variables
were constrained using the Flather radiation condition, while
for the baroclinic variables, a zero-gradient condition was ap-
plied to the tangential velocity and an advective scheme was
used on the normal velocity as well as the tracers. In addition,
the boundary scheme was enhanced with a 10-grid cell “buffer
zone” to smoothly absorb remote forcing into the domain
using a half-Gaussian weighting function where the outermost
boundary point had the full weight that tapers off to zero at the
inner 10th grid cell.

The continuous model run consisted of two stages: (1) a
spin-up stage forced with a climatological annual cycle exe-
cuted for 80 years to ensure numerical robustness and achieve
statistical equilibrium and (2) an interannual simulation from
1980 to 2012, forced with the surface momentum and heat
fluxes derived from the Modern Era Retrospective Analysis
for Research and Applications (MERRA) dataset (Rienecker
et al. 2011). The interannual (daily) MERRA data were used
to construct the climatological MERRA forcing (e.g., each
day of each year averaged across all years to produce a daily
366-day climatology). Freshwater fluxes, including both river
forcing and evaporation-precipitation (E-P), were turned off,
and instead, sea surface salinity (SSS) was relaxed to monthly
values derived from the Generalized Digital Environmental
Model (GDEM) version 3 (Carnes 2009). The bottom bound-
ary conditions of the IORM included quadratic bottom drag
for the momentum equations and zero flux for the temperature
and salinity equations.

The configuration of this IORM simulation was designed
to mimic a “nature run” such that the model could respond
freely to surface atmospheric forcing. However, in order to
keep the integration robust and stable for multiple decades, a
relaxation scheme was implemented to constrain the model to
temperature and salinity monthly climatology derived from
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the GDEM version 3 (Carnes 2009). While many models
relax the SSS to constrain the fresh water flux, our model
was not able to run multi-decadal simulations without drift
by just relaxing the SSS. To mitigate this problem, 3D relax-
ation was introduced with relaxation timescale (7;) and depth
scale (D) at 6000 h and 500 m, respectively. Both time and
depth relaxations were parameterized in the e-folding form as
e " and 1—e "%, where ¢ and z are elapsed time and depth,
respectively.

This model was originally configured to study oceanic bi-
ological responses in the AS for which the model parameter-
ization was tuned. The goal was to limit the relaxation to be
the weakest possible to achieve numerical stability and statis-
tical equilibrium, yet still mimicking a nature run. The relax-
ation scheme was used in both climatological and interannual
simulations for consistency and continuity, but its effective-
ness away from the AS warrants further evaluation and
justification.

2.2 Data

Various observational data were compiled to evaluate the
model and complement our scientific analysis. The modeled
surface currents were compared with currents from the Ocean
Surface Current Analysis (OSCAR), a satellite-based estimate
of 0-30 m averaged currents on a 1/3° Mercator grid (Bonjean
and Lagerloef 2002). The sea surface temperature (SST) data
came from the NOAA Extended Reconstruction Sea Surface
Temperature version 3b (ERSST v3b) during 1991-2011
(Smith et al. 2008) and the World Ocean Atlas 2013
(WOA13, Locarnini et al. 2013) climatology compiled for
the 19852012 period. The subsurface temperature and salin-
ity were evaluated using the Japan Meteorological Agency
historical ocean analysis (ISHIL.v6.13, Ishii and Kimoto
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2009). This dataset consists of monthly mean temperature and
salinity (1991-2011) from objective analyses at standard
oceanographic levels in the upper 700 m on a global 1°x1°
grid. Temperature data from several eXpendable Bathy Ther-
mograph (XBT) transects across the IO were used to validate
the vertical thermal structures of the IORM. This dataset was
extracted from the Tropical Ocean Global Atmosphere
(TOGA) and the World Ocean Circulation Experiment
(WOCE) XBT files provided by the Global Data Center for
TOGA and WOCE XBT (http:/www.imosmest.aodn.org.au).

To evaluate the modeled SSH, weekly altimeter observa-
tions (based on the combined TOPEX Poseidon (Jason-1) and
ERS-1/ERS-2 (Envisat) satellite altimeter missions (Le Traon
et al. 1998) from the Archiving, Validation, and Interpretation
of Satellite Oceanographic (AVISO) product) were used. The
satellite-derived salinity data were made available by the
“Centre Aval de Traitement des Données SMOS” (CATDS)
and only the 2011 observations were used. Monthly time se-
ries of temperature, salinity, and currents in the upper ocean
were obtained from the Research Moored Array for African-
Asian-Australian Monsoon Analysis and Prediction (RAMA,
McPhaden et al. 2009) buoys and used for model-data
comparisons.

2.3 Methods
2.3.1 Complex correlation coefficient

The complex correlation coefficients and angular displace-
ments between the observed and modeled currents were
adopted as part of our model validation. The complex corre-
lation coefficient (p) between the mooring and IORM currents
along with the angular displacement () for a particular depth
was estimated by using the approach of Kundu (1976) such

that p = \/Re? + Im?, where
D + v
VI () + 007) 3 ()7 + 07)
(u v+ viu) )
Z 2 2 2 @)
JZ (02 + (0)2) 3, () + (7))
The corresponding angular displacement is given by

0 (o] m
tanflz T UF T

Z(uu —‘rVVm>

where u;", V" and uy,v; are denoted modeled and observed
east-west and north-south components of velocity,
respectively.

Re =

(3)
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2.3.2 Singular value decomposition and empirical orthogonal
Sfunction analysis

We present below a brief description of singular value decom-
position (SVD) (empirical orthogonal functions (EOFs)). The
anomaly field in matrix form is determined as follows:

X =x-11,..,1]"X (4)

where [1,...,17] is the (column) vector containing N ones and
N is the number of stations. Using SVD, X' can be factored
into

=uxr’ (5)

The columns of U are eigenvectors (EOFs). The columns of V'
are the unit vectors pointing in the same direction (principal
components). The diagonal elements of ) are the amplitudes
corresponding to each EOF. The eigenvalues are squares
of ) as

AL A2, Ay) = 52 (6)

The eigenvalue corresponding to the kth EOF is \; and its
explained variance, written as a percentage, is

100

(7)
Z;V:l)‘k

3 Model results and validation
3.1 Currents and transport
3.1.1 Currents

Model-data comparisons were first conducted to evaluate
IORM-simulated currents in the 10. Figure 2 shows the
monthly climatology of surface currents from the IORM and
OSCAR for four representative months. It is apparent that the
model climatology can capture the seasonally reversing cur-
rents and the permanent SEC in the tropical IO similar to those
described by Schott et al. (2009). During the northeast mon-
soon season (represented by January), the characteristic cur-
rent features (e.g., the poleward-flowing West India Coastal
Current (WICC)) are well represented in the IORM climatol-
ogy (Fig. 2b). Other known currents, such as the Equatorial
Counter Current (ECC), are clearly shown in both the obser-
vation and the model climatology. During July, the peak
month of the southwest monsoon, the intrusion of the Summer
Monsoon Current (SMC) into the southwestern BOB and the
anti-cyclonic surface circulation in the BOB are well replicat-
ed in the model climatology (Fig. 2h). The strong
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Fig. 2 Multi-year (1993-2011) averaged near surface ocean currents
(unit: cm s7') derived from OSCAR observation (left panels) and
IORM (middle panels) for January (a, b), April (d, e), July (g, h), and
November (j, k). The right panels (¢, f, i, 1) show the biases between

northeastward summer Somali Current can also be clearly
observed in the model; however, its intensity is overestimated.
The strong eastward surface jet near the equator, known as the
Wyrtki Jet, which develops during the monsoon transition
months of April and November, is vividly seen in the model
climatology with comparable magnitudes to those from

60 -40

IORM and OSCAR. Positive values correspond to overestimates of the
IORM simulation. Arrows show the direction and color shading shows
the speed of the total current

observation (Fig. 2e, k). The jet is climatically important be-
cause it carries warm and saline upper layer waters eastward,
decreasing the SSH and mixed layer depth (MLD) in the west,
while increasing them in the east.

Figure 2c, f, 1, | shows the monthly differences between the
model and observation climatology for the same months.
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During the 4 months, the differences are generally less than
15 cm s~ in most parts of the IO (blank area in Fig. 2c, f, , 1)
and the domain-averaged differences are less than 7 cm s
Significant differences (greater than 25 cm s~ ') between the
model and observation are noticed near the Somalia coast in
July (Fig. 2i). During the monsoon transitions, the model
overestimates the strength of the equatorial currents as com-
pared to the satellite-derived currents, and the biases show that
the simulated currents are too strong in the equatorial regions
(Fig. 21, 1) and too weak in the subtropical regions. This dif-
ference tends to be more pronounced in November than in
other months.

Because of their relatively uninterrupted data acquisition,
directly measured velocity profiles from two RAMA buoys
(0, 80.5° E and 0, 90° E) were used to demonstrate the skill of
the simulated subsurface currents. The zonal velocities from
the observations and model, shown in Fig. 3a—d, suggest a
strong semiannual cycle at the equator in the central and east-
ern IO. The surface flow is eastward in spring and fall through
early winter (i.e., the monsoon relaxation periods), but west-
ward in summer and late winter. Below the thermocline (be-
tween 100 and 150 m, slightly deeper at 90° E than at 80.5° E),
this flow (the Equatorial Undercurrent—EUC) is reversed.
Both the timing and reversal in the vertical are well represent-
ed in the model, but the magnitude of the eastward flow is
slightly overestimated, as seen in Fig. 2. Figure 3e, f shows the

magnitude of complex correlation and angular displacements
between the observed and modeled currents in the upper
250 m. The overall correlation is greater than 0.6, although
the magnitude of the correlation between modeled and ob-
served currents decreased with increasing depth from 150 m
down, indicating a reasonable model simulation of currents.
The average angle between the model predictions and obser-
vations is similar.

In summary, the model, as expected from its forcing/
relaxation configuration, has good skill in simulating the up-
per layer currents. Despite having decreasing skill with depth,
subsurface currents in the interior IO, such as the EUC, are
well characterized.

3.1.2 Transect volume and heat transports

Another way to evaluate the modeled currents is to compare
them with the observed mean currents in the 10. The annual
mean transport through the Mozambique Channel (12° S and
25° S), the transport of the Indonesian Throughflow (ITF),
and the western boundary current in the BOB obtained from
the IORM are compared to previously reported values
(Table 1) from a variety of sources using different reference
depths and methods. For this comparison, the transport values
from IORM were obtained using the reference depth that
matched the corresponding studies, using a 22-year mean for
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Table 1 Mean and standard deviation of IORM estimated transport (unit: Sv) through several key straits and sections in the IO in comparison with
previous observations and model results
Section Location (lat/lon/depth) IORM Obs/model References
Mean STD
Mozambique Channel 12° S, 40.5°-49° E (2000 m) -25 8.0 —19.0 to —23.3 (de Ruijter et al. 2002)
25°S, 35°-44° E (2000 m) —24.9 6.2
ITF 6.8°S 105.2° E-31.7° S 114.9° E (743 m) -9.0 5.7 —9.6 (Wijffels and Meyers 2003)
Australia—Bali 8.8°-22.6° S, 117° E -18.7 25 —-14.6 (Barron et al. 2006)
WBC in BOB 14° N, 80°-83.5° E (March) 2.5 5.7 2 (Sanilkumar et al. 1997)

the period of 1990-2011. Overall, the modeled transports
agree with the observations; some of the differences may be
attributed to the interannual variability due to different obser-
vation periods and averaging intervals. The ITF (between 6.8°
S, 105.2° E and 31.7° S, 114.9° E) is estimated at 9.0+5.7 Sy,
which is close to the annual mean of 9.6 Sv in the observations
(Wijffels and Meyers 2003). The ITF and the northward flow
in the subtropical gyre east of Madagascar contribute to a large
transport of 25+8 Sv through the Mozambique Channel. The
net southward flow across 25° S is 24.9+6.2 Sv, which joins
the Agulhas Current. The modeled net volume transport of the
Western Boundary Current in the BOB flows northward with
a magnitude of 2.5+5.7 Sv in March, which is consistent with
previous observations in Sanilkumar et al. (1997).

The 10 heat transport is important in understanding the
Asian monsoon. The surface transport is generally southward
on both sides of the equator during summer, but northward in
winter. The net annual heat flux across the equator is south-
ward and occurs predominantly via the cross-equatorial cell
(Schott et al. 2009). Figure 4 shows the monthly meridional
heat transport (in PW, 1 PW=10"> W) across various zonal
transects from 5° S to 20° N from the simulation, which is
southward from April to October, with the highest value of
—2.25 PW south of the equator in June. The heat transport is
northward during the rest of the year. This seasonal variability
is in great agreement with previous studies (e.g., Hsiung et al.
1989; Hastenrath and Greischar 1993; Garternicht and Schott

1997), but the magnitude of IORM-predicted heat transport is
higher near the equatorial regions, particularly during summer
(June, July, and August, 0.5 PW (33 %) higher) and winter
(December, January, and February, 0.5 PW (50 %) higher)
monsoon periods.

3.2 Temperature, salinity, and MLD
3.2.1 Sea surface temperature

The 10 warm pool (WP) (regions with the temperature greater
than 28 °C) varies greatly from season to season and it peaks
in spring with the largest surface area estimated at 24 x
10° km? (Kim et al. 2012). Figure 5 shows the seasonal evo-
lution of the multi-year averaged SST patterns derived from
IORM and ERSST. The model can realistically reproduce the
observed seasonal cycle in the IO domain (Fig. 5a-h). In the
boreal spring (MAM), a general warming is noticed and the
southwestern edge of the warm pool extends towards the
Madagascar region. The SST exceeds 29 °C north of the equa-
tor with the AS being the warmest place. As the upwelling
along the coast of Somalia and Arabia starts to cool the west-
emn 10 during the summer monsoon period, the northwestern
part of the WP is progressively pushed eastward. As the south-
westerly monsoon (SWM) relaxes in autumn, warming ap-
pears in the western 1O, but the WP shows little change in
its spatial extent. With the onset of winter cooling (December,

Fig. 4 Seasonal cycle of the 20N

meridional heat transport (unit:
PW) from the IORM simulation 15N

10N
5N

EQ

58
Jan Feb Mar

\

Apr May Jun Jul Aug Sep Oct Nov Dec
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Fig. 5 ERSST (left panels) and IORM-simulated (middle panels) clima-
tological seasonal SST (unit: °C) and their biases (right panels). Positive
values in (¢, f, i, I) correspond to overestimates of SST in IORM simulation.

January, and February), the northern extent of the WP retreats
while the southwestern edge of the WP reaches the Madagas-
car region again. From Fig. 5a-h, it is clear that the SST
evolution shows variability in accordance with the seasonal
solar heating of the region, the advection of cold waters from
the upwelling region in summer, and the convection-driven
vertical mixing during winter, as found in Santoso et al.
(2010) and Kim et al. (2012).

The biases between model and observation (Fig. 5i-1) dem-
onstrate that the modeled SST is generally cooler. The model
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a, b, and ¢ represent the composite of March, April, and May; d, e, and f of
June, July, and August; g, h, and i of September, October, and November;
and j, k, and 1 of December, January, and February

shows a small cool bias (>—0.5 °C) compared to the observa-
tions in the tropics. The SST differences between the model
and observations in other regions are relatively larger and
show a strong seasonal dependence. For example, SST in
the northern end of the BOB and the whole AS shows a warm
bias during the spring. The warm biases change into cold
biases in the summer and fall with a maximum of around
—1.2 °C outside of the Gulf of Aden and the southwestern
BOB. One of the possible causes for these biases is the feed-
back (among wind, entrainment, and mixing), which causes
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the SST variability (Xie and Carton 2004; Foltz et al. 2010). In
addition, the southern hemisphere subtropical IO in the model
shows warm biases during the fall and winter, possibly exac-
erbated by the open boundary to the south.

The 10 exhibits characteristically different patterns of SST
in different areas. Regional averaged SSTs in four subdomains
(AS, BOB, ETIO, SSIO; as defined in Fig. 1) show that the
model can capture the two peaks of the SST annual cycle in
the northern 10 (Fig. 6), performing better in the AS than in
the BOB. The first peak signals the direct effect of the atmo-
spheric bridge from the Pacific and the second peak signals
the memory mechanism of the 10 as explained by Klein et al.
(1999) and Du et al. (2009). In the AS (Fig. 6a), the two SST
peaks occur during the intermonsoon periods (May and Octo-
ber), similar to those from ERSST and World Ocean Atlas
2013 (WOA13). However, the magnitude is overestimated
from January to May when compared with ERSST and
WOA13, with a maximum warm bias of 0.5 °C and underes-
timation for the rest of the months, especially in October
through December, which reaches —0.75 °C (Fig. 6a, c). The
modeled monthly mean SST in the BOB (Fig. 6b) also shows
a bimodal distribution with plateaus in April and October.
This is similar to the seasonal cycle from ERSST and
WOA13, except that the modeled primary peak occurs in
April instead of May and the secondary peak is too weak.
The predicted SST shows a slightly warm bias from February
to April and a notable cool bias during June to December,
ranging from —0.5 to —1 °C (consistent with the cool area in
Fig. 5f, g). The BOB region receives excessive fresh water
from precipitation and river runoff that enables relatively

strong haline stratification in the upper layer (Sengupta et al.
2006), but Howden and Murtugudde (2001) suggested that the
BOB SST is not influenced by river runoff. Since the model
approximates river forcing and E-P via relaxation to sea sur-
face salinity, it could not be determined whether the SST bias
is related to the fresh water flux or not.

The modeled SST in the Equatorial Tropical Indian Ocean
(ETIO) is also about 0.5 °C cooler during summer and autumn
(Fig. 6¢). Murtugudde and Busalacchi (1999) showed that a
large part of seasonal SST variability in the northern 10 is due
to wind stress variability. Wind stress biases in the MERRA
dataset (Kennedy et al. 2011) may be culpable for the cooler
modeled SST in the northern IO. In the Subtropical Southern
Indian Ocean (SSIO) (Fig. 6d), the modeled SST has a cool
bias in spring and summer and a warm bias in autumn, but
both the cool bias and the warm bias are small in magnitude
(<0.5 °C). The SSIO is not only regulated by the solar radia-
tion but also affected by the westward South Equatorial Cur-
rent (SEC) and the influx of relatively warm and fresh Pacific
water via the ITF (Bray et al. 1997; Kumar et al. 2005). Since
the model was configured with prescribed eastern boundary at
the Indonesian straits, this may result in biased SST distribu-
tions in the SSIO.

3.2.2 Subsurface temperature

To investigate how close the modeled thermal stratification is
to the real ocean, data from several ship-of-opportunity XBT
transects (IX12 and IX06) across the IO were used for model-
data comparisons (Fig. 7). The XBT data are ideal for
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independent evaluations, because they were measured fre-
quently throughout the years, and they covered very dynamic
regions in the 10, with strong seasonality and interannual var-
iability (Feng et al. 2001; Feng and Meyers, 2003). Both the
climatological XBT and modeled temperature distributions
show upward sloping isotherms from 15° S to 10° S and
downward sloping from 10° S to 5° S associated with the
SEC. The subtropical thermocline belt along 5° S plays an
important role in the large-scale heat transport and climate
change. The model can reproduce this subtropical thermocline
belt, indicating that the IORM has the ability to simulate the
response to atmospheric forcing. The differences (figures not
shown), however, reveal that the modeled tropical warm water
is weaker and the thermocline is more diffused. This appears
to be a common problem with Oceanic General Circulation
Models (OGCMs) in which diapycnal mixing is too strong
because smaller vertical eddy diffusivity often leads to
numerical instability (Semtner and Chervin 1988; Kumar
et al. 2005).

3.2.3 Salinity

The sea surface salinity (SSS) in the 10 is strongly affected by
river inflow and rainfall in the BOB, the influx of low salinity
Pacific water via the ITF, and the inflow of saltier water from
the Red Sea. Figure 8 shows the climatology and typical year
(2011) seasonal cycle of the modeled and observed SSS in the
four subregions. Although the IORM has freshwater forcings
(i.e., river runoff and E-P) turned off and approximated via
relaxation to the SSS, and the southern boundary and the
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eastern boundary at the Indonesian straits may induce rough
open boundary transitions, there are no significant differences
between the model and the historical climatological data. In
the tropical regions, far from the open boundary and
strong fresh water flux, the modeled salinity is more
consistent with the observations than that in other re-
gions. The modeled SSS has a consistent negative bias
of about 0.2 psu in the AS and small biases in the BOB
(from February to September), which become much
larger from October to December (Fig. 8a, c). The bias
in the AS is negative reaching about 0.3 psu in Novem-
ber and December, but it is positive in the BOB exceed-
ing 0.5 psu in December. These biases might be due to
the unrealistic treatment of fresh water in the model,
particularly during the winter monsoon period. In the
SSIO, the model underestimates the SSS seasonal cycle,
especially during the summer from May to July
(Fig. 8g), probably due to damping of signals from
the ITF.

According to Ratheesh et al. (2013), more recent
satellite-derived salinity products for the IO are of very
good quality. The simulation appears to agree better
with the satellite-derived SSS in 2011 in three out of
the four subregions (not in the SSIO) (Fig. 8b, d, f, h).
The seasonal cycle of the BOB in 2011 exhibits consis-
tently higher salinity values than the climatology
(Fig. 8c, d). The salinity gradients in the BOB are
fresher along the coast and saltier in the center. The
BOB coastal region was excluded, and only the areas
with valid satellite observations were used, leading to
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this unrealistic salinity differences between climatologi-
cal and 2011’s SSS.

3.2.4 Mixed layer depth

The MLD defines the layer with quasi-homogeneous
temperature, which directly interacts with the atmo-
sphere, thermocline, and ecosystem (Foltz et al. 2010).
The MLD in the 10 is modulated by wind, heat, and
buoyancy fluxes associated with monsoon seasonal var-
iability. In this study, the MLD was determined using a
temperature change criterion of 0.8 °C (Kara et al.
2003). The spatial patterns for the seasonal MLD were
very similar between model and observation such that
the MLD is deeper between 20° S and 10° S, which
rises slightly from 10° S to 0°, and then deepens again
(Fig. 9). In the northern IO, the MLD is deeper in
summer and winter periods when monsoon winds pre-
vail and in the interior of the AS and BOB, but
shallower in coastal areas except for the northern and
western AS in winter. Relative large biases (MLD is
underestimated by the model) occur at the equator dur-
ing summer and in the southern hemisphere subtropics
during autumn. On the other hand, the MLD is

4 i i i i i i i i
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

from ISHII (red), SMOS (blue), and IORM (black) for four different
regions (b AS, d BOB, f ETIO, h SSIO)

overestimated in the AS and in the BOB, especially in
winter.

4 Wind-driven responses and seasonality in the IO

The seasonality in the upper IO circulation partly comes from
wind-driven responses through local Ekman pumping and re-
mote effects of wind-induced Rossby and Kelvin waves. Fig-
ure 10 shows the first mode of combined empirical orthogonal
functions (EOFs) for monthly MERRA 10 m wind, IORM
surface currents, and 20 °C isotherm depth (D20). The first
combined EOF mode explains 23.9 % of the total variance of
the combined data. The percentages of the total variance, ex-
plained by each variable, are 75.4 and 82.1 % for the zonal and
meridional components of the MERRA wind, 32.2 and 31.2 %
for the zonal and meridional components of the IORM surface
currents, and 24.1 % for the IORM D20. This is primarily a
seasonal mode as illustrated by the corresponding principal
component (Fig. 10a).

There is a delay of approximately 3 months between the
combined EOF mode and the annual cycle of the monsoon.
This phase lag comes mostly from D20 because the principal
components associated with the dominant mode of wind,
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surface currents, or mixed layer are in phase with the mini-
mum in January and maximum in July (not shown). Spatially,
the oscillation is characterized by the monsoon wind pattern
with the winds varying markedly between the equator and 10°
S (Fig. 10b). During the SWM, a dynamically important fea-
ture for the BOB is the presence of a cyclonic wind pattern in
the bay and anti-cyclonic wind pattern to its south, whereas
the prevailing wind in the AS is across the AS from southwest
to northeast.

The corresponding patterns of the surface currents
(Fig. 10c) are consistent with the wind patterns, suggesting a
connection between the wind and the wind-driven currents.
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Figure 10d shows the distribution of D20 that represents the
subsurface ocean response to wind forcing. The connection
between the D20 pattern and that of wind and currents is easy
to understand. Away from equator in the interior 10, the D20
responds to the wind stress curl (Fig. 10¢) such that the
positive wind stress curl drives Ekman pumping thereby
deepening D20 in the subtropical gyre in the southern
hemisphere. The monsoon-driven Somali Current turns
offshore near 10° N approximately along the zero wind
stress curl line, and the cyclonic currents in the AS
deepen the D20 in the interior AS. Moreover, the wind
stress curl and Ekman transport drive the upwelling off
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Fig. 10 a The principal component of the combined first EOF mode
from MERRA winds, IORM currents, and thermocline depth as well as
the corresponding spatial patterns for b MERRA winds, ¢ IORM

the Oman coast, east and west of India, and off the
Sumatra-Java coast during the summer monsoon,
resulting in a shallower D20 in these areas.

The aforementioned approximately 3-month phase lag in
the D20 suggests a delay in subsurface response, likely related
to off-equator Rossby waves, which are prominent in the
southern hemisphere (Rao et al. 2002; Xie et al.
2002). To illustrate possible lateral movements of the
D20 and SSH induced by wind, D20 and SSH along
the 10° S transect were examined (Fig. 11). Evident
both in the observation and simulation, the oceanic re-
sponses appear as the annual mutation of rising in SSH
and deepening in D20, which then propagate westward
as the long Rossby waves. These annual disturbances
can be traced clearly to about 70° E, where it is re-
placed by another trains of long Rossby wave that are
opposite in phase to the ones in the eastern basin but
continue propagating westward at similar speeds. The
signals from the two sea level and ISHII data travel at
a similar speed of ~0.20 m s ', while the signals from
D20 in IORM are slightly slower at ~0.16 m s '. The
off-equatorial Rossby waves lift the sea level and deep-
en the D20 in the east, enhancing the west due to the
propagation of downwelling. The Rossby waves gener-
ated during the annual mutation are strongly coupled to
the overlying atmosphere, and the lag between the

circulation, d IORM thermocline depth, and e the curl associated with
the combined first EOF mode for MERRA wind as seen in (b)

monsoon and D20 modes (Fig. 10) is linked by off-
equatorial Rossby waves.

Eastward Kelvin waves are most clearly illustrated by
the D20 at the equator. Figure 12 shows time series of
the MERRA zonal wind, zonal surface currents, and the
D20 derived from the IORM and the RAMA buoy (0°
N, 90° E). The seasonal oscillation of the thermocline
and zonal current in response to zonal winds along the
equatorial IO can be clearly seen. When the prevailing
westerlies appear in the equatorial 10, the eastward cur-
rents are aligned with the wind patterns that are associ-
ated with a seesaw pattern for the D20 (deepening in
the east and rising in the west). Conversely, easterlies
cause the westward equatorial surface currents and pro-
mote the deepening in the west and rising in the east.
Both the zonal surface current and the D20 from the
IORM are in agreement with RAMA observations
(Figs. 3c, d and 12d), with correlations of 0.76 and
0.81, respectively, indicating good skill of the IORM
in capturing the annual cycle in the equatorial IO.
Moreover, the Hovmoller diagram of the D20 clearly
shows the ecastward Kelvin waves, which take about
3 months to cross the basin, equivalent to an average
phase speed of 64 cm s ', similar to that in Iskandar
et al. (2006). Unlike the off-equatorial Rossby wave, the
most dominant signal at the equator is the semiannual
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5 Interannual variability

A major part of the interannual variability in the IO is associ-
ated with the IOD, which has a much larger impact on climate
variability than previously thought. For example, the IOD
influences the sea surface salinity variations in the Tropical
Indian Ocean (TIO) (Du and Zhang 2015), the Meridional
Overturning Current in the deep 10 (Wang et al. 2014), and
the chlorophyll a concentration in the ETIO (Wiggert et al.
2009). Previous studies pointed out that the first mode of
interannual variability in the SST is presented by a monopole
(IOBM) and related to the ENSO, and the second dominant
mode of SST is the IOD, which is locked to seasons (Saji et al.
1999; Yang et al. 2007). Unlike the SST, the first dominant
mode of subsurface temperature variability is characterized by
a dipole with coupled ocean/atmosphere instability (Rao et al.
2002; Feng and Meyers 2003). Its dynamics play an important
role in absorbing the excess heat trapped by the greenhouse
gases (Levitus et al. 2005). We noted that OGCMs are now
successful in reproducing the IOD events (lizuka et al. 2000;
Lau and Nath 2004), but few of them focus on the subsurface
events, which are important to the internal ocean dynamics
and ecosystem variability. Hence, the simulated evolution
and relationship of surface and subsurface dipole events and
their dynamics are examined in this section.

5.1 Dipole mode index and surface characteristics

The SST dipole mode is highly influential in climate vari-
ability in the 10. According to Saji et al. (1999), the dipole
mode is a striking reversal in sign of SST anomaly across
the IO. The Dipole Mode Index (DMI) is defined as the SST
anomaly difference between western (50° E-70° E, 10°
S-10°N) and eastern (90°-110° E, 10° S-0°) Tropical Indian
Ocean (Fig. 13). The results show that the IORM simulated
the distinctive features of the IOD events, as in 1994, 1997,
and 2006, with a variation of cold SST anomaly in the
eastern IO and warm SST anomaly in the western 10 during
the Sumatra-Java upwelling season around June, intensify-
ing in the following months, and peaking in October/

November. Then a warm SST anomaly in the east appears
during the next upwelling season about 7 months after the
eastern IO cooling. The ability of the IORM in capturing the
seasonal phase locking of the IOD is evident. On the other
hand, the correlation coefficient of DMIs derived from
ERSST observations and IORM is 0.58, showing that the
model could not meticulously simulate the evolution of
dipole events, such as overestimating the 1992 cold event
and the 2008 warm event. The IORM, as configured with
weak SST relaxation in the upper layer, has relatively inad-
equate skill to capture the SST patterns in the realistic
ocean, especially in the tropical eastern portion. This is also
described in Ravichandrana et al. (2014), showing relative-
ly poor SST skill in the eastern IO in the absence of tem-
perature and synthetic salinity assimilation.

The EOF analysis based on ISHII and IORM sea surface
temperature anomaly (SSTA) data demonstrates further the
model’s ability to capture the dominant SST modes. The first
EOF modes, which explain about 34.5 % of the total variance
of the ISHII and 21.0 % of the IORM, are shown in Fig. 14a,
d. An IOBM is clearly seen both in the observations and in the
IORM, which are consistent with domain-wide response, but
the maximum loading centers occur in different areas.
These differences are reflected in the moderate correla-
tion coefficient of 0.42 (Fig. 14g), suggesting that al-
though the IORM reproduced the significant events,
such as the 1997/1998 event, it had difficulty capturing
all the variability of IOBM.

The second EOF exhibited a dominant east-west dipole
(Fig. 14b, e) with a positive SSTA in the eastern IO and a
negative SSTA in the western 10. But the spatial structures
of the EOF-2 derived from ISHII and IORM show large dif-
ferences, hence the poor correlation (a correlation coefficient
of 0.12) for the principal components (Fig. 14h). Thus, the
present model does not produce the observed surface thermal
structures in the 1O (see also Figs. 5 and 6). It could be due to
prescribing the MERRA atmospheric heat fluxes as surface
forcing to the ocean model. Analysis of the MERRA data is
outside the scope of this paper, but planned sensitivity exper-
iments will help isolate these issues further.

Fig. 13 Monthly time series of L5
Dipole Mode Index derived from
ERSST (blue line) and IORM
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5.2 Subsurface characteristics and climate connection

The evolution of the subsurface dipole resulted from coupled
ocean/atmosphere instability. It is controlled by the zonal
winds in the equatorial region with about a 2-month lag be-
hind the peak phase of the IOD, providing the delayed time for
reversing the phase of the surface dipole in the following year
(Feng et al. 2001; Rao et al. 2002; Feng and Meyers 2003).
Capturing the phase and amplitude of the subsurface dipole in
the 10O and its evolution is important, as it illustrates the inter-
annual response to wind forcing, Ekman pumping, and
Rossby wave propagation; all important in modulating the
ecosystem variability. Figure 15 shows the interannual vari-
ability of the D20 derived from the IORM examined in con-
junction with the ISHII historical observations. The results
indicate that the model successfully simulates both of the
two dominant modes from the observations with nearly all
characteristics of each mode. The first mode of the observa-
tions with 31.18 % of the total variance is a dipole-like pattern
with positive loading in the west near (10° S, 78° E) and
negative loadings in the east near (5° N, 90° E and 5° S,
108° E). This is in agreement with previously observed oscil-
lations of the D20 in the 10 (Masumoto and Meyers 1998;
Feng and Meyers 2003).

The second mode is the tropical saddle-shaped mode that
accounts for 12.90 % of the total variance. This mode has
positive loading in the southwestern tropical 1O centered near
(5° S, 80° E) and negative loading off the Sumatra-Java coast
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and in the southeastern tropical IO centered near (15° S, 70° E
and 5° S, 100° E). Although the locations and magnitude of
the positive and negative centers are slightly different, the
spatial patterns of the two EOF modes, derived from IORM,
are very similar to the observations, with the first dipole-like
pattern explaining 29.48 % of the total variance and the sec-
ond saddle-shaped pattern explaining 15.25 % of the total
variance. However, the modeled second mode does not cap-
ture the extension of positive loading to the southeast. The
temporal correlation coefficients between observations and
simulations reach 0.93 for the first mode and 0.85 for the
second mode, and both pass the 99 % significance test.
Another variable of climate importance is the upper ocean
heat content (HC). The Intergovernmental Panel on Climate
Change (IPCC) ARS WGT (2013) reported that the changes in
the upper HC play an important role in sea level variability
due to the thermal expansion of seawater, and in global cli-
matic change due to the heat exchange with the atmosphere. It
was suggested that ocean warming accounts for 90 % of the
energy accumulation from global warming between 1971 and
2010 and HC is a good indicator for these signals. Figure 16
presents the results of the EOF analysis of the monthly (1990—
2011) 0-100 m HC in the IO (refer to the relatively shallow
D20 of the 10). The first two EOFs for HC (calculated from
the historical ISHII data) represent 44.5 and 12.1 % of the total
variance, respectively. The EOF-1 shows a zonal dipole struc-
ture: positive loading in the western IO with a warm center
located northeast of Madagascar and negative loading in the
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Fig. 15 The first (a, ¢) and second (b, d) EOF mode of the thermocline depth (20 °C isotherm: D20; unit: m) anomaly from ISHII (a, b) and IORM (¢, d)
and the principal component corresponding to the first (e) and second (f) EOF mode

eastern 10 with a cold center located west of Sumatra-Java The second mode shows a different zonal structure: part of
coast. This pattern corresponds to the positive zonal dipole  the western 1O is positive with a maximum located near Mad-
event and shows similarities to the patterns obtained from  agascar and a large part of the central IO is negative with a
the temperature at 100 m (not shown) and the D20 (Fig. 15). minimum value appearing near (10° S, 80° E). The IORM is
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Fig. 16 The first(a, d), second (b, e), and third (¢, f) EOF mode of the upper ocean (0—100 m) heat content anomaly from ISHII (a, b, ¢) and IORM (d, e,
f) and the principal component corresponding to the first (g), second (h), and third (i) EOF mode

@ Springer



1138

Ocean Dynamics (2015) 65:1121-1142

Fig. 17 Sea surface height a
anomaly (SSHA) (unit: cm,

shaded) obtained from a AVISO 20N
and b IORM overlaid with wind

anomaly (unit: ms™', vector) 10N

S
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obtained from a ERA40 and b 0 7 RN RN R R ¢ 0
MERRA. Thermocline depth A R PR N
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OSCAR and d IORM. All fields 50
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1997 to February 1998 1oy
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able to capture the first EOF pattern from the ISHII HC rela-
tively well, with a similar zonal dipole structure. The correla-
tion coefficient of the EOF-1 between the model and ISHII is
0.91. The spatial structure of the second mode, derived from
the model, is a saddle-shaped structure. It is not consistent
with the ISHII counterpart and the corresponding correlation
coefficient is only 0.46. However, the second (third) mode

90E 100E 110E 40E 50E 60E

70E  80E 90E 100E 110E

from the modeled HC is very similar to the ISHII’s EOF-3
(EOF-2), with a considerable higher correlation coefficient of
0.75 (0.82) when the principal components are switched.
Since the variances explained by the model-derived EOF-2
and EOF-3 are very close (11.8 % for EOF-2 versus 10.4 %
for EOF-3), it is possible that the EOF-2 and EOF-3 are
interchanged.
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Fig. 18 Similar to Fig. 11 but for sea level anomaly (unit: cm) from a AVISO altimeter observation and b IORM as well as the thermocline depth
anomaly (unit: m) from ¢ ISHII historical observation and d IORM. The climatological annual cycle has been removed
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The IORM gives good results for the fundamental charac-
teristics of subsurface variability with the well-known dipole
and saddle-shaped patterns. A connection between these pat-
terns and the climate variability (e.g., ENSO and I0OD) is fur-
ther examined. The EOF-1 for the thermocline anomaly sug-
gests a teleconnection with the ENSO signal. For example, the
Southern Oscillation Index (SOI) peaked at similar magni-
tudes in 1991/1992, 1994, 1997/1998, 2007, and 2010, while
the EOF-1 mode experienced different peak values during
these time periods (Fig. 15¢). Moreover, there is a transition
from a positive peak (2007) to a negative peak (2008) during
the 2007/2008 ENSO. During the 1994, 1997, and 2006 10D,
the first principal component lags behind the DMI by 2 to
3 months, similar to Rao et al. (2002). The temporal coeffi-
cient of the EOF-2 mode (Fig. 15f) from the IORM predicted
D20 anomaly had large magnitudes related to the 1994/1995,
1997/1998, and 2011 10D events.

5.3 Peak phase of subsurface dipole event in 1997/1998

A strong positive subsurface dipole event occurred during
1997/1998. It was characterized by deeper (shallower) than
normal D20 and enhanced (suppressed) accumulation of
warm water in the western (eastern) TIO. As seen in Fig. 17,
the IORM is able to reproduce the peak phase of the dipole
structure observed by Huang and Kinter (2002). The wind
anomaly and associated Ekman pumping generate off-
equatorial Rossby waves that travel westward, accumulate
warm water, and deepen the thermocline in the western 10,
causing the peak of a subsurface dipole event. The processes
of the air-sea interactions, which explain the evolution of the
subsurface dipole, are reproduced by the IORM with great
spatial correspondence. However, the thermocline anomalies
(deeper in the west and shallower in the east) are relatively
stronger in the IORM when compared to the ISHII historical
observations (Fig. 17c, d).

5.4 Role of long waves in the evolution of subsurface dipole

The evolution of the thermal structure in the 10 is dominated
by off-equatorial Rossby waves (Xie et al. 2002). This dem-
onstrates the significant role of these waves in the evolution of
the subsurface dipole. It is evident that the IORM struggles to
capture the westward propagation of Rossby waves at the
interannual timescale. The zonal transect of 10° S is shown
in Fig. 18 as an example. The theoretical phase speed of the
first baroclinic Rossby mode is about 0.2 m s~ " for the latitu-
dinal band of 10° S-12° S (Yamagata et al. 2004). The esti-
mated propagation phase speed derived from the IORM is
~0.16 m s, slightly less than the value for the theoretical
phase speed. For the 1997/1998 event, the off-equatorial
Rossby wave lifted the sea level and deepens the thermocline
in the east during the middle of 1997. The downwelling

Rossby waves from the previous year propagated to the west
during the early part of 1998, which brought a warm water
anomaly to the west. Such a process stimulated the significant
subsurface dipole event in 1997/1998. After that, the thermo-
cline reversed back.

As seen from Fig. 18, the amplitude of the modeled D20
anomaly is relatively stronger than those from historical ob-
servations. The amplitude of the modeled sea surface height
anomaly (SSHA) is relatively weaker than those from satellite
observations, implying weaker variability of the modeled
SSHA in the 10. The observed and modeled behaviors of
the D20, SSH, and the role of internal subsurface dynamics
suggest that there are strong interactions and instabilities
among them, which the IORM has some difficulty simulating
accurately.

6 Conclusions

A regional Indian Ocean coupled physical-biochemical mod-
el, which is based on NCOM and CoSiNE, was configured
and used to run a long-term simulation consisting of an 80-
year climatological spin-up, followed by an interannual run
from 1980 to 2012. In this study, we made use of the model
results to evaluate a variety of the oceanic physical states in
the T1O. The present analysis reveals that the model simulates
most of the observed features of currents, temperature, and
salinity with reasonably good accuracy.

Comparison with the OSCAR data leads to the conclusion
that the model reproduces the major current systems of the 10.
Comparisons with actual in situ buoy observations show that
the IORM is able to capture the zonal currents and high-speed
currents reasonably well. However, the model overestimates
both the Somali Current during the peak summer monsoon
and the equatorial currents during the monsoon transition.
Nevertheless, the model-simulated mass and heat transports
agree with the observations.

The model also reasonably reproduced the seasonal cycle
of temperature and salinity. Differences between the model
and observations are small in the tropical region, but with less
satisfactory results near the southern boundary and along the
Somalia coast during the peak summer monsoon. The
modeled temperature distribution resembles the thermal struc-
ture derived from XBTs and buoys, although the thermocline
in the undercurrent region appears to be more diffused. The
model-predicted MLD is strikingly similar to that derived
from historical observations, demonstrating that the model
can estimate the MLD variability well.

The IORM also captured the interannual variability in the
IO, which is driven primarily by the monsoon winds. Com-
parisons of the D20 and HC anomalies revealed that the
IORM successfully simulates dominant dipole mode (EOF-
1) and the tropical saddle mode (EOF-2). The prominent
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subsurface dipole event of 1997/1998 and the off-equatorial
wave propagation were examined and showed good agree-
ment in both timing and location.

Validation of the off-line nested IORM provided a baseline
assessment of its capabilities and offered guidance for future
analyses of the coupled 13-component ecosystem. The
modeled behavior of the SSTA and the role of internal ocean
dynamics suggested a coupled ocean/atmosphere instability
that motivates further research, including sensitivity tests
and improvements in model configuration.
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