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Abstract The coupled ocean–atmosphere–wave–sediment
transport (COAWST) model is used to hindcast Hurricane
Ivan (2004), an extremely intense tropical cyclone (TC) trans-
lating through the Gulf of Mexico. Sensitivity experiments
with increasing complexity in ocean–atmosphere–wave
coupled exchange processes are performed to assess the im-
pacts of coupling on the predictions of the atmosphere, ocean,
and wave environments during the occurrence of a TC. Mod-
est improvement in track but significant improvement in in-
tensity are found when using the fully atmosphere–ocean-
wave coupled configuration versus uncoupled (e.g.,
standalone atmosphere, ocean, or wave) model simulations.
Surface wave fields generated in the fully coupled configura-
tion also demonstrates good agreement with in situ buoy
measurements. Coupled and uncoupled model-simulated sea
surface temperature (SST) fields are compared with both in
situ and remote observations. Detailed heat budget analysis
reveals that the mixed layer temperature cooling in the deep
ocean (on the shelf) is caused primarily by advection (equally
by advection and diffusion).
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1 Introduction

Tropical cyclones (TCs) are a significant cause of displace-
ment, damage, and loss of life to coastal communities. They
also represent discrete events causing drastic marine environ-
mental changes. Continued improvement in the prediction of
TCs, and their interactions with the atmosphere and ocean
environments, contributes to the improvement of information
conveyed to emergency managers during landfalling storms.
Track forecasts of hurricanes have shown gradual improve-
ments over the years, primarily though improvements to
coarse-grid, global models (Marks and Shay 1998; Wang
and Wu 2004; Goerss 2006; Bender et al. 2007). Rogers
et al. (2006) assert that over the past three decades, and
particularly in the last decade, TC forecast track improve-
ments have been attributed to several areas including im-
proved assimilation of satellite and aircraft observations, bet-
ter representation of the hurricane vortex, and improved rep-
resentation of tropical physics. However, improvement in TC
intensity prediction has been slower (Rogers et al. 2006;Wada
et al. 2010). Rogers et al. (2006) demonstrate that 48-h track
forecast errors have decreased by nearly 45 % during the 15-
year period from 1990 to 2005 (3 % year−1), from approxi-
mately 200 to 110 km. During this same period, 48-h strength
forecast errors had decreased by only 17 % (1.1 % year−1),
from approximately 17 to 14 kt. Chen et al. (2007) attribute
this to deficiencies of numerical models in three areas: coarse-
grid spacing, poor formulations of the surface and boundary
layers, and lack of coupling to a dynamic ocean.

Coarse-grid spacing is a problem being resolved continu-
ally through the utilization of faster computational resources.
Surface and boundary layer formulations are being improved
continually through other process studies. Additional sources
of TC intensity forecasting error include poor representation
of inner-core dynamical processes (such as eyewall replace-
ment cycles) and poor model initial conditions. Improvements
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in the representation of inner-core dynamical processes are a
multi-scale problem, as the TC inner-core interacts with the
larger-scale environment (Wang and Wu 2004; Davis et al.
2008). Resolving the inner-core of a TC with a grid spacing of
less than 4 km has been shown to allow the use of explicit
representation of convection, which has resulted in better
structure of the TC (Fowle and Roebber 2003; Done et al.
2004). Gopalakrishnan et al. (2012) demonstrates the im-
provement in TC intensity forecasts by decreasing nested grid
spacing from 9 to 3 km, which the current Hurricane Weather
Research and Forecasting (HWRF) operational model uses.
Intensity also suffers from poor initial conditions and is a
result of poor initial TC structure (Gopalakrishnan et al.
2012). Improvement of the initial structure of TCs is currently
being examined through the use of data assimilation (Davis
et al. 2008).

The last deficiency, lack of coupling to a dynamic ocean, is
addressed through several approaches. Coupling TC simula-
tions to three-dimensional ocean and wave models has been
demonstrated to be of great importance to the accuracy of
intensity forecasting. Accurately resolving the ocean surface,
the source of energy upon which TCs rely, is an important
consideration for both atmospheric and oceanographic
modeling. Price (1981) and Price et al. (1994) have shown
that large and/or slow-moving TCs can decrease sea surface
temperature (SST) and produce a distinct cooling bias on the
right side of hurricanes. Through analysis of observed and
data from a coupled atmosphere-wave-ocean model, Wada
et al. (2013a) demonstrated a reduction of SST, surface salin-
ity, and partial pressure of surface ocean CO2 (due to
outgassing during TC passage). Wada et al. (2014) featured
analysis of three profiling floats in the western Pacific ocean
during the 2011 and 2012 typhoon seasons, showing the
spatial dependence on SST cooling and its effect on latent
heat fluxes and simulated TC intensity. Utilizing a coupled
atmosphere–ocean model, Lee and Chen (2014) have demon-
strated that the spatial distribution of SST cooling beneath the
swirling inflow of a TC results in the formation of a stable
boundary layer. The stable boundary layer has the effect of
transporting high-energy air near the surface into the eyewall.
The introduction of this air into the eyewall then offsets some
of the effect SST cooling has on reducing TC intensity. Once
SSTs fall below the 26 °C critical value, enthalpy fluxes from
the surface are no longer sufficient to sustain TC growth
(Leipper and Volgenau 1972). The three-dimensional struc-
ture of ocean currents and eddies can further complicate the
heat and momentum flux exchange between the ocean and
hurricane (Walker et al. 2005; Rogers et al. 2006; Liu et al.
2012). Bender et al. (2007), Shay et al. (2010), andWada et al.
(2010, 2013b, 2014) suggest the importance of initializing
coupled models with realistic warm and cold ocean features
in the global oceans. Wu et al. (2007) and Ma et al. (2013) use
a simplified atmosphere–ocean coupled model and idealized

TC to quantify the effects of ocean eddies on TC intensity.
Demonstrated in Oey et al. (2006), Hurricane Wilma forced
warm water through the Yucatan Channel into the Gulf of
Mexico. After Wilma entered the Gulf of Mexico, the inter-
action between the warm loop current waters and atmospheric
conditions favored rapid intensification. The resulting storm
was the strongest hurricane on record in the Atlantic basin.
Bender et al. (2007) demonstrates operational Geophysical
Fluid Dynamics Laboratory (GFDL) model simulations of
the intensity of several TCs in the Atlantic basin were im-
proved by inclusion of a high-resolution, three-dimensional
ocean model (in their study, the Princeton Ocean Model;
POM) and by improving air-sea momentum flux parameteri-
zations. Wada et al. (2013b) showed that preexisting oceanic
conditions had significant effects on simulated intensity and
inner-core axisymmetric structure of a simulated typhoon.
Yablonsky and Ginis (2009, 2013) demonstrate the impor-
tance of a three-dimensional ocean model to resolve SST
cooling when simulating a TC translating across the ocean
surface at <5 m/s. In addition, Walker et al. (2005) demon-
strates biological feedback from Hurricane Ivan. Phytoplank-
ton blooms were found with peak concentrations of 3–4 days
after the TCs passage, having important effects on the ecosys-
tem of the central Gulf of Mexico.

The accurate prediction of the wave environment is also of
importance in the numerical simulation of a TC (Chen et al.
2007, 2013; Moon et al. 2007; Wada et al. 2010, 2014; Liu
et al. 2011, 2012) because it improves prediction of wind
speeds, fluxes, and oceanographic mixing. These wave envi-
ronment feedback mechanisms are crucial to resolving a mov-
ing TC in the atmosphere and oceans. Uncoupled wave
models have demonstrated good skill, so long as the wind
forcing fields are accurate (Fan et al. 2009). However, the
variable swirling winds in a TC can be difficult to capture
using coarse global meteorological models, which are used by
global wave models for surface forcing. In addition, most
wind-wave models treat their surface roughness as a scalar
quantity (Bao et al. 2000; Doyle 2002). In the TC environ-
ment, the winds are highly variable and the surface stress
vector is not always aligned with the local wind vector (Chen
et al. 2007, 2013), therefore the surface roughness has a
directionality component. The coarse-grid spacing of the uti-
lized wind fields and the treatment of surface roughness as a
scalar quantity result in poor accuracy from uncoupled wave
models.

In this study, we investigate the accuracy of hurricane track
and intensity prediction using a series of numerical investiga-
tions of increasing complexity by adding more coupling com-
ponents and physics. Due to its extreme intensity, breadth of
data in the atmosphere–ocean-wave environments, and large
economic and environmental impacts, Hurricane Ivan was
chosen as a case study to employ the recently developed
coupled ocean–atmosphere–wave–sediment transport
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(COAWST) model (Warner et al. 2010). The COAWST mod-
el has been used to study several other coastal storms and their
effects on the atmosphere, ocean, and wave environments.
These cases include simulations of TCs (Warner et al. 2010),
strong Nor’easters (Nelson and He 2012), as well as storms
undergoing extra-tropical transition (Olabarrieta et al. 2012).

This paper is organized as follows: Sect. 2 provides a brief
description of COAWST modeling system, the methods used
to couple the three independent models together, the fields that
are exchanged to each individual model, and the five sensi-
tivity experiments we completed to examine the effect of
model coupling with increasing complexity in hindcasting
Hurricane Ivan. Results and analysis are given in Sect. 3,
which demonstrate the improvements in model accuracy
through coupling by comparing our five experiments to a
combination of in situ and remote observations of the atmo-
sphere, ocean, and wave environments. This is followed by a
summary and conclusion of findings in Sect. 4.

2 Modeling system

The COAWSTmodel (Warner et al. 2010) was designed from
three state-of-the-art advanced numerical models representing
the atmosphere, ocean, and wave environments. Representing
the atmosphere is the Weather Research and Forecasting
(WRF) version 3.2 model using the Advanced Research
WRF (ARW) dynamical core (Skamarock et al. 2005). The
WRF model is a nonhydrostatic, quasi-compressible atmo-
spheric model with a number of boundary layer schemes, as
well as both explicit and parameterized physics. These options
allow simulations to be run on different scales ranging from
synoptic to mesoscale.

Representing the ocean environment is the regional ocean
modeling system (ROMS) version 3.3. ROMS is a free-sur-
face, terrain-following numerical model that is able to solve
the three-dimensional Reynolds-averaged Navier–Stokes
equations using hydrostatic and Boussinesq approximations
(Shchepetkin and McWilliams 2005; Haidvogel et al. 2008).
ROMS can be run using multiple advection schemes, turbu-
lence models, lateral boundary conditions, surface, and bot-
tom boundary layer schemes.

Representing the wave environment is the simulating
waves nearshore (SWAN) version 40.81 model. The SWAN
model is a spectral wave model that solves the spectral density
evolution equation (Booij et al. 1999). SWAN is able to
simulate wind-wave generation and propagation in coastal
waters. SWAN also includes many physical processes that
can be enabled or disabled, including refraction, diffraction,
shoaling, and wave-wave interactions. Wave dissipation is
available from the physical processes of whitecapping, wave
breaking, and bottom friction.

In addition to these numerical models, the community
sediment transport model (CSTM) can be coupled to the
ocean model and provide the hydrodynamic model with sim-
ulated erosion and deposition across many different types and
sizes of sediments (Warner et al. 2010). The CSTM is not used
in this study; however, a previous study into the transfer of
sediments during TCs has been completed with Hurricane
Isabel (2003) as a test case (Warner et al. 2010).

These separate models communicate via the model cou-
pling toolkit (MCT; Larson et al. 2004; Jacob et al. 2005;
Warner et al. 2008), which is a fully parallelized system that
uses the message passing interface (MPI) to exchange model
state variables. First, the master program initializes MPI and
distributes each model component onto different sets of pro-
cessors. Each individual model enrolls into MCT and config-
ures its own domain, dynamics, and physics parameters as
defined by their respective documentation. Data exchange
occurs by MCT at initialization between the models, after
which the models integrate by their specified time step to a
defined synchronization point. At that instance, data are ex-
changed between the models. Model integration then con-
tinues until the next synchronization point where data are
exchanged again. This process is repeated through the end
of the models’ integrations, duringwhich data are output at the
individual models’ predetermined intervals. At the end of the
models’ iterations, the master program finalizes the MCT and
MPI and terminates the program.

2.1 Model coupling

The COAWSTmodeling system allows exchange of prognos-
tic fields between the various components. Variables that are
exchanged in the fully coupled experiment are shown in
Fig. 1. While the SST is passed from ROMS to WRF, sea
surface stresses (τ) and net heat flux are passed from WRF to
ROMS. WRF passes winds at 10 m above the sea surface
(U10) directly to SWAN, which are used in the computation of
significant wave height, average wavelength, and relative
peak period to be passed back to WRF.

Without wave coupling, surface roughness is computed in
WRF based on the Charnock (1955) relation of roughness
length to wind stress.

z0 ¼ zch
u2�
g

where z0 is the roughness length, zch the Charnock param-
eter (a dimensionless value of 0.018), u* the friction velocity
(m/s), and g the acceleration due to gravity (9.81 m/s2).

With the addition of wave coupling, we have a choice of
three different parameterizations of sea surface roughness. In
our simulations of Hurricane Ivan, the most accurate choice of
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sea surface roughness was determined by comparison of in-
tensity and wave heights that most closely resembled verifi-
cation. Based on our comparisons (not shown), we chose to
use the Taylor and Yelland (2001) parameterization.

z0
Hs

¼ A1
Hs

Lp

� �B1

where Hs is the significant wave height (m) and Lp the
wave period (s). A1 and B1 are constants calculated in Taylor
and Yelland (2001) to be 1200 and 4.5 (both are dimensionless
values), respectively.

Although the use of a simplified drag formulation coeffi-
cient based on the Charnock (1955) relationship has been
shown to overestimate drag in high-wind regimes, Moon
et al. (2007) demonstrates that there is only a ∼10 % increase
in strength, and minimal effect on intensity through use of a
drag limiter. To investigate this further, we completed addi-
tional coupled experiments (not shown) utilizing modified
surface bulk drag coefficients according to Donelan et al.
(2004) and enthalpy flux coefficients according to Garratt
(1992). Through the use of these formulations, our simula-
tions show increased wind speeds but similar intensity and
track, in agreement with Moon et al. (2007) and Wada et al.
(2013b, 2014). In the modified bulk and enthalpy flux exper-
iments, the SST across the domain was similar to our exper-
iments (within 0.5 °C at all in situ locations) and the stronger
wind field resulted in a ∼15% increase in wave heights. These
additional experiments demonstrated that the limited drag
coefficient approach has an effect and modified enthalpy

fluxes in the high-wind regime should be examined in future
study of coupledmodels in TC environments. However, based
on our results demonstrating minimal difference, Hurricane
Ivan may not be the most appropriate case for these
investigations.

As in SWAN-WRF coupling, sea surface wave parameters
passing from SWAN to ROMS include significant wave
height, average wavelength, and relative peak period. Surface
wave direction, bottom wave period, bottom orbital velocity,
percentage of breaking waves, and dissipation energy are also
transferred. Sea surface height (SSH) is passed fromROMS to
SWAN, as well as east and north currents computed as a
vertical distribution of the current profile based on the method
of Kirby and Chen (1989). The authors recognize the impor-
tance of wave-current interaction in TC forecasting, and we
refer interested readers to recent publications from Olabarrieta
et al. (2011, 2012) and Kumar et al. (2012). These papers
examine wave-current interaction by using the COAWST
model for a number of case studies, in addition to ongoing
research by the authors for future publication.

The sea surface momentum and heat fluxes for the ocean
model can be computed in one of two ways. The original
method utilized a bulk flux formulation of Fairall et al. (1996,

2003) and required from WRF 10-m wind vectors (U10 ), air
temperature (Tair), atmospheric pressure (Pair), humidity,
downward long wave radiation, and net shortwave radiation.
The wave (SWAN) model exchanges variables of significant
wave height, average wavelength, and relative peak period to
ROMS. From these variables, bulk fluxes of surface stress (τ)
and heat flux (HF) are computed and used by the oceanmodel.

However, there are potential problems for use of this con-
figuration in our case. First, their utility in the high-wind

Fig. 1 Diagram of three-way
coupled model as implemented in
the COAWST model
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scenarios is subject to further investigation. Second, the com-
bined use of bulk fluxes and in-model parameterizations could
result in inconsistent flux calculations between the models.
Therefore, we use a second option, which uses the momentum
and buoyancy fluxes computed by WRF to directly drive the
ocean model. This ensures a consistent forcing between the
two models and does not allow for parameterizations to be
made in both WRF and ROMS, which could differ signifi-
cantly, especially in a hurricane environment.

2.2 Experimental design

Hurricane Ivan was an extremely intense Saffir-Simpson cat-
egory 5 (winds ≥70 m/s) hurricane when it moved through the
Caribbean ocean, weakening slightly to a strong Saffir-
Simpson category 3–4 (wind speeds 50–70 m/s) hurricane as
it moved through the Gulf of Mexico in September 2004,
devastating the oil and natural gas industry (Teague et al.
2007). This was a unique hurricane in that it intensified
rapidly (maximum wind speed increase of >30 kt within
24 h) at a relatively low latitude (9.7° N), experienced many
rapid intensification and decay cycles over the course of its
lifetime, and made two landfalls along the Gulf coast (Stewart
2005). This study focuses on its development prior to its first
and much more intense landfall, which occurred on 16 Sep-
tember at 0650 UTC, just west of Gulf Shores, Alabama.
Hurricane Ivan presents a unique case for model hindcast as
the intensification and decay cycles over the course of its
lifetime made it very difficult to forecast (Stewart 2005).
The challenge of simulating this Gulf of Mexico hurricane
transitioning onto the shelf and making landfall while main-
taining an extreme intensity was sought in contrast to the
comparatively weak hurricanes studied in our previous studies
(Warner et al. 2010; Olabarrieta et al. 2012). We use five
different coupling configurations of COAWST to investigate
model sensitivity to varying complexity in air-sea-wave inter-
action and feedback (Table 1).

In the first experiment (Static SST), theWRFmodel iterates
with an unchanging SST condition based on the Real-Time
Global (RTG) SSTanalysis provided by Gemmill et al. (2007)
interpolated to the model initialization time. This represents a
case of no ocean feedback to the atmospheric model, and
hence no SST cooling signature appears in the ocean model
during and after Hurricane Ivan’s passage through the Gulf of

Mexico. In the second experiment (Dynamic SST), the WRF
model executes with the SST input from daily RTG SST
analysis (Gemmill et al. 2007), interpolated every 6 h, from
initialization to completion. Unlike the static SST experiment,
a cooling signature trailing Hurricane Ivan is present in this
simulation. The third experiment (WRF OML) utilizes a one-
dimensional ocean mixed layer (OML) model based on Pol-
lard et al. (1973) and integrated into WRF by Davis et al.
(2008). In WRF OML, the OML has been set to a constant
40 m across the domain. The fourth experiment (2-Way)
enables coupling between WRF and ROMS exclusively. The
fifth and final experiment (3-Way) demonstrates complete
coupling within all of the components of the COAWSTmodel
as demonstrated in Fig. 1.

2.3 Domain and model configuration

TheWRFmodel domain (encompassing the entire geographic
area of Fig. 2) is chosen to incorporate the entire ROMS and
SWAN model domains. The WRF domain is significantly
larger than the collocated ROMS and SWAN domains. This
is designed such that additional grid points are available in
order to provide Ivan sufficient model space in order to
develop and strengthen after initialization. The WRF model
has a horizontal grid spacing of 8 km in the outer domain.
ROMS and SWAN grids are collocated, having a horizontal
grid spacing of 5 km. As in Warner et al. (2010), grid points
had to be interpolated before model initialization for proper
data exchange by the MCT. Interpolation weights were uti-
lized in order for the models to exchange information across
their spatial domains. The Spherical Coordinate Remapping
Interpolation Package (SCRIP) was used to implement a
conservative remapping scheme for this purpose (Jones
1999; Warner et al. 2010). The weights are computed using
a nearest neighbor bilinear interpolation and then are read in
during initialization for use during the models’ iteration.

The best initialization time for our model hindcast was
determined based on several static SST runs (not shown).
From this ensemble, we chose the model run whose track
and intensity most closely represented the National Hurricane
Center best-track data (hereafter verification) was selected.
The simulation that performed best was initialized at 12
UTC on 12 September and terminated at 00 UTC on 17
September, for a total run time of 4.5 days (108 h). This

Table 1 Design of five experi-
ments relating to the level of
ocean and wave interaction

Experiment SST condition Ocean coupling Wave coupling

Static SST RTG SST at initialization, unchanging None None

Dynamic SST RTG SST, updated every 6 h None None

WRF OML Changing based on WRF OML model 1-D Ocean Mixed Layer None

2-Way Changing based on ROMS ROMS model None

3-Way Changing based on ROMS ROMS model SWAN model
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simulation had a slight eastward track error but demonstrated
similar translation speed and timing for landfall compared
with verification as well as the best comparison to observed
intensity. Accurately representing the intensity of strong hur-
ricanes at model initialization has posed a significant hurdle
for TC modeling from the atmospheric perspective (Rogers
et al. 2006). With the models initialized from a coarse 1°
Global Forecasting System (GFS) model solution, the simu-
lated TC had an intensity of 986 hPa, whereas verification
demonstrates that Hurricane Ivan had an intensity of 919 hPa
at the time. As a result, there was a significant intensity deficit
at initialization across all model runs.

Multiple approaches were investigated to alleviate this
initial intensity deficit while maintaining an accurate compar-
ison to the 108 h hindcast track. Initialization was attempted
from analysis with finer 32 km grids, such as NARR, or using
a bogus (simulated vortex) TC modeled on a combination of
NHC best-track and H-wind data. In either case, the TC
structure and track were not well reproduced. We attribute this
issue to the problem discussed in Kurihara et al. (1993, 1995),
where the bogus vortex was out-of-balance with the large-
scale forcing. To correct this problem, we adopted the GFDL
bogus vortex scheme developed by Kurihara et al. (1993,
1995), which divides the large-scale analysis into environ-
mental flow and vortex circulation. The vortex circulation is
then divided into axisymmetric (derived from the

axisymmetric perturbation over the prior 12 h) and symmetric
components, which are then included in the environmental
background flow. Combining the intense and balanced vortex
provided by the GFDL product with the large-scale environ-
mental forcing provided by the GFS, we obtain a track that
was superior to simulations using GFS alone. There was a
more profound change to the initial intensity, greatly reducing
the initial gap. The GFS-only simulation initialized TC fea-
tured intensity 67 hPa weaker than verification, compared
with the blended initialization with intensity 8 hPa stronger
than verification. After initialization, the simulation is free to
develop and is run without any nudging throughout the 108-h
hindcast. The boundary conditions are derived from the GFS
solution alone and are updated every 6 h. Completing the
hindcast without the added benefit of data assimilation, nudg-
ing, etc., was essential to isolating the effects of coupling, one
of the primary goals of this study. As a result, our simulations
do not provide an exact hindcast of Hurricane Ivan, rather we
focus on examining the effect of different complexity of
couplings on the hindcast.

To better resolve the TC, theWRFmodel downscales using
a two-way vortex-following moving nested grid. The co-
located ROMS/SWAN grids do not feature a nested grid.
Halliwell et al. (2011) studied ocean response from Hurricane
Ivan utilizing atmospheric forcing from the coupled ocean–
atmosphere mesoscale prediction system (COAMPS; Hodur

Fig. 2 Comparison of forecast
track, five experiments: Static
SST (red), Dynamic SST (green),
WRF OML (cyan), 2-Way (blue),
and 3-Way (magenta). Black,
NHC best-track verification. Also
shown are the locations of
onshore and offshore grid points
(S1 and S2) used for analysis in
Figs. 7, 8, 9, and 10
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1997) merged with 10-m vector wind fields (H*WIND; Pow-
ell et al. 1998). This study asserts that decreasing horizontal
grid spacing below ∼10 km in the ocean model grid results in
negligible changes to the ocean model result. The WRF outer
grid dimensions were 500 (east–west) by 450 (north–south)
with 31 vertical levels and 8 km grid spacing. The inner grid is
spaced at 2.6 km (a 1-to-3-grid spacing ratio) measuring 301
(east–west) by 301 (north–south) grid points with 31 vertical
levels. This inner-nest was required to resolve the TC structure
of the eye and eyewall in the atmospheric model (Hill and
Lackmann 2009; Gopalakrishnan et al. 2012). In addition,
Halliwell et al. (2011) argues that atmospheric forcing that is
able to resolve the eye and eyewall of the storm (<10 km
horizontal grid resolution in the atmospheric model) is essen-
tial in modeling the ocean response. The WRF model time
step was defined as 24 s on the outer grid and 8 s on the inner
grid. Grid resolved precipitation on both grids was computed
using the WRF Single-Moment 6-class microphysics scheme
(WSM-6) from Hong and Lim (2006). This first-order micro-
physics scheme features water vapor, cloud water, cloud ice,
rain, snow, and graupel. On the 8-km outer grid, the Kain-
Fritsch CP scheme (Kain 2004) was used to parameterize
precipitation processes on a sub-grid scale. For the inner grid,
the 2.6-km mesh was able to resolve precipitation adequately
on a grid scale and no cumulus parameterization was neces-
sary. Longwave and shortwave radiation physics were com-
puted using the Rapid Radiative Transfer Model (RRTM)
(Mlawer et al. 1997) and the Dudhia (1989) scheme, respec-
tively, called every 8 min on the outer grid and 2 min on the
inner grid. The Eta surface layer scheme (Janjic 1996, 2002)
based on similarity theory (Monin and Obukhov 1954) phys-
ics option was used along with the Noah land surface model
(Chen and Dudhia 2001) for both grids. The Mellor-Yamada-
Janjic turbulent kinetic energy planetary boundary layer
(PBL) model (Mellor and Yamada 1982; Janjic 1990, 1996)
was called every time step on both WRF domains.

The ROMS/SWAN domain (bordered by the blue box in
Fig. 2) was on a rotated rectangular grid with a horizontal grid
spacing of 5 km. The ROMS model utilized 36 stretched
terrain-following vertical levels with a finer vertical grid near
the surface and bottom in order to better resolve the ocean
boundary layers (Hyun and He 2010). A 25-s baroclinic time
step was used. Open boundaries along the eastern and south-
ern portions of the domain are specified with values from the
1/12°, global HYbrid Coordinate Ocean Model with Naval
Research Lab (NRL) Coupled Ocean Data Assimilation
(HYCOM/NCODA) solutions, which assimilate satellite
SSH and SST as well as in situ observations from expendable
bathythermographs (XBTs), ship board conductivity temper-
ature depth (CTD), and ARGO floats (Chassignet et al. 2006).

We followed the scheme of Marchesiello et al. (2001),
whereby Orlanski-type radiation conditions were used in con-
junction with relaxation (with timescale of 0.5 days on inflow

and 10 days on outflow) to pass HYCOM/NCODA tracer
(salinity and temperature) and three-dimensional velocity
fields to ROMS. For the free-surface and depth-averaged
velocity boundary conditions, we adopted the method of
Flather (1976) with the external values defined by HYCOM/
NCODA, updated every day. In our ROMS setup, we used
Mellor and Yamada (1982) to compute vertical turbulent
mixing, as well as the quadratic drag formulation for the
bottom friction specification.

The SWAN model was solved on the same grid as the
ROMS model. Boundary conditions were derived from solu-
tions of the global WaveWatch 3 (WW3) model (available at
http://polar.ncep.noaa.gov/waves/index2.shtml) and are
updated every 3 h. In our SWAN setup, directional space
was utilized with 36 directional bins and 24 frequency bins
of 1 s width between 1 and 25 s. Nonlinear quadruplet wave
interactions were activated in the model. Wave bottom
dissipation was parameterized using the Madsen et al.
(1988) formulation, with an equivalent roughness length scale
of 0.05 m. The depth-induced breaking constant, e.g., the
wave height to water depth ratio for breaking waves, was set
to 0.73. Wind-wave growth was generated using the Komen
formulation (Komen et al. 1984). A backward-in-space,
backward-in-time advection scheme was used for iteration.

3 Results and analysis

3.1 Atmosphere

The simulated storm tracks from each of the five experiments,
along with verification, are compared in Fig. 2. Variations in
Hurricane Ivan’s track with coupling scheme are relatively
minor and consistent with the earlier assertion that track is
largely dependent on large-scale atmospheric circulation pro-
cesses and less influenced by ocean–atmosphere interaction on
the time and spatial scales of the models. Position error (Fig. 3,
top panel) is computed as the difference between NHC best-
track locations of the storm center at 12-h intervals and the
model location of the minimum sea level pressure. The run that
best represented the TC track consistently was the 2-Way
experiment. However, the difference between the track error
among the experiments is quite small throughout the forecast:
within 20 km through the first 60 h and within 40 km after that.

As far as simulating Hurricane Ivan’s intensity (Fig. 4),
strong differences between modeled TCs begin to show al-
most immediately after the TC enters the ROMS/SWAN
domain (approximately 8 h after initialization). The difference
in modeled intensity against verification is shown in Fig. 3
(bottom panel) where positive (negative) values denote
overintensification (underintensification). While the introduc-
tion of the ocean model resulted in underestimation of TC
intensification, the magnitude of error of intensity is reduced
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in both coupled cases compared with the three uncoupled
cases. In addition, the root-mean-square error (RMSE) and
correlation coefficient (r) of TC intensity (Table 2) demon-
strates that the two coupled experiments were more accurate
in representing Ivan’s intensity than the uncoupled
experiments.

As shown in Fig. 4, the temporal evolution and trends
present in observed intensity are not present in the uncoupled

runs. This lack of trend is found even when including ocean
feedback through use of a hindcast SST condition (Dynamic
SST) or integrating a one-dimensional OML model (WRF
OML). The coupled models most accurately resolved the
trends of TC intensity throughout the run, especially when
Ivan experienced rapid weakening as it entered the Gulf of
Mexico. Given that the storm evolution was better predicted
using a coupled model, the complexity of the ocean condition,

Fig. 3 Simulated TC position
(km) and intensity (hPa) errors
from initialization (12 UTC on 12
September 2004) through termi-
nation (00 UTC on 17 September
2004), five experiments: Static
SST (red), Dynamic SST (green),
WRF OML (cyan), 2-Way (blue),
and 3-Way (magenta)
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specifically the spatial distribution of SST within the Gulf of
Mexico, would need to be examined before and after Ivan’s
passage.

3.2 SST analysis

The spatial variation of modeled SST in the Gulf of Mexico is
shown in Fig. 5 for the WRF-only Dynamic SST and WRF
OML cases, the COAWST 2-Way and 3-Way coupled exper-
iments, and the Geostationary Operational Environment Sat-
ellites (GOES) SST data. The GOES SST data were obtained
from the JPL Physical Oceanography Distributed Active Ar-
chive Center (PODAAC). The Static SST case is intentionally
left out, as it is represented by the pre-storm condition of the
Dynamic SST case throughout the model run.

Due to cloud cover being associated with hurricane, GOES
SST data were obscured over a large swath of theWest Florida
Shelf immediately before model initialization time. In order to
provide an initial analysis, GOES SST was averaged over
3 days before model initialization (9 September 12 UTC

through 12 September 12 UTC), hereafter referred to as the
pre-storm SST. Likewise, cloud cover required averaging of
the daily GOES SSTobservations from 17 September 00UTC
through 18 September 00 UTC (hereafter, post-storm SST).
To be consistent, a similar averaging procedure was done for
model-simulated SST fields for comparison.

As previously mentioned, a number of factors result in
fluctuations of hurricane intensity. These include but are not
limited to SST below the storm, eyewall replacement cycles,
wind shear, formation of a stable boundary layer in the SST
cold wake, and synoptic-scale atmospheric forcing (Fowle
and Roebber 2003; Done et al. 2004; Wang and Wu 2004;
Rogers et al. 2006; Chen et al. 2007; Davis et al. 2008; Lee
and Chen 2012, 2014). For the purposes of our experiments,
the only difference between the simulations is the variation in
ocean SST and sea surface roughness to the atmospheric
model. Therefore, everything else being equal, the atmospher-
ic model resolves TCs with vastly different intensities based
on differences in SST and sea surface roughness. We examine
these different intensities using the SST as the mechanism
driving the differences, and we offer a chronological explana-
tion of the intensity variation using SST as the primary indi-
cator of storm intensity for our experiments.

At model initialization, 12 UTC on 12 September, the
location of Ivan in a region of 30 °C SSTsouth of Cuba helped
the storm to intensify to 919 hPa. From this point, until F36
(00 UTC on 14 September) relatively constant temperatures
along the storm track resulted in minimal changes to Ivan’s
intensity. As Ivan crossed the Yucatan Strait and into the Gulf
of Mexico, cool SSTs are coincident with a sharp reduction of
intensity. This signal is apparent in observations, from F36

Fig. 4 Simulated TC intensity
from initialization (12 UTC on 12
September 2004) through
termination (00 UTC on 17
September 2004), five
experiments: Static SST (red),
Dynamic SST (green), WRF
OML (cyan), 2-Way (blue), and
3-Way (magenta). Black, NHC
best-track verification

Table 2 Intensity com-
parisons against verifica-
tion for five experiments
over 108 h hindcast. In-
cludes root-mean-square
error (RMSE), and cor-
relation coefficient (r) for
Intensity (hPa)

Intensity

RMSE r

Static SST 20.82 0.85

Dynamic SST 19.16 0.86

WRF OML 15.20 0.88

2-Way 9.66 0.94

3-Way 10.95 0.92
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Fig. 5 Coupled SST comparisons for various experimental cases: Dy-
namic SST based on the Gemmill et al. (2007) SST analysis (first row).
WRF OML based on Pollard et al. (1973) and integrated into WRF by
Davis et al. (2008); second row). Two-Way, atmosphere–ocean, model
coupling (third row). Three-Way, atmosphere–ocean-wave, model cou-
pling (fourth row). GOES SST data obtained from the JPL Physical

Oceanography Distributed Active Archive Center (PODAAC; fifth
row). Pre-storm averaged model SST (top 4 rows, left column). Post-
storm averaged model SST (top 4 rows, middle column). Pre-storm
averaged GOES SST (bottom row, left column). Post-storm averaged
GOES SST (bottom row, middle column). Change in SST (right column)
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through F48 (Fig. 4). From F48 through F60, there is some
very slight intensification, as Ivan is passing a region where
pre-storm SSTs are shown to be above 29 °C. The crossing of
Ivan over cold water on 15 September corresponds to the 13-
hPa weakening from F60 to F72. Just prior to landfall, Ivan
passed over warmer water on 16 September, concurrent with
an observed 10 hPa intensification from F72 to F84 (Fig. 4),
followed by a rapid weakening with landfall.

None of the uncoupled runs (Static SST, Dynamic SST, and
WRF OML) in Fig. 4 reflect any of these fluctuations with
spatial variation of SST. The coupled model runs do accurately
demonstrate this weakening, with a distinct decrease in inten-
sity at F36–F72 in the 2- and 3-Way coupled cases. This
diminished intensity coincides with the TC cooling the waters
in the Gulf of Mexico as resolved by ROMS. In the uncoupled
cases, significant decreases in intensity are absent until landfall.
Even with the inclusion of a one-dimensional OML model, the
WRF OML case demonstrated increasing intensity from F36
until landfall, against the trend shown in observations. As a
result, the coupling of a fully three-dimensional ocean model to
WRF is necessary to correctly resolve the source of energy on
which TCs intensify or weaken.

Of concern in the coupled model cases is the comparison of
the modeled pre-storm SST to the GOES SST, which shows a
0.5–1.5 °C warm bias in the model (Fig. 5). In Fig. 6, in situ
buoy data at five locations are used to compare the coupled (2-
Way and 3-Way) SST, satellite-derived SST, and in situ SST.
At each of the five locations along Ivan’s track in the Gulf of
Mexico, the in situ data show the satellite SST data tend
toward a cold bias in the pre-storm environment. As a result,
while the satellite-derived SSTs of the pre-storm environment
in Fig. 6 are colder than model results, the in situ measure-
ments indicate this discrepancy may be a result of GOES SST
cold bias.

When comparing the change in SST during Ivan’s passage,
the spatial distribution of SSTchange (ΔSST) demonstrated in
Fig. 5 is similar between the coupled models, GOES SST, as
well as previous studies (Walker et al. 2005; Prasad and
Hogan 2007). The uncoupled experiments, including the
WRF OML case, do not demonstrate ocean eddies and other
complex circulation structures that can only be resolved with a
coupled model (Halliwell et al. 2011; Jaimes et al. 2011). Both
coupled models demonstrate larger magnitude and breadth of
deep-ocean cooling along the right side of the track when
compared with the satellite-derived ΔSST. Buoy time series
(Fig. 6), which shows that model-derived SSTs on the right
side of the track (e.g., Station 42003) are cooler than the in situ
measurements, also indicating an overestimate in cooling in
the model on this side of the storm track. Station 42039, also
located on the right side of the storm track, demonstrates a
model cold bias on the continental shelf, although much less
severe. This greater cooling of SSTs partly explains the
underintensification of the TC in the coupled cases (in

agreement with Lee and Chen 2012), and it is more significant
in the 3-Way coupled case, compared with the 2-Way coupled
case. This effect is also demonstrated inWada et al. (2010) and
is largely due to the enhancedmixing of the ocean provided by
effects introduced by wave modeling.

The spatial extent of the SST cooling demonstrates that the
right-side cooling bias is enhanced in the 3-Way coupled
simulation when compared with the 2-Way simulation
(Fig. 5). This difference is confirmed in the in situ time series
(Fig. 6). To investigate this, we examined the surface stress
(not shown) as the intensity, strength, and surface roughness
formulation of the experiments differ. For the 3-Way experi-
ment, the surface stress was higher (lower) on the right (left)
side of the TC track. The SSTwas lower (higher) on the right
(left) side of the track, partly owing to this difference in
surface stress. For this study, this was a minor effect as the
difference in SSTcooling was within 0.25 °C in all in situ time
series comparisons and was within 1 °C throughout the do-
main.While negligible for our case, further examination of the
inclusion of wave effects on SST in this complex ocean–
atmosphere–wave coupled environment is subject to further
study.

3.3 Mixed layer prognostic variable analysis

In order to investigate the SST difference between stations on
the continental shelf and in the deep ocean, we conduct a time
series analysis similar to Prasad and Hogan (2007) of the sea
surface stress (τ) and heat flux, mixed layer (ML) temperature,
and three-dimensional currents were examined at two loca-
tions along with the modeled track (S1 and S2 shown in
Fig. 2). S1 was chosen to represent a point on the continental
shelf, and S2 was selected to represent the temperature and
heat budget of the deep ocean. As the 2- and 3-Way SST
results are similar (Figs. 5 and 6), only analysis for the 2-Way
case is provided to simplify the analysis to specifically dem-
onstrate the impacts of ocean dynamics, without the inclusion
of wave effects.

Analysis at point S1 (Fig. 7) demonstrates the response of
the OML on the continental shelf to Ivan’s passage. Surface
wind stress (τ) gradually builds up, peaks, changes direction,
and rapidly falls off as Ivan moved over the location. The net
heat flux (positive indicating flux into the ocean) is dominated
by short wave solar radiation demonstrating a clear diurnal
cycle throughout the model run. When Ivan tracked through
this location on 16 September, the ocean released heat to the
TC (atmosphere). This, along with limited solar radiation due
to cloud cover, produced a negative net heat flux. The stronger
surface wind stress enhanced mixing, resulting in a cooler
surface temperature and eroded thermocline. Positive U rep-
resents eastward motion, positive V represents northward mo-
tion, and positive W represents motion toward the ocean
bottom. The U and V currents clearly demonstrate an inertial
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oscillation after the TC’s passage with a period of approxi-
mately 1 day.

At the offshore point S2 (Fig. 8), the temperature distribu-
tion with depth is very different than for S1. The thicker ML
prevents complete erosion, and the thermocline remains
established well below the surface. While temperatures near
the surface drop significantly as Ivan passes (also demonstrat-
ed in Figs. 5 and 6), they remain well above the 26 °C critical
value for TC development (Leipper and Volgenau 1972). As
at point S1, a strong negative heat flux exists during the storm
passage and the ocean velocity fields (U, V, and W) demon-
strate an inertial oscillation after the TC passes.

3.4 Mixed layer heat budget analysis

The ML heat budget can be diagnosed by piecing out the
relative contribution of each term in the heat budget equation.

∂T
∂t

¼ −u
∂T
∂x

−v
∂T
∂y

−w
∂T
∂z

þ ∂
∂z

k
∂T
∂z

� �

where −u∂T∂x−v
∂T
∂y is the horizontal advection, −w∂T

∂z is the

vertical advection, −u∂T∂x−v
∂T
∂y−w

∂T
∂z represents total advection,

∂
∂z k∂T∂z
� �

is vertical diffusion, and ∂T
∂t the local rate of change in

temperature measured in degrees Celsius per day. We
neglected horizontal diffusion terms because they are orders
of magnitude smaller. These terms are calculated as diagnostic
variables, derived directly from output of the ocean model.

At the onshore point S1, before the storm’s passage, the
weak diurnal oscillations in U, V, andW are found in both the
horizontal and vertical advection terms of Fig. 9. In the pre-
storm environment (12 September 12 UTC through 15 Sep-
tember 00 UTC), the horizontal advection terms and vertical
advection terms oscillate but are out of phase and therefore
cancel each other out (shown in the total advection term).
Immediately prior to the eyewall passage (15 September 00
UTC through 15 UTC), cooling due to upwelling is negated
by horizontal advection at the surface. Below 30 m, there is a
warming trend due to horizontal advection, which creates a
positive total advection term in this part of the ML. As the TC
passes through, there is strong cooling due to horizontal

Fig. 6 SST time series at five buoys situated inside of the Gulf of
Mexico, showing 2-Way (red line) and 3-Way (blue line) SST, satellite-
derived SST (black asterisks), and in situ SST (black line). Spatial

difference in SST between 2- and 3-Way cases at conclusion of model
run, along with location of buoys and 3-Way simulated TC track (bottom
right panel)
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advection through the entire water column that is negated in
the upper 40m by downwelling. Afterwards, the wind stress is
reduced with TC passage, although horizontal advection be-
gins to warm the entire water column, the upper 60 m is
negated by cooling from vertical advection.

The contribution of the vertical diffusion term to the heat
budget is small until the arrival of strong surface wind stresses
(15 September 00 UTC to 15 UTC). The temperature diffu-
sion is strongly negative at the surface and positive below
40 m. Throughout the storm event, the total heat flux becomes
very negative at the surface due to losses to the atmosphere.
As a result of the combination of these factors, just before the
eyewall passes, the ML is deepened and the surface tempera-
ture is reduced.

As the eyewall passes and the wind shifts (15 September 15
UTC through 16 September 00 UTC), horizontal and vertical
advection near the surface are both extremely strong but, as in
the pre-storm period, opposite in phase, canceling each other
out above 20 m. There is also strong heat loss to the atmo-
sphere through diffusive fluxes near the surface. Below 20 m,
intense upwelling causes the advection term to be strongly
negative. As a result, there is great heat loss throughout the
entire water column as the TC passes, cooling the ML and

eroding the thermocline. The contributions of heat loss during
this period are approximately evenly split between advection
and diffusion. As the storm winds subside (00 UTC on 16
September), there is an inertial oscillation of U, V, and W
causing the ML to be alternately cooled and warmed with a
period of approximately 1 day. Time series (Fig. 9, bottom
panel) of each heat budget term averaged over the mixed layer

depth (MLD; roughly upper 100 m)
∫MLD f zð Þdz

MLD show that
contributions from ocean entrainment and diffusion are equal-
ly responsible for the cooling trend of the continental shelf
ocean during the passage of the storm.

At the deep ocean point S2 (Fig. 10), ocean advection plays
a larger role than diffusion in changing the thermodynamic
profile of the ML throughout the storm event. Prior to Ivan’s
passage, the horizontal and vertical advection terms are
roughly equivalent in the upper 20 m of the profile.
However, as Ivan treks to this point, there is significant
transport of warm water below the surface. This is a
signature of Ivan pushing warm water northward to this
location, an effect similar to what has been shown in Oey
et al. (2006) with HurricaneWilma introducing warm water to
the loop current.

Fig. 7 Ocean model (2-Way)
analysis at point S1 on Fig. 2 from
initialization (12 UTC on 12
September 2004) through termi-
nation (00 UTC on 17 September
2004). Wind stress (τ) in newtons
per square meter (first panel), heat
flux (HF) in watts per square me-
ter (second panel), temperature
from surface through 100m depth
in degrees Celsius (third panel),U
velocity from surface through
100 m depth in meters per second
(fourth panel), V velocity from
surface through 100 m depth in
meters per second (fifth panel),
and W velocity from surface
through 100 m depth in meters
per second (bottom panel)
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There is a strong upwelling signature before the
passage of the TC eye (around 12 UTC on 14 Septem-
ber). This upwelling is weakly relaxed by horizontal
advection in the upper 50 m but strongly negated in
the lower 50 m. Cooling by vertical advection in the
upper 50 m, along with warming by horizontal advec-
tion in the lower 50 m, cause the ML to initially deepen
before the wind shift at 21 UTC on 14 September. After
the wind shift, the contributions of vertical and horizon-
tal advection reverse and there is brief warming near the
surface and cooling below. The thermocline is then
almost completely eroded through to the surface. As
with the nearshore point, after the winds diminish, there
is an inertial oscillation of U, V, and W with a period of
approximately 1 day causing the ML to fluctuate be-
tween warming and cooling.

Diffusion plays a much less significant role at this offshore
location, demonstrating only a modest contribution from neg-
ative diffusion at the surface and warming below as the
eyewall passes at 21 UTC on 14 September. In contrast to
the shallow water point, the vertically averaged heat transfer
time series demonstrates that entrainment of cooler water

accounts for a much larger proportion of heat transfer in the
deep ocean, which is consistent with Price (1981).

3.5 Wave analysis

To examine the results from the wave model, we compared
significant wave heights available from the National Data
Buoy Center (NDBC) during this storm event. The same five
buoys from the earlier SST comparison were used for spatial
and temporal comparison of the waves produced with the 3-
Way experiment. The results, shown in Fig. 11, demonstrate
overall good agreement with in situ observations.

Despite the eastward deviation in track, modeled
results at most of the offshore buoys compared well
with observations as demonstrated by the RMSE and
correlation coefficients. The worst performing compari-
son, at buoy 42007, is in close proximity to the shore-
line (having a model-resolved depth of 12 m). The
comparison suffers due to complicated shorelines and
bathymetry, which are not well resolved by the 5-km
horizontal grid spacing of the model. On the continental
shelf, we examine results from buoys 42040 and 42039.

Fig. 8 Ocean model (2-Way)
analysis at point S2 in Fig. 2 from
initialization (12 UTC on Sep-
tember 12, 2004) through termi-
nation (00 UTC on September 17,
2004). Wind stress (τ) in newtons
per square meter (first panel), heat
flux (HF) in watts per square me-
ter (second panel), temperature
from surface through 100m depth
in degrees Celsius (third panel),U
velocity from surface through
100 m depth in meters per second
(fourth panel), V velocity from
surface through 100 m depth in
meters per second (fifth panel),
and W velocity from surface
through 100 m depth in meters
per second (bottom panel)
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At 42039, the solution suffered somewhat as the wave
heights reduced more rapidly with Ivan’s passage in the
model than in the observations. This resulted in the
model underestimating the waves after the peak at ap-
proximately F085, which increased the RMSE. At
42040, the temporal comparison is very good, with both
the model and observations demonstrating increasing
wave heights at approximately the same time. With the
eastward deviation in track, the model did not resolve
the peak of significant wave heights to the extreme
level that was observed. The greater than 15 m waves
were so intense that they tore the buoy from its moor-
ing (Teague et al. 2007), and wave heights were no
longer reported after 00 UTC on 16 September.

Off the shelf, two buoys 42001 and 42003 were
considered. They are roughly equidistant from the ob-
served and modeled track in the Gulf of Mexico. At
42001, off to the west of the storm track, the peak of
the simulated waves is delayed compared with the ob-
servations. In addition, the eastward deviation of the

modeled TC causes the significant wave height of the
simulated waves to be slightly less than observed. At
42003, the eastward deviation in modeled track causes
the waves to build up more quickly than observed.
However, the peak magnitude of the simulated waves
is very close to what was observed. A RMSE of 0.93
and correlation coefficient of 0.97 is demonstrated at
this location.

4 Summary and conclusions

Large-scale, global models representing the atmosphere
have gradually improved track prediction of TCs over
the last several years (Goerss 2006). However, predic-
tion of TC intensity still leaves much to be desired,
leading to errors in surface forcing for ocean and wave
models. Deficiencies in TC prediction are attributed to,
among other causes, lack of coupling to an ocean model
(Chen et al. 2007). The newly developed COAWST

Fig. 9 Ocean model (2-Way) analysis of heat budget at point S1 in Fig. 2
from initialization (12 UTC on 12 September 2004) through termination
(00 UTC on 17 September 2004). Horizontal advection term in degrees
Celsius per day (upper left), vertical advection term in degrees Celsius per
day (upper right), total advection term in degrees Celsius per day (middle

left), vertical diffusion term in degrees Celsius per day (middle right),
total local rate of change term in degrees Celsius per day (lower left),
temperature in degrees Celsius (lower right), and comparison of contri-
butions of advection and diffusion to local change in temperature inte-
grated through 100 m (bottom panel)
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model couples three state-of-the-art numerical models:
WRF (atmosphere), ROMS (ocean), and SWAN (wave).
The methods of model coupling, physical parameteriza-
tions, and development of initial and boundary condi-
tions for each of the three individual numerical models
were discussed.

We applied the COAWST model to hindcast Hurri-
cane Ivan (2004); several model sensitivity experiments
were conducted to examine effects of different levels of
coupling among atmosphere, ocean, and wave environ-
ments. Model cases with coupling between the atmo-
sphere, ocean, and waves demonstrate modest improve-
ment in track but significant improvement in intensity
when compared with the uncoupled cases.

For the coupled cases, ocean and wave model output
were compared with in situ and remote observations. It
shows that the coupled models represent the SST well,
to within 1 °C, at four of the five in situ buoy stations.
However, for the interior of the Gulf of Mexico on the
right side of the track, both the remote and one in situ
time series of observations (at buoy 42003) demonstrate

a significant model cold bias. This cold bias is likely
due to the excessive mixing produced by the ocean
model, a topic we will investigate and report in future
research. Analyses of the heat budget illustrating the
modeled effects of a strong TC interacting with the
ocean are consistent with observed and theorized ocean
dynamics in a hurricane environment. Likewise, coupled
wave model results compare favorably to significant
wave height measurement by buoys.

With the addition of wave coupling in the three-way
case, treatment of the surface roughness length had a
definite effect on the maximum wind speed derived in
the simulations and is an area needing more study and
refinement. Here, we chose to use the Taylor and
Yelland (2001) scheme to calculate surface roughness
length based on the significant wave height and wave
period. The COAWST system provides two other pa-
rameterizations for surface roughness: that in Oost et al.
(2002) and in Drennan et al. (2005). None of these sea
surface roughness parameterizations are universally
“best,” and the choice should be made for each specific

Fig. 10 Ocean model (2-Way) analysis of heat budget at point S2 in
Fig. 2 from initialization (12 UTC on 12 September 2004) through
termination (00 UTC on 17 September 2004). Horizontal advection term
in degrees Celsius per day (upper left), vertical advection term in degrees
Celsius per day (upper right), total advection term in degrees Celsius per

day (middle left), vertical diffusion term in degrees celsius per day (middle
right), total local rate of change term in degrees Celsius per day (lower
left), temperature in degrees Celsius (lower right), and comparison of
contributions of advection and diffusion to local change in temperature
integrated through 100 m (bottom panel)
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case. For instance, in an examination of Hurricane Ida
and Nor’easter Ida using the COAWST modeling sys-
tem, Olabarrieta et al. (2012) found that the Oost sea
surface parameterization (Oost et al. 2002) provided the
best solution for that particular storm. Future studies
examining observations and model sensitivity of differ-
ent wave coupling schemes in generating the roughness
length Z0 and mixing induced by waves are clearly
needed.

It is also important to note that future study of the fully
coupled COAWSTmodeling system should include increased
wave-atmosphere fluxes of latent and sensible heating caused
by dissipative heating and sea spray. Bao et al. (2011) dem-
onstrated that sea spray has a significant impact as 10-m
winds climb above 30 m/s by increasing the enthalpy
exchange coefficient (Ck) and reducing the 10-m neutral
drag coefficient (CD).

While a slight deviation of simulated TC track and
intensity cause some difference in the comparisons to
observations, the ability of the fully coupled model to

resolve the atmosphere, ocean, and wave environments
was shown. The use of a fully coupled model allows a
detailed examination of simultaneous interactions among
ocean, atmosphere, and wave environments. In a fore-
cast situation, this model would provide very useful and
comprehensive environmental conditions (of atmosphere,
wave, and ocean) to agencies and emergency managers
in the event of a landfalling hurricane.

Our results show that a fairly accurate 108 h simu-
lation of the atmosphere, ocean, and wave environments
can be archived without the added benefit of data as-
similation, ensemble forecasting, downscaling, or other
computationally expensive methods that could degrade
the investigation of the dynamics within a coupled
model. Future studies including these techniques may
further improve the overall skill of model predictions.
Contributions to the TC environment from the effects of
improved drag formulations, dissipative heating, and sea
spray are possible with inclusion of feedback from the
wave model but are left for future study.

Fig. 11 Model wave comparison from initialization (12 UTC on 12
September 2004) through termination (00 UTC on 17 September 2004).
Observed (black) and modeled (red) significant wave heights at five buoy
locations: 42001 (upper left), 42003 (upper middle), 42007 (upper right),
42039 (lower left), and 42040 (lower middle). Inset (lower right) shows

locations of buoys, simulated tracks, and wave heights at F090 (shaded).
Some observations were not available due to extreme waves (e.g., buoy
42040 was torn from its mooring). For each comparison, the correlation
coefficient and RMSE between observed and simulated significant wave
heights are given, along with the water depth information of each station
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