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Abstract The local wind-driven circulation off southern
San Diego is addressed with two complementary statistical
and dynamical frameworks based on observations and ideal-
ized numerical model simulations. The observations includ-
ing surface currents from high-frequency radars, subsurface
currents from a nearshore mooring, and wind records at a
local wind station are analyzed with the idealized ocean
model (MITgcm) simulations using realistic bottom topog-
raphy and spatially uniform wind stress forcing. Statistically
estimated anisotropic local wind transfer functions charac-
terize the observed oceanic spectral response to wind stress
separately in the x (east-west) and y (north-south) direc-
tions. We delineate the coastal circulation at three primary
frequencies [low (o = 0.0767 cycles per day (cpd)),
diurnal (op = 1 cpd), and inertial (of = 1.07 cpd)
frequencies] with the momentum budget equations and
transfer functions. At low frequency, the magnitudes of
transfer functions are enhanced near the coast, attributed
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to geostrophic balance between wind-driven pressure gra-
dients and the Coriolis force on currents. The response
diminishes away from the coast, returning to the balance
between frictional and Coriolis terms, as in the classic
Ekman model. On the contrary, transfer functions in the
near-inertial frequency band show reduced magnitudes near
the coast primarily due to friction, but exhibits the enhanced
seaward response as a result of the inertial resonance. The
idealized model simulations forced by local wind stress can
identify the influences of remote wind stress and the biases
in the data-derived transfer functions.

Keywords Coastal wind-current system - Surface
circulation - Subsurface circulation - Anisotropic transfer
function - Anisotropic response function - Momentum
balance - Statistical analysis - Inverse model

1 Introduction

The wind-driven circulation in the coastal regions has rela-
tively energetic vertical currents and anisotropic and asym-
metric horizontal responses as compared to the open ocean.
The enhanced vertical velocity, concentrated at the coastal
boundary due to the flows compensating the surface Ekman
transports, plays a primary role in shelf ecosystem dynamics
(e.g., Allen 1980; Brink 1991). The anisotropic and asym-
metric wind-driven responses result from the complex com-
bination of stratification (e.g., Allen et al. 1995; Weisberg
et al. 2001), wind-driven pressure setup against the coast
(e.g., Ekman 1905; Kim et al. 2010b), asymmetric bathy-
metry (e.g., Pringle 2002; Castelao and Barth 2005),
non-constant eddy viscosity (e.g., Madsen 1977; Lentz
1995), and wave-driven currents, in particular, in the inner
shelf (e.g., Lentz and Fewings 2012).
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In the two-dimensional upwelling theory under the
unstratified condition, the depth-integrated cross-shore
transports are closed (e.g., Allen et al. 1995; Lentz 1995;
Dever 1997). After the onset of upwelling-favorable winds,
surface Ekman transports due to along-shore wind stress
are dominantly compensated by the interior flow, then at
steady-state, surface, Ekman transports are mainly balanced
by the flows in the bottom boundary layer. In this transi-
tion, the frictional timescale (h/r, where h and r denote
the water depth and bottom frictional coefficient, respec-
tively) is a proxy to determine how flows in between bottom
boundary layer and interior contribute to the cross-shore cir-
culation. The surface pressure gradients in the cross-shore
direction are built up by steady surface Ekman transports
and simultaneously generate the geostrophic currents in the
direction of wind stress. While the cross-shelf circulation
on the midshelf is mainly driven by along-shelf wind stress,
the inner shelf circulation where surface and bottom bound-
ary layers merge can be governed by along-shore currents
and topographic variation, and cross-shelf wind stress (e.g.,
Lentz et al. 1999; Austin and Lentz 2002). The down-
wind circulation in the inner shelf is associated with the
fact that the timescale of vertical viscous diffusion (h2 JAz,
where A; is the vertical diffusivity) is less than the rota-
tional timescale (1/f;, where f: is the Coriolis frequency).
In other words, it takes more time for the Coriolis force
to be felt than for the momentum to penetrate from sur-
face to bottom (e.g., Craig 1988; Lentz 2001; Shen and
Evans 2001). Furthermore, a three-dimensional framework
(e.g., momentum and mass balances) may be required to
explain the whole wind-driven circulation (e.g., Brink et al.
1980; Davis and Bogden 1989). For example, the cross-
shore geostrophic currents driven by along-shore pressure
gradients can balance surface Ekman transports.

In observational studies of shelf circulation, it has been a
difficult job to specify cross-shore currents in the momen-
tum balance because either their order of magnitudes is
similar to the uncertainty of observations or the Coriolis
term becomes anomalously large compared to the other
terms (e.g., Allen and Smith 1981; Pettigrew 1981; Lentz
and Winant 1986; Lee et al. 1989; Lentz et al. 1999).
Thus, the shelf circulation could be addressed with two-
dimensional (only in the x and z spaces, where x and z indi-
cate the cross-shore and vertical directions, respectively)
decoupled momentum equations (e.g., Lentz et al. 1999). In
this study, the three-dimensional ocean model simulations
with realistic bottom topography and idealized wind forcing
are designed to interpret the data-derived impulse response
relationship and to reexamine the previously neglected cir-
culation in the decoupled system (described above) and
their roles in modulating the cross-shelf and along-shelf
circulation (Section 5.1).
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The statistical analysis using the transfer function (or
impulse response function or Green’s function) has a long
history in the form of data analysis and signal processing
in oceanographic and engineering communities (e.g., Emery
and Thomson 1997; Oppenheim et al. 1998). The impulse
response function characterizes the whole system by gen-
erating a unique response to a given impulse. Thus, the
observed relationship between forcing and response allows
us to identify the system. For instance, the oceanic sys-
tem forced by wind stress (forcing) generates currents
(response) and their statistical characterization describes the
wind-current system. On the contrary, the primitive equa-
tions governing the flow also describe the system with the
interlocked dynamical components. As a similar example,
the momentum equations in a rotating frame of refer-
ence well represent the linear relationship between wind
stress and currents as their primary relationship. These
two approaches using transfer functions and governing
equations delineate the system in different ways. Even
though terms in each approach can correspond to each other,
most of them may not be matched. Thus, the individual
components of anisotropic transfer functions, which will be
defined below, can be explained with terms in the momen-
tum equations; however, it may not be guaranteed that all
terms are explained.

Kim et al. (2009b) investigated the wind transfer func-
tions derived from observations (using a single time series
of local wind stress and spatially averaged surface cur-
rents) and from the Ekman model. The isotropic analysis
assumes the response function to be independent of the
wind direction by combining vector quantities into com-
plex numbers (w = u + iv and T = T, + iTy, where
u and v are x- and y-directional current components and
T, and T, are x- and y-directional wind stress, respec-
tively). However, the anisotropic transfer functions allow
isolating the individual directional wind responses, com-
posed of four components. Kim et al. (2009b) extended the
time-dependent Ekman theory by arbitrarily adding adjust-
ment terms in the momentum equations which represent the
coastline boundary effects by lumping together wind-forced
pressure gradients, anisotropic stress divergence, and bot-
tom topography in order to approximate the data-derived
and model-derived transfer functions. However, a single
term may not encapsulate all the relevant shelf dynamics.

Kim et al. (2010b) extended the previous wind-regression
model with multiple wind-regression bases by examining
the spatial maps of isotropic transfer functions at three
frequencies (low, diurnal, and inertial frequencies) charac-
terizing wind-current dynamics in the coastal regions. The
magnitudes of isotropic transfer functions at diurnal and
inertial frequencies are reduced near the coast, likely due
to effects of coastline and bottom topography. Meanwhile,
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the magnitude of low-frequency currents increases near the
coast, which may be attributed to the local geostrophic
balance between cross-shore pressure gradients against the
coast and currents. However, isotropic transfer functions
have limitations to isolate the wind response in individ-
ual directions. Furthermore, dynamical interpretations on
those observational phenomena were not provided by Kim
et al. (2009b, 2010b).

Kim (2014) compared the wind transfer functions of
sea surface heights derived from observations and two-
dimensional idealized model simulations. While the dynam-
ical components in the along-shore direction were not
included, the model could explain the geostrophic and fric-
tional balances as a function of frequency and local depth.
However, the spatial structures of pressure gradients and
currents in the wind-driven coastal circulation were not
resolved. Moreover, the observational resources and plat-
forms were only limited to the tide gauge data.

A primary goal of this work is to interpret coastal wind
transfer functions derived from observations and numerical
model simulations, particularly, to understand the effects of
the coast by isolating the ocean response to wind forcing
at three primary frequencies [low (op, = 0.0767 cycles per
day (cpd)), diurnal (op = 1 cpd), and inertial (o = 1.07
cpd) frequencies]. Observations of surface and subsurface
currents obtained from high-frequency radars (HFRs) and
acoustic Doppler current profiler (ADCP), respectively, and
local winds are analyzed. The Massachusetts Institute of
Technology general circulation model (MITgcm) simula-
tions with realistic coastline and topography and spatially
uniform wind stress forcing are also examined. Data-derived
anisotropic wind transfer functions at three frequencies
(e.g., low, diurnal, and inertial frequencies) are compared
with those computed from the model simulations. This
paper provides the horizontal maps related to wind-driven
circulation (including cross-shore structure) derived purely
from observations (e.g., spatial variation of wind-driven
pressure gradients and near-inertial motions). Furthermore,
all directional winds and currents are taken into account at
three primary frequencies mentioned above. This paper is
also designed to explain the anisotropic transfer functions
with the known dynamics in the wind-current system and
to identify the possible limits and biases imposed in the
observations.

This paper consists of five sections. First, in situ observa-
tions and configuration of the numerical model are summa-
rized (Section 2). Then, the definitions of anisotropic trans-
fer functions for currents and sea surface heights (SSHs),
the description of isotropic and anisotropic components, and
the individual terms in the momentum budget equations are
described (Section 3). The transfer functions at the surface
and across the x-z sections are presented with dynamical
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interpretations using the momentum balance (Section 4).
The discussion and conclusion on those analyses follow in
Sections 5 and 6, respectively.

2 Observations and idealized numerical model
simulations

2.1 Observations of coastal currents and winds

Surface currents measured by three short-range HFRs [R1
(Point Loma), R2 (Border Park), and R3 (Coronado Islands)
in Fig. 1] and subsurface currents from an ADCP deployed
at 28 m depth (T in Fig. 1) off southern San Diego for
two years (July 2007 to June 2009) are analyzed to estimate
three-dimensional wind responses. The radial surface veloc-
ities measured by three HFRs are optimally interpolated to
derive surface vector currents, covering an approximately
40 km x 40 km coastal area off southern San Diego (e.g.,
Kim et al. 2008). Subsurface currents are collected as a
part of continuous monitoring of the Tijuana River (TJR)
plume. Both hourly surface and subsurface current time
series are detided to remove the barotropic tidal variance
at Ky, O1, P1, S3, and M, frequencies, but not Sy fre-
quency, because S tidal currents are considered very weak
(e.g., Kim et al. 2010a). The spectral descriptions of in
situ wind observations off southern San Diego have been
discussed elsewhere (Kim et al. 2010b). The hourly wind
data at the TJR Valley (W in Fig. 1) are converted into
wind stress with the drag coefficient suggested by Yel-
land and Taylor (1996). The wind data at TJR and NDBC
46086 buoy (located at 32.5° N, 118° W, offshore of the
study domain shown in Fig. 1) have weak coherence (0.2—
0.4) in the low-frequency band (¢ < 0.4 cycles per day
(cpd)) and at the diurnal frequency. The wind harmonics
at the NDBC 46086 buoy leads the TJR wind at all tested
frequencies except for the diurnal frequency and its har-
monics. The decorrelation length scales estimated from the
Coupled Ocean/Atmosphere Mesoscale Prediction System
(COAMPS) wind field (at 1.7 and 5.1 km model resolutions)
off southern San Diego are in the range of 25 to 120 km
(Appendix A and Fig. 13), which can justify the use of the
TJR wind as the effective wind observation for the ADCP
subsurface currents (Kim et al. 2010b).

As a result of the reduced spatial coverage of HFRs and
bias in the radar beam patterns from 2007 to 2009, the
wind and surface currents during a different two-year period
(April 2003 to March 2005) are used to estimate surface
transfer functions except for a comparison with the moor-
ing. The wind forcing in two different time periods has a
very similar spectral contents in the subinertial frequency
band and diurnal and its harmonic frequencies (not shown).
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Moreover, the spatially averaged energy spectra of detided
surface currents are nearly identical (not shown).

2.2 Model configuration

In order to investigate the influence of the coastal bound-
ary on the wind-driven ocean response and to describe
the dominant circulation at three different frequencies [low
(o), diurnal (op), and inertial (o) frequencies], an ocean
model is implemented using the MITgcm (e.g., Marshall
et al. 1997), based on the primitive (Navier-Stokes) equa-
tions on a sphere under the Boussinesq approximation. The
equations are written in z-coordinates and discretized using
centered second-order finite difference approximation in a

33°00°

32°40' f

Latitude (N)

32°20°

32°00°

117°40°

Fig.1 The study domain for investigation of the influence of coastal
boundaries on the local wind-driven circulation and for interpretation
of anisotropic wind transfer functions off southern San Diego. The
analysis is based on the two-year observations (July 2007 to June
2009) of surface currents from three high-frequency radars [HFR; R1
(Point Loma), R2 (Border Park), and R3 (Coronado Islands)], subsur-
face currents from ADCP (T), and the wind at the Tijuana River valley
(TIR, W). A black outline denotes the effective spatial coverage area
of HFRs (at least 70 % data availability for two years). A gray square
box indicates the MITgcm domain whose resolution is approximately
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staggered “Arakawa C-grid.” It has been used in numer-
ous ocean state estimation and adjoint sensitivity studies
at global and regional scales (e.g., Stammer et al. 2002;
Fukumori et al. 2004; Menemenlis et al. 2005; Hoteit et
al. 2009, 2010, 2013; Kohl and Cornuelle 2007; Zhang et
al. 2011; Gopalakrishnan et al. 2013a, b). The MITgcm has
also been applied in several regional-scale process studies
(e.g., Legg et al. 2006; Todd et al. 2011; Edwards et al.
2004a, b) and demonstrated its suitability and adaptability
in modeling the regional coastal ocean circulation.

The model domain extends from 32°N to 33° N and from
117° W to 118° W (~120 km x 120 km), covering the
southern coast of San Diego (Fig. 1). The model bathymetry
is extracted from the National Geophysical Data Center
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1 km (1°/100). An example of 10 by 10 model grid points is shown
on the top right corner. The initial condition of temperature and salin-
ity of the model is obtained from a CalCOFI station on the Line 93.3
(C). The data- and model-derived transfer functions within a white box
are presented for their qualitative comparison. The cross-shore struc-
ture of wind transfer functions and momentum terms is considered
along cross-shore lines a and b. The bottom bathymetry contours are
indicated by thin curves with 10 m (0 < z < 100 m) and 50 m
(100 < z < 1,000 m) contour intervals and thick curves at the 50-,
100-, 500-, and 1,000-m depths
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(NGDC). The model is integrated on a 1°/100 x 1°/100
(1 km horizontal resolution) spherical polar grid, with 40
vertical z-levels. The vertical z-level spacing is 1 m at the
surface, and the spacing gradually increases to 1.5 m at 5 m,
2mat 10 m, 4 mat 20 m, 8 m at 42 m, 20 m at 100 m,
38 m at 200 m, 86 m at 550 m, 132 m at 1,000 m, and
160 m at the maximum bottom depth of 1,800 m. The inner-
shelf off southern San Diego (up to 20 m depth) consists
of 12 z-levels, which provide the moderate vertical reso-
lution required to simulate the relevant shelf dynamics. In
this configuration, the model is operated in a hydrostatic
mode with an implicit free surface. The model uses no-
slip conditions at the bottom and lateral boundaries and
parameterizes bottom friction with a quadratic bottom drag
coefficient of 0.001. While the quadratic bottom drag coef-
ficient is dimensionless and the typically suggested value
ranges between 0.001 and 0.003, a low value is chosen in
this study to prevent the damping of the near-bottom flow
energy. The bottom drag represents additional friction (body
force), in addition to that imposed by the no-slip condition
at the bottom. The drag is cast as a stress, expressed as a
quadratic function of the mean flow in the layer above the
topography [e.g., Adcroft et al. 2014]. Although the coastal
ocean response might be sensitive to the choice of the bot-
tom drag coefficient, the idealized model results presented
in this paper are insensitive to the chosen quadratic bottom
drag coefficient, and the bottom circulation is less energetic
relative to the surface circulation in response to the chosen
weak wind stress forcing of 0.01 N m~2. The sub-grid scale
physics is approximated by a diffusive operator of second
order in the vertical. Vertical diffusivity and viscosity are
parameterized by Laplacian mixing with background val-
ues of 2 x 107% and 2 x 10~* m? s~!, respectively, and by
the K-profile parameterization (KPP) in the surface mixed
layer (Large et al. 1994). In the horizontal grid, diffusive
and viscous operators are of second order with coefficients
of 5 and 10 m? s~!, respectively. Since the bottom bound-
ary layer dynamics might influence the oceanic response in
the shallow coastal waters, the insufficient representation of
the bottom boundary layers in the present model implemen-
tation is possibly an important shortcoming of this idealized
model study.

Since this model is designed to examine the dynamical
components only for the wind-driven coastal circulation,
an idealized set of initial and boundary conditions and sur-
face wind forcing are applied. Thus, surface gravity waves,
surface heat and salt fluxes, wind stress curl, tidal forc-
ing, and runoff fluxes are not considered in this idealized
experiment. The model is initialized using horizontally uni-
form temperature (7") and salinity (S) data obtained from
climatology of California Cooperative Oceanic Fisheries
Investigation (CalCOFI) T/S profiles at a station on the
Line 93.3 (32.91° N 117.4° W) for 60 years (1950 to 2009),
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denoted as C in Fig. 1. The open boundary conditions for
this idealized model consists of horizontally uniform 7" and
S profiles with no temporal variability, and the horizontal
velocities at the open boundaries are set to zero. In order to
examine the influence of seasonal stratification, both sum-
mer (June to August) and winter (December to February)
T /S profiles are used. Each model simulation is forced uni-
formly in space with an ideal sinusoidal wind stress with a
magnitude of 0.01 N m~2 at a given single frequency. Since
the idealized model study is purely based on an assumption
of a linear response between ocean state and wind forc-
ing, we used a reasonable wind stress forcing, which is
comparable to the observed weak wind stress off the San
Diego coast (e.g., Kim et al. 2010b), to perturb the ocean
so as to simulate a noticeable change in the ocean state.
Using adjoint model simulations, this linear relationship has
been quantitatively tested by convolving the adjoint sen-
sitivities with the impulse (perturbation) and comparing it
with the ocean state differences obtained from the reference
(with no perturbation) and the perturbed simulations (e.g.,
Gopalakrishnan et al. 2013a). However, this adjoint model
verification is beyond the scope of this paper.

The wind stress at three different frequencies is applied
(e.g., Craig 1989): low (¢ = o), diurnal (¢ = op), and
inertial (o = of) frequencies. To investigate the anisotropic
current responses to the wind, a unidirectional wind stress is
applied separately in the x (east-west) and y (north-south)
directions. The numerical model is simulated for a period
of 30 days, and the model solutions for an initial spin-up
time period (three days) are excluded from the estimation
of transfer functions. Although the weak near-inertial oscil-
lations still remain in the time series after three days, the
model solutions at low frequency reach the equilibrium
quickly (Appendix B and Fig. 14).

3 Data analysis

The primary relationship of wind stress with either cur-
rents or SSHs is assumed to be linear in this analysis. The
Rossby number (R,), simply defined as the vorticity nor-
malized by local inertial frequency (¢ /f.), off southern San
Diego is in the range of 01071 to O(1), obtained from
statistics of observed surface submesoscale eddies (e.g.,
Kim 2010). However, the wind-coherent surface currents
in this region have the decorrelation length scales of 60 to
80 km (e.g., Kim et al. 2010a), and the relevant Rossby num-
ber is expected to be very small (Ryg < 1). Therefore, over
most of the domain of interest, the response is nearly lin-
ear. Although the nonlinear terms can modify the responses
to the onshore and offshore winds (or upcoast and down-
coast winds), they are not included in this analysis in order
to limit the scope of the paper. An example of nonlinear
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data-derived transfer functions was discussed by Kim et al.
(2009b).

In order to interpret the statistical analysis (Section 3.1)
within the dynamical framework such as momentum bal-
ance, we transformed the data-derived transfer functions
into the isotropic and anisotropic components (Section 3.2)
and connected these components to the terms in the
momentum balance (Section 3.3). As both forcing (wind)
and response (currents) have directional dependence, i.e.,
anisotropic response, in the coastal region, we maintain
anisotropy in the derivation and transformation in following
sections. Since the coastline of the study domain is com-
plicated (e.g., the Point Loma headland), it is difficult to
define the along-shore and cross-shore directions. Thus, cur-
rents and wind data were not rotated with respect to the
orientation of the coastline.

3.1 Wind transfer function
3.1.1 Currents

As the formulation of the anisotropic wind transfer func-
tion was addressed by Kim et al. (2009b), the derivations to
approximate spatially varying wind stress to spatially uni-
form wind stress are only presented here. In the frequency
domain (o), the detided currents (@) can be decomposed into
wind-coherent currents (Giw) and residual currents (UR):

u(x, o) = aw(x, o) + Ur(x, 0), (D

The wind-coherent currents are defined by the product
of the transfer function (G) and the Fourier coefficients of
wind stress (). The remote wind transfer function may be
presented as

aw(x,0) = /Q(x, X, 0)i(x, o) dx. )

The wind stress can vary from point to point or be spa-
tially uniform. We assume a spatially uniform wind stress
forcing in a region A, leading to the area-averaged impulse
response:

iw(x, o) = /g(x, x,0)dx | T(o). 3)
x'CA
Thus,
u(x, 0) = G(x, 0)%(0) + ur(X, 0), %)

where G is the transfer function averaged over the area
(A). The statistical and theoretical wind transfer func-
tions have been studied extensively (e.g., Ekman 1905;
Gonella 1972; Weller 1981; Rio and Hernandez 2003;
Elipot and Gille 2009; Kim 2009). The frequency-domain
transfer function is computed from the ensemble averaged
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covariance of the Fourier coefficients of detided currents
and wind stress at each frequency (Eq. 5). The vector quan-
tities of wind stress and currents can be considered as (1) a
scalar combined with a complex notation for the isotropic
analysis (Appendix C) or (2) individual vector components
for the anisotropic analysis. While the isotropic transfer
function can be useful and convenient to present the statisti-
cal relationship between wind stress and currents (e.g., Kim
et al. 2009b), the anisotropic transfer function can sepa-
rate the phase and veering angle (see Appendix D for more
details). For anisotropic estimates, these vector components
are considered separately in the x and y directions, so the
estimated transfer function matrix is as follows:

6(x.0) = (fix ) 7' 0)) (@) ') +R) . ©)

where R denotes a regularization matrix, T is the complex
conjugate transpose, and (-) indicates the ensemble average
(see Kim et al. 2009b, 2010b for more details). In the fol-
lowing, u and v denote the current components in the x and
y directions, respectively.

Expanding into components to allow for anisotropy, the
observed wind-coherent currents [Uw = (iw, Ow)] are
presented as

uw (X, 0) = Gy (X, 0) T (0) + Gy (X, 0) %y(a)v (6)
dw(x,0) = Gyx(x,0) Te(0) + Gyy(x,0) %y(g)’ @)

where the first and second subscripts of transfer functions
(Gy.y1-)) denote the direction of the current and wind stress,
respectively. The corresponding magnitude and argument
are referred to as Gy.j(.) and G){(_}}{_}, ie.,

. G
Gy = Gy exp <l®{'}{'}) . 8

The argument of the isotropic transfer function indicates
both the phase difference in the frequency domain (or time
lag in the time domain) and the veering angle between wind
stress and currents (e.g., Kim et al. 2010b). In contrast,
the argument of the anisotropic transfer function implies
only the phase difference (or time lag). Thus, the negative
argument indicates that wind stress leads currents, and the
positive argument means that wind stress follows currents.
When ® = +180°, wind stress and currents appear its max-
imum and minimum in the opposite timing, respectively
(see Appendix D for more details).

3.1.2 Sea surface heights

In a similar way, the observed wind-coherent SSHs (7w)
are expressed by the transfer function of SSHs (g) and the
Fourier coefficients of wind stress:

Iw(0) = 9x(0)Tx(0) + gy(0)Ty(0), ©)
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and the magnitude and argument of transfer functions are
given by g(, and 95 b respectively. As the model does not
include tidal forcing, n refers to SSH anomalies (SSHAS)
with barotropic tide-coherent variance removed.

For convenience in describing the comparison between
simulations and observations, the magnitude and argument
of model-derived transfer functions for currents and SSHs
are denoted differently as Hy.() and @f?}{,}, respectively,
and Ay and 9{'?}.

The data-derived transfer functions are computed from
the covariance of the Fourier coefficients averaged over
N ensemble members, created by partitioning the 731-day
long hourly time series into N nonoverlapping chunks. N is
chosen as 56 to separate the diurnal (¢ = op) and inertial
(0 = oy) frequencies. The difference of these two fre-
quencies sets the maximum bin size in the finite frequency
axis (Ao = 0.0767 cpd = 1/731 cpd x 56). The estimate
of the transfer function at each frequency is based on 2N
degrees of freedom based on the chi-squared distribution
(e.g., Chapter 9 in Young (1999), Chapter 12.5 in von Storch
and Zwiers (1999)). However, considering the overlapped
spectral contents at low frequency, the degrees of freedom
can be lower than 2N. Moreover, the nonzero lowest fre-
quency (o = 0.0767 cpd) is equal to the low frequency (o1.)
in this paper.

3.2 Transformation to isotropic and anisotropic components
The anisotropic transfer functions can be separated into

purely isotropic components (ISCs; l;}) and anisotropic
components (ASCs; A(y):

G G

lg= o (10)

2

Gyy — Gy

o= (1)
Gy — G

Ac= 0, (12)
G G

A= BT (13)

where the subscripts d and c indicate the diagonal terms (the
wind and current responses are parallel to each other) and
cross terms (the wind and current responses are normal to
each other), respectively. Their magnitude and argument are
I{y and G){I_}, respectively, and A(.) and @f}.

The wind-coherent currents (Egs. 6 and 7) can be pre-
sented in terms of ISCs and ASCs:

iw (o) = [la(0) +Ad(0)] 1x(0) + [le(0) +Ac(0)] Ty(0), (14)

tw(0) =[~lc(0) +Ac(0)] T:(0) + [la(0) — Ad(0)] Zy(0). (15)

The ISCs and ASCs can be used to constrain the expected
amount of anisotropy in the prior statistics for the estimate
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of the data-derived transfer function (see Appendix E for
more details). The ISCs and ASCs are computed using
predetermined priors, then are transformed into transfer
functions (Egs. 14 and 15). The data-derived ISCs and ASCs
(Ig, e, Ag, and A;) can be found by solving coupled Egs.
14 and 15 frequency by frequency (see Appendix E). Sim-
ilar to the transfer functions, the model-derived ISCs and
ASCs are referred to as Jj.; and Byy. In some cases the
current response to wind stress is not well-determined due
to low signal-to-noise ratio (SNR) in the observations, and
estimating ISCs and ASCs separately can prevent artificial
anisotropy.

3.3 Momentum balance

The model provides time series of individual terms in
the momentum equations (e.g., Gill 1982) which take the
form of

Ju 1 il Ju
tu Vutfoxu=— Vpt VAVt (A ).

ot ~ o~ - N 32
~—~— AD CR ~ - ~ HD - -~ -
™D PG VD

(16)

where p, fc, An, and A; denote the density, Coriolis fre-
quency, and scalar horizontal viscosity, and vertical eddy
viscosity, respectively (Vy, is the horizontal derivative). The
individual terms, i.e., TD, AD, CR, PG, HD, and VD indi-
cate tendency, advection, Coriolis, pressure gradients, and
horizontal and vertical dissipation (viscous forcing), respec-
tively. The surface wind stress is applied to the model as the
surface boundary condition of the VD term. In order to allow
anisotropic response, the momentum equations in the x and
y directions are considered separately instead of being com-
bined using a complex notation. In the model experiments,
a unidirectional wind stress (T, or Ty) is applied, so the indi-
vidual terms in Eq. 16 can be collected into four groups
similar to the anisotropic transfer functions (Eqs. 6 and 7).

The components of transfer functions and the momentum
equations describe the same coastal ocean system; however,
they are not always corresponding one to another. Thus, the
anisotropic transfer functions sometimes can be described
with a combination of terms in the momentum equations,
which can make the interpretation of their physical meaning
complicated.

4 Results

The wind transfer functions derived from observations and
model simulations are examined at three frequencies, i.e.,
low (o = 0.0767 cpd), diurnal (op = 1 cpd), and iner-
tial (o = 1.07 cpd) frequencies. The time-dependent model
state forced by spatially uniform wind stress at a specific
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frequency is fit by sine and cosine functions at the forcing
frequency at each grid point, excluding a spin-up time of
three days (Appendix B and Fig. 14). The magnitudes of the
computed Fourier coefficients are presented as a horizon-
tal map (x — y section) and as a subsurface transect along
a cross-shore line (x — z section; line a or b) in Fig. 1.
The model results are shown only for the subdomain (white
box in Fig. 1) to match the HFR coverage (a black curve in
Fig. 1) in order to ease qualitative comparison. The magni-
tudes of data-derived and model-derived transfer functions
have qualitative similarity in their spatial structure, but the
observed responses and spatial scales are larger than the
modeled ones (see Section 5.4 for more discussion).

As the local inertial frequency (of = 1.07 cpd) in the
study area and the diurnal frequency (op = 1 cpd) are
close, the circulation at those frequencies can be lumped
into near-inertial circulation. However, as the observed cur-
rents are weak at the inertial frequency and strong at the
diurnal frequency and this work may also be applicable to
other coastal regions where there is significant separation
of variance between the two frequencies, we present them
separately.

4.1 Subinertial circulation

The wind-driven subinertial circulation in the coastal region
is characterized by the Ekman balance in the surface Ekman
layer and the geostrophic balance near the coastal boundary
and below the Ekman layer. Not only geostrophic balance
but frictional balance due to coastal boundary (e.g., shore-
line and bottom topography) appears in the data-derived
transfer functions to some degree.

4.1.1 Transfer functions

Surface At low frequency, the observed and modeled wind
transfer functions (Gyy and Hyy) are both enhanced near
the coast, i.e., in the area within 25 km (Gyy) and 8 km
(Hyy) from the coast (Fig. 2d and 1) of which spatial
mismatch is discussed in Section 5.4. Although G, and
Gy contain spatial structures due to the HFR beam pat-
tern, Gy, shows regions of the enhanced response, sim-
ilar to H,, (e.g., off the southern tip of Point Loma
and San Diego Bay mouth in Fig. 2a and i). Further-
more, Gy, and Hy, have moderately enhanced magni-
tudes near the coast where the current is normal to the
wind direction (Fig. 2c and k). Relatively weaker spa-
tial structures of Gy, and H,, appear in just south of
Point Loma and near the Coronado Islands (Fig. 2b and j).
The arguments of the model-derived and data-derived trans-
fer functions are consistent within +20° (¢ in Fig. 2e-h
and ® in Fig. 2m-p). The cross-shore wind stress and
the along-shore currents have the nearly 180° argument

@ Springer

Ocean Dynamics (2015) 65:115-141

difference, which means that their maximum and minimum
have the opposite timings (see Section 5.1).

The enhanced modeled SSH responses (i and hy)
extend 10 to 16 km from the coast (Fig. 2q and r), and
they are also visible near the closed model boundaries (not
shown). This marks the regions where the PG term may
be important; however, it does not appear in the analysis
of the momentum terms (see Section 4.2.2). Both 9)’} and
95 rotate clockwise near the coast and their nodal points
are located to the west of Point Loma (Fig. 2s) and far
offshore (outside of the figure; Fig. 2t), respectively. Four
terms of the wind-current transfer function are translated
into two terms of the wind-SSHs transfer function. In other
words, h, contains characteristics of Hy, and Hy, (Fig. 2q,
i, and k), and Ay contains primary features in Hy, and Hy,
(Fig. 2r,j and 1).

Subsurface The data-derived subsurface transfer functions
at location T (Fig. 1) are presented for all frequencies in
Fig. 3, overlaid with transfer functions of HFR surface cur-
rents at that location. Although they are independent obser-
vations, the magnitudes and arguments of transfer functions
at the surface and subsurface are nearly consistent except for
an abrupt decrease in downwind magnitudes (G,y and Gy
in Fig. 3a and d) between the surface and the top bin (4.3 m)
of the ADCP. An analytical Ekman model can provide an
intuitive way to interpret the data-derived transfer function
(Appendix C). The observed mixed layer is estimated to be
approximately 6 to 8 m, where the magnitudes and argu-
ments above and below the inertial frequency change with
the analytical model coherently (Fig. 15).

At low frequency (¢ = or), enhanced G,x, Gy,, and
Gy appear throughout the water column, and the vertical
structure of their arguments becomes smooth (Fig. 3a-h).
On the contrary, in the subinertial frequency band (o1 <
o < of), Gxy and Gy, sharply decrease from surface to
subsurface, but are somewhat enhanced in the middle of the
water column (10 to 22 m depth) (Fig. 3a and d).

In the numerical model, the magnitudes of low-frequency
transfer functions (H) are intensified near the surface, and
a rapid shift of their arguments (©f) appears at the bot-
tom of the mixed layer approximately 8 m depth (Fig. 4).
The enhanced features in Hy, are more concentrated at
the surface than the subsurface within 5 km from the coast
(Fig. 4d). The geostrophic currents near the bottom shelf
are manifested in Hy, and Hy, (Fig. 4c and d). Hy, and
H, along this x-directional line do not show the enhanced
surface current response near the coast (Fig. 4a and b).

The negative G);'Iy within 10 km from the coast appears
when the geostrophic balance overrides the frictional bal-
ance (Fig. 4h). @f} shows the balanced flux across the
transect between enhanced near-coast currents (negative
arguments) and the weak currents in the nearly opposite
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direction (positive arguments). Below the mixed layer, the
arguments vary continuously in the x and z directions.

4.1.2 Momentum balance

Like the model state, the terms in the model momen-
tum equations were projected on the forcing frequency
by a least-squares fit. Referring to Eq. 16, horizontal dis-
sipation (HD), advection (AD), and tendency (TD) were
all negligible as the sum of these three terms is less
than 3 % of the total variance everywhere. The domi-
nant terms are Coriolis (CR), vertical dissipation (VD),
and pressure gradients (PG). The terms in the momentum
equations balance in both time and frequency domains.
However, the magnitudes in the frequency domain, i.e., the
absolute values of Fourier coefficients, may not be balanced,
particularly, in the figure presentations. For instance, when
a complex number is equal to the sum of two different com-
plex numbers (a = b + c¢), their absolute values may not be
always equivalent (la| < |b| + |c]).

Near the coast Within about 8 km from shore, PG becomes
important, balancing CR in some regions near the shore
(Figs. 5 and 6):

—fw=—g g ? (A 3”), (17)

dx 0z ‘oz

@ Springer

0 60 120 180

(Degrees)

marked on the fop of each column. a—d and e-h share a colorbar on
the bottom, respectively. See Section 3 for convention of subscripts and
superscripts

fu = 8n+8 Aav (18)
et = gay az \"foaz )’

The difference of magnitude of low-frequency dn/dx
and dn/dy produces anisotropic wind-forced circulation in
the coastal region (middle column in Fig. 5). The enhanced
magnitudes near the coast are attributed to pressure gradi-
ents against the coast (middle column in Fig. 5) balanced
against the Coriolis force (left column in Fig. 5). The PG
response to y-directional wind stress is much larger than
the one to x-directional wind stress and is dominated in
the direction normal to the applied wind stress. For x-
directional wind stress (roughly cross-shore at the line,
corresponding to Fig. 6), a small amount of PG and CR
(geostrophic balance) is seen, intensified near the shore, and
it dominates below the frictional surface layer in Fig. 6.
For y-directional wind stress (roughly along-shore at this
line), the geostrophic balance is dominant near the shore,
supporting the hypothesis that the presence of the coastal
boundaries allows the pressure gradients to balance the
Coriolis force on the along-shore flow and enhances the
response to the wind.

In the surface layer at low frequency, surface zonal
currents due to Ty converge or diverge at the coastal bound-
aries producing x-directional pressure gradients (dn/dx)
and then geostrophic currents. Thus, Gy, and H,, are
enhanced near the coast parallel to the wind direction
(Figs. 2d , 1 and 4d). In a similar way, the zonal geostrophic
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currents driven by the y-directional pressure gradients
(0n/9dy) due to T, cause the increased magnitudes at the
boundaries parallel to the wind direction (e.g., the south-
ern tip of Point Loma and San Diego Bay mouth) (H,, in
Fig. 2i).

In contrast, the y-directional pressure gradients (dn/dy)
due to T, at the coast cause zonal geostrophic currents,
which contribute to the magnitudes of Gy, and Hyy
(Fig. 2b and j). Likewise, Gy, and Hy, include meridional
geostrophic currents due to T, (Figs. 2c, k and 4c).

Offshore In the surface layer (magnitudes shown in Fig. 5),
the CR and VD terms were the dominant balance offshore,
where the PG term was negligible, as expected:

d d
fexu= Azu .
0z 9z

A vertical section in the cross-shore direction (line a in
Fig. 1) shows that, for both wind directions, the balance of
CR and VD is restricted to an approximately 10-m surface
layer resembling a slab layer (Figs. 5 and 6). Some rotation
in the balance can be seen within the layer, but it resem-
bles a slab layer more than a classic Ekman layer because of
non-constant vertical eddy viscosity in the surface bound-
ary layer. The frictional term (VD) in the direction where
wind stress is applied has 30 to 40 % higher magnitudes
than those in the other direction (Fig. 6¢c and 1 vs. f and 1). In
other words, the frictional forces normal to wind stress are
less than the ones parallel to wind stress.

19)

y X
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Near the bottom The geostrophic balance appears near a
10 m depth which transits from the frictional balance in the
surface mixed layer (Fig. 6):

1
fexu=— Vp. (20)
P

The flows near the bottom reflect the changes around 20-
m isobath. The vertical grid spacing in the model does not
vary drastically over the shelf-slope region (4 m grid spac-
ing at 20 m depth with 12 z-levels, and 8 m grid spacing
at 40 m depth with 16 z-levels) and provides the moderate
resolution to simulate the realistic near-bottom circulation.
The energy due to the near-bottom flow is very low in this
idealized simulation forced with a weak wind stress of 0.01
N m~2. Although the model results were not tested by vary-
ing the vertical grid resolution offshore of the 20-m isobath,
it is unlikely that the near-bottom grid resolution affects
the energetic near-bottom shelf circulation of this idealized
simulation.

4.2 Circulation at diurnal and inertial frequencies

The near-inertial internal oscillations in this analysis are
locally driven by spatially uniform and periodic wind stress,
which creates a shelf circulation that interacts with the
coastal boundaries. This differs from studies with wind
fields having rapid spatial and temporal changes, i.e.,
translating wind storms (e.g., Pollard and Millard 1970;
D’Asaro 1985; Crawford and Large 1996; Davies and
Xing 2003). The presence of the coastal boundary generates
not only surface pressure gradients due to the no-normal
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Fig. 4 Magnitudes and arguments of model-derived anisotropic wind
transfer functions at low frequency (¢ = o) along a cross shore
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that the depth is nonlinearly scaled to highlight the near-surface
feature
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flow condition but also internal pressure gradients along
with internal waves propagating offshore when stratifica-
tion is present (e.g., Xing and Davies 2004; Davies 2003).
The vertical structure of near-inertial currents in the upper
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ocean is expected to be dominated by the first baroclinic
mode with a 180° argument difference between below and
above the thermocline (e.g., Millot and Crepon 1981; Chen
et al. 1996).
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Fig. 6 Magnitudes of Fourier coefficients of CR, PG, and VD terms
(x10°, ms~2) at low frequency (0 = op) and along a cross-
shore line a in Fig. 1. a—c: x-directional momentum terms to T,.
a CR, (—f.v), b PG, (—gdn/dx), and ¢ VD, (A,3%u/dz%). d-f:
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nonlinearly scaled to highlight the feature in the surface layer
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The long-term in situ observations of surface and sub-
surface currents off southern San Diego exhibit neither any
significant variance at the inertial frequency nor a cuspate
peak in the near-inertial frequency band (see Section 5.3 for
more details). The SNR of wind stress at the diurnal fre-
quency is much higher than that at the inertial frequency,
which gives better estimates of the wind transfer function
at the diurnal frequency (Kim et al. 2010b). The trans-
fer functions and momentum balances at these two nearby
frequencies (of — op = 0.07 cpd) have similar spatial
structure except for the differences in magnitudes and near-
inertial internal oscillations (e.g., Millero and Poison 1981;
Davies 2003). Thus, we present the results at the diurnal
frequency to compare the statistical and dynamical analyses
(Sections 4.2.1 and 4.2.2) and the outcomes at the inertial
frequency to describe the internal wave features associated

40 35 30 25 20 15 10 5 0
Offshore distance (km)

40 35 30 25 20 15 10 5 0
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gand o ®§§, h and p ®§1y. The directions of wind stress and currents
are marked on the fop of each column. a—p share a colorbar on the
right. See Section 3 for convention of subscripts and superscripts. Note
that the depth is nonlinearly scaled to highlight the near-surface feature

with seasonal stratification (Section 4.2.3). In order to show
the influence of islands, we examine the subsurface trans-
fer functions and momentum balance along two cross-shore
sections (lines a and b in Fig. 1). Analysis of observed sur-
face currents having significant variance in the near-inertial
frequency band, unambiguous with the diurnal winds and
tides, can be found elsewhere (e.g., Shay et al. 1998).

4.2.1 Transfer functions

All four components of model-derived transfer functions
(H) at the diurnal frequency appear the reduced magnitudes
near the coast and enhanced responses offshore (Fig. 7i and
1). Moreover, the enhanced responses appear around islands
parallel to the direction of currents. Considering their argu-
ments of transfer functions, all components can be paired
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(Hyxx = Hyy and Hyy = —H,,; Figs. 7i-p) except for near-
coast regions. In the data-derived transfer function (G), only
Gy has spatial structure that matches the model-derived
transfer function (H, ), whereas the magnitudes of the other
components (Gyy, Gy, and Gyy) decrease at the periph-
ery of the HFR footprint (Fig. 7a—d). The arguments of
both transfer functions (®¢ and ®#) have almost spatially
uniform values (Fig. 7e-h and m—p).

The magnitudes of the model-derived SSH responses
have a similar spatial pattern for both Ay and h, with
increased magnitudes near the coast and around the islands
(Fig. 7q and r). The nodal points of arguments of both
model-derived SSH responses (Gf and 9;}) are located at the
same place (Fig. 7s and t).

In the vertical transects of the transfer function, the mag-
nitudes are intensified in the upper 10 m (first and third rows
of Fig. 8). The features of near-inertial internal waves are
weakly visible at about 40 m depth and become discernible
on the west side of the islands (Fig. 8a—d and i-1). Those
features are also evident in the momentum balance at the
inertial frequency (not shown).

4.2.2 Momentum balance

At low frequency, the geostrophic currents normal to
the pressure gradients are the primary contributor in the

Zé’X

(a) CRy

(b) TOy
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nearshore momentum balance, whereas at the diurnal and
inertial timescales, both current components (x# and v) nor-
mal and parallel to the pressure gradients should be included
in the momentum balance (Egs. 22 and 23). In particu-
lar, we consider the local pressure setup near the areas
having abrupt topographic changes. Since the momentum
balances are similar for T, and Ty, the momentum bal-
ance with respect to T, is only presented (Figs. 9, 10,
and 12).

The balance between CR and TD is dominant for the iner-
tial currents (first and second columns of Figs. 9 and 10):

d

5 1)

u
. 4+ fexu=0.

The reduced magnitudes of transfer functions at the diur-
nal frequency near the coast are due to the friction on the
coastal boundaries, and the enhanced responses offshore
result from the inertial resonance (Fig. 7i-1). Further, the
momentum balance near the Coronado Islands shows signif-
icance of other terms such as nonlinear terms and pressure
gradients:
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Fig. 9 Magnitudes of Fourier coefficients of CR, TD, PG, and VD
terms (><105, msfz) at the diurnal frequency [c = op, i-p] in
the top vertical layer (z = zp). a—d: x-directional momentum terms
to T,. a CRy (—fcv), b TD, (du/dt), ¢ PG, (—gdn/dx), and
d VD, (AZ32u/az2). e-h: y-directional momentum terms to T,.
e CRy (feu), f TD, (dv/0t), g PG, (—gdn/dy), and h VD,
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(A;0%v/0z%). As the magnitudes of CR, TD, PG, and VD terms
in the momentum equations to T, are identical to the terms to
Ty, the terms to T, are only presented. The directions of wind
stress are marked on the left of each row. a-h share a color-
bar on the bottom. See Section 3 for convention of subscripts and
superscripts
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As the number of grid points having significant non-
linear terms is less than 2 % of total grid points in
the study domain, the linear assumption in the wind-
current system can be reasonable (see Section 3 for more
details).

In the x-directional momentum balance due to Ty, the
PG and AD terms appear at both east and west sides of the
islands with alternative signs (Fig. 10i—p). The VD term is
relatively smaller than the other terms (PG, CR, and TD; less
than 8 % of the sum of these terms).

Considering the magnitudes of the model-derived SSH
responses and the PG terms in the momentum balance
at low and diurnal frequencies, the enhanced areas of
the SSH response do not always correspond to regions

z
v &-x

(@) CRy
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having dominant PG terms (see Fig. 2q and r, and middle
column in Fig. 5 for 0 = o1 ; Fig. 7q, 1, b, and f for 0 = op)
because the slopes of SSHs (spatial gradients) at the diurnal
and inertial frequencies can be low near the coast.

4.2.3 Influence of seasonal stratification

The model-derived transfer functions and momentum bal-
ance shown so far are based on summer stratification
(Fig. 11a). The mixed layer depth and characteristics
of near-inertial internal oscillations depend on seasonal
stratification. To highlight these effects, we present vertical
sections showing momentum balances at the inertial fre-
quency for summer and winter (Figs. 11b and 12). The wind

wind
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wind
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Fig. 10 Magnitudes of Fourier coefficients of CR, TD, PG, and VD
terms (x10°, ms~2) at the diurnal frequency (¢ = op) and along
two cross-shore lines [a—h for the cross-shore line a and i—p for a
cross-shore line b in Fig. 1]. a-d and i-l: x-directional momentum
terms to T,. a and i: CRy (— fcv). b and f: TD, (du/dt). ¢ and g: PGy
(—gdn/8x). d and 1: VD, (A.8%u/9z%). e-h and m—p: y-directional
momentum terms to T,. e and m: CRy, (fcu). f and n: TD,, (dv/01). g

0.2 0.3 0.4
(x10°, ms?)

and 0: PGy, (—gdn/dy). and hand p: VD, (A;9%v/3z2). As the mag-
nitudes of CR, TD, PG, and VD terms in the momentum equations to T,
are identical to the terms to Ty, the terms to T, are only presented. The
directions of wind stress are marked on the left of each row. a—p share
a colorbar on the bottom. See Section 3 for convention of subscripts
and superscripts. Note that the depth is nonlinearly scaled to highlight
the feature in the surface layer
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responses with high stratification (summer) are stronger and
more confined near the surface than those with weak strati-
fication (winter) (e.g., Shearman 2005). This is the same
mechanism as for diurnal jets speeding up during the day
time (e.g., Price et al. 1986).

In winter (second and fourth rows in Fig. 12) the wind
stress divergence penetrates into deeper depth, so the mag-
nitudes of CR and TD (first and second columns in Fig. 12)
below the mixed layer are slightly increased. Wind stress
at the inertial frequency produces pressure gradients near
the islands only during summer stratification (Fig. 12k
and o).

4.3 Summary of the transfer function and momentum
balance analyses

As a way to identify the dynamical system using the
stochastic approach, the transfer function analysis enables
us to examine the relationship between driving forces and
responses in the frequency domain. In this paper, we pro-
vide the dynamical and comprehensive descriptions at three
primary frequencies (¢ = oL, op, and of) using momentum
equations and transfer functions, obtained from the observa-
tions and the idealized three-dimensional ocean circulation
model.

The transfer function analysis highlights that (1) at
low frequency, wind stress in the cross-shore and along-
shore directions drives nearshore, alongshore near-surface
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currents; (2) there is a 180° argument difference between
cross-shore winds and along-shore currents; and (3) at
diurnal or inertial frequencies, the magnitude of the trans-
fer function is largest offshore, with both downwind and
crosswind responses.

The momentum budget analysis summarizes that (1) at
low frequency, the surface Ekman balance dominates in
the offshore surface mixed layer and geostrophic balance
becomes dominant in the nearshore and alongshore cur-
rents and (2) at diurnal and inertial frequencies, the inertial

dynamics is the primary balance.
As an example of the dynamical interpretation using

transfer function analysis, the alongshore surface circula-
tion driven by cross-shore wind stress can be explained
in three frequencies. At ¢ = o, the cross-shore wind
stress and along-shore surface currents have nearly 180°
argument difference (@;’x ~ 180°; Fig. 20), which indi-
cates the opposite timings of their maximum and minimum.
The argument decreases into 90° as the frequency increases
to the diurnal frequency (or near-inertial frequency)
[@fx — 90° as 0 — op(0 < o < op); Fig. 70] and
is abruptly changed into 45° (G);'Ix = 45°) at 0 = oy (see
Fig. 1d in Kim et al. (2009b)). While the low-frequency
wind stress in the cross-shore direction is relatively weaker
than that in the along-shore direction, the circulation in
the vicinity of the complex coastline and embayment areas
may require to include the influence of the cross-shore
wind stress (e.g., Winant 2004; Ponte 2010), which has

Fig. 11 Seasonal a temperature (a)
(°C) and b salinity profiles in the 0 0
upper 100-m depth observed at
C in Fig. 1, which is the one of
the CalCOFI stations on the line 107 1 107 i
93.3, used as initial conditions
of the numerical model 20f 1 20f 1
301 1 301 1
— 40 B T 40 B 7
E
£ 501 1 501 1
Q.
[0
O 6o} { o} ]
70t 1 70t 1
801 1 801 1
90 —— Summer(|  90f i
= Winter
100 * 100 - . .
10 15 20 334 335 336 337 338

Temperature (C)
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received less attention and sometimes even neglected in
the coastal circulation studies (e.g., Allen and Smith 1981;
Pettigrew 1981; Lentz and Winant 1986; Lee et al. 1989;
Lentz et al. 1999).

5 Discussion

5.1 Benefits of the transfer function analysis
in understanding shelf dynamics

The transfer function analysis can provide dynamical
insights on the shelf dynamics in the frequency domain.

z
>

wind y ®» X

(a) CRy
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Using horizontal maps of the magnitude of the transfer
function, we can identify coastal regions where geostrophic
balance or pressure gradients against the boundaries are
dominant and their respective spatial scales of influence.
Particularly, it can be used to delineate the inner and outer
shelf areas in terms of the timescale or frequency band of
interest. Moreover, the transfer function analysis on the ver-
tical current profiles and cross-shore transects can provide
the effective depth (e.g., inner shelf and outer shelf) of influ-
ence of the wind momentum and can explain the fine details
of the cross-shore circulation such as how the surface and
bottom boundary layers are coherent with surface wind forc-
ing. Additionally, the transfer function analysis has revealed
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Fig. 12 A comparison of magnitudes of Fourier coefficients of CR,
TD, PG, and VD terms (x 10°, m s~2) of x-directional momentum bal-
ance to T, at the inertial frequency (o = or) and along two cross-shore
lines [a—h for a cross-shore line a and i—p for a cross-shore line b in
Fig. 1] under seasonal stratification (summer and winter). a—d and i—
I: Summer. e-h and m—p: Winter. Columns left to right indicate CRy
(= fev), TDy (Bu/d1), PGy (—gdn/dx), and VD, (A,d%u/dz>). As the

(x10°, ms?)

magnitudes of CR, TD, PG, and VD terms in the momentum equations
to T, are identical to the terms to Ty, the terms to T, are only presented.
The direction of wind stress is marked on the left corner and the season
is denoted on the left of each row. a—p share a colorbar on the bottom.
See Section 3 for convention of subscripts and superscripts. Note that
the depth is nonlinearly scaled to highlight the feature in the surface
layer
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the inertial variance in the sea surface heights forced by
winds (e.g., Fig. 11 in Verdy et al. (2013)), which has not
been reported in the observations.

The argument of the isotropic transfer function
(Appendix C) provides the influence of stratification in the
inner shelf and outer shelf areas (e.g., Kim et al. 2010b).
In the wind-forced coastal circulation, the veering angle of
currents at low frequency in the inner shelf becomes rela-
tively higher than that in the outer shelf due to decreased
Ekman spiral under reduced stratification and increased
eddy viscosity in the shallow water (e.g., Lentz 2001;
Kirincich et al. 2005).

Analytical solutions of both the time-transient (unsteady)
Ekman model (e.g., Lewis and Belcher 2004) and
frequency-domain Ekman model (e.g., Kim et al. 2009b,
2014) are equivalent, which can be addressed with the
outputs from numerical simulations. However, as the tran-
sient solutions on coastal upwelling and downwelling (e.g.,
Austin and Lentz 2002; Allen et al. 1995) contain broad-
band energy, the transfer function at a specific frequency
may not explain the corresponding time-transient solution.

In previous studies of coastal dynamics, the momen-
tum budget analysis has been done using bandpass-filtered
time series or using temporal mean of individual momen-
tum terms (e.g., Winant et al. 1987; Dever 1997; Lentz
and Trowbridge 2001; Lentz and Chapman 2004; Fewings
et al. 2008). The choice of the frequency band for band-
pass filtering can be a difficult job to identify the clearly
balanced momentum terms. However, the momentum bal-
ance analysis in the frequency domain can separate the
dominant momentum terms as a function of frequency
and help us to isolate the timescales of meaningful terms
of the interested dynamics (e.g., Dever 1997; Lentz and
Trowbridge 2001). While the time domain analysis can
address the time-transient solutions of terms in momentum
equations (e.g., Allen et al. 1995; Austin and Lentz 2002),
the frequency domain analysis can be more useful in
explaining the dynamical terms having periodic and statio-
nary variability at the given frequency or frequency bands.
On the contrary, the response function in the time
domain, the inversely Fourier-transformed transfer func-
tion, can be used to examine the time-transient solutions
in coastal dynamics (e.g., Kim et al. 2014). For instance,
the wind response function explains the near-inertial oscil-
lations with time decay and geostrophic currents, which
correspond to responses of the ocean at rest to the abrupt
wind impulse (e.g., Kim et al. 2009b; D’ Asaro 1985). Addi-
tionally, in the relationship between forcing and response,
the response function can address how the local disturbance
affects the ocean physics in the entire domain. In the oppo-
site sense, the adjoint model simulates the ocean physics
backward to determine which model inputs are responsible
for making the perturbation (e.g., Verdy et al. 2013).
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5.2 Applications and limitations of the transfer function
analysis

In addition, the transfer function analysis can be easily
adapted for the interpretation of the limited and under-
sampled in situ observations with shelf dynamics. In a
similar way, the wind-driven circulation in the bay has been
investigated elsewhere (e.g., Winant 2004; Ponte 2010).
Besides, the anisotropic transfer function can separate the
time lag and veering angle, which are lumped into the argu-
ment of the isotropic transfer function. The data-derived
isotropic transfer functions at the same three frequencies
(0 = or,op, and of) (e.g., Kim et al. 2010b) can be
compared with the model-derived anisotropic functions (see
Appendix D for more details).

The proposed transfer function analysis may not guaran-
tee the dynamically consistent relationship between forcing
and response. For instance, while the land/sea breezes and
S1 barotropic tidal currents are not physically coherent and
correlated, they can have a statistically coherent relation-
ship. Thus, a dynamical model can be used to identify the
limitations of the statistical analysis. In contrast, the sim-
ulated ocean states present the existence of wind-driven
near-inertial oscillations in the ocean surface and interior.
However, the observations of surface and subsurface cur-
rents off southern San Diego do not show the significant
variance at the inertial frequency, and the statistically coher-
ent relationship related to the inertial currents was not found
(e.g., Kim et al. 2009b, 2010b; Kim 2010). Thus, the coastal
circulation should be verified and cross-validated with the
statistical and dynamical analyses.

In a similar context, there are several areas to have
the inconsistent spatial structures in the data-derived and
model-derived transfer functions, which can be associated
with issues related to the SNR in observations and techni-
cal limitations (e.g., the bias in the radar beam pattern and
the attenuation of the radar signals with distance). Thus,
the numerical simulations can tell us the dynamically con-
sistent three-dimensional field and help us to discern the
observational limits and errors which may be imposed in the
statistical analysis.

5.3 Relevance with Lerczak et al. (2001)

The wind-driven surface currents at low frequency off
southern San Diego have the decorrelation length scales
of 60 to 80 km, and the Rossby number relevant to the
wind-driven surface circulation is expected to be very small
(Ry <« 1) (Kim et al. 2010a). The continuous in situ ocean
observations (ADCP and HFRs) over several years in the
study domain do not show the significant near-inertial vari-
ance (e.g., Kim et al. 2010a, 2009a; Kim 2010). Specifically,
the spectral analysis of surface and subsurface current time
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series, which are long enough to isolate the variance at
two nearby frequencies—diurnal frequency (op = 1 cpd)
and local inertial frequency (of = 1.07 cpd), exhibits that
the inertial variance is negligible and the variance at two
frequencies does not have any evidences for the energy
spreading (e.g., cuspate peak). Thus, the near-inertial vari-
ance is neither significant nor shifted due to background
low frequency or mean currents. Although the wind forcing
in the model is relatively weak, the simulation at the
diurnal frequency produces very weak internal waves com-
pared with the ones at the inertial frequency. Therefore, this
paper may not be relevant to Lerczak et al. (2001).

5.4 Mismatch of the scaling factor and length scales

Although the magnitudes of the data-derived and model-
derived transfer functions have qualitative similarity in their
spatial structure, the observed current responses are larger
by nearly a constant factor of 2.5 and have two times larger
spatial scales (Figs. 2 and 7).

The scaling factor can be attributed to the bandwidth
of transfer functions and the model configuration related
to surface mixing. As the data-derived transfer functions
are computed from finite Fourier transform (FFT) of time
series, the magnitude at a given single frequency represents
the value within a finite bandwidth. Meanwhile, the model-
derived transfer functions are computed by least-squares
fit at the wind forcing frequency such as harmonic analysis
for fitting of tidal lines, which does not have a finite band-
width. Thus, the bandwidth of the model-derived transfer
function tends to be smaller than that of the data-derived
transfer function. While the scaling factor can be a function
of the resolution of the frequency axis, the exact mathe-
matical formulation for the scaling factor may not be deri-
vable. In addition to the above factors affecting the spatial
scales of the model- and data-derived transfer functions, the
surface and bottom boundary layer dynamics, the choice of
the quadratic bottom drag coefficient, and the absence of
real atmospheric forcing in this idealized model simulation
can possibly contribute to the differences between model-
and data-derived transfer functions.

Regarding the mismatch on the spatial scales of the mag-
nitude of the transfer functions, enhanced and larger spatial
scales of the magnitude of the data-derived transfer func-
tions might be related to the combined processes due to
local and remote winds at synoptic scales as opposed to
the spatially uniform local wind forcing in the model. For
instance, the features of coastally trapped waves captured in
the U.S. West Coast (USWC) HFR network appear within
25 to 50 km from the shoreline over most of the USWC and
their persistent and poleward propagations along with sea
surface elevations are partially coherent with the large scale
wind field (e.g., Kim et al. 2011, 2013). The remote wind
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forcing tends to generate broader scale current responses.
Moreover, as the model simulations in this study used spa-
tially uniform wind stress which does not contain any spatial
structure of wind (e.g., wind shear, wind stress curl), the
indirectly forced wind response (e.g., Rykaczewski and
Checkley 2008) may not be included in the model.

6 Conclusions

A complementary statistical and dynamical assessment of
the wind-driven coastal circulation off southern San Diego
has been carried out by analyzing in situ observations of
the surface and subsurface currents and the wind data at
a local wind station along with numerical model simula-
tions implemented using realistic bottom topography and
spatially uniform wind stress forcing. Linear regression
between Fourier coefficients of both wind stress and cur-
rents provides a transfer function that characterizes the local
wind-driven coastal circulation. This statistical estimation
of the transfer function gives an alternative approach to
describe the system as compared to the dynamical analysis
using momentum balance terms in the governing equa-
tions. The present study uses anisotropic transfer functions,
which allows isolating the current responses corresponding
to individual wind directions (zonal and meridional) at three
primary frequencies (low, diurnal, and inertial frequencies)
to delineate the dominant coastal circulation. This analysis
provides two-dimensional maps of horizontal x — y sec-
tions and vertical x — z sections of ocean responses to wind
forcing, derived purely from observations as well as from
idealized ocean model simulations. In addition, the dynami-
cal analysis of momentum balance terms of the model solu-
tions provides the spatial structure of wind-driven pressure
gradients and near-inertial motions. Finally, all directional
winds and currents at three primary frequencies are taken
into consideration.

The magnitudes of transfer functions at low frequency
are enhanced near the coast, attributed to geostrophic
balance between wind-driven pressure gradients and the
Coriolis force on currents. This response diminishes away
from the coast, returning to the balance between Coriolis
force and friction, as in the classic Ekman model. The
transfer functions near the inertial frequency show reduced
magnitudes near the coast primarily due to friction in the
coastal boundary as opposed to the enhanced response off-
shore as a result of the inertial resonance. The surface
circulation and transfer functions at the diurnal frequency in
this area are similar to the inertial ones.

The vertical transects at low frequency show that the
dominant momentum balance is the Ekman balance in the
upper layer and geostrophic balance in the interior. In addi-
tion, surface geostrophic balance appears at the coastal
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boundaries. For the diurnal forcing, the internal near-inertial
oscillations and alternating pressure setups on either side
of the islands with abrupt changes in topography are seen.
The seasonal stratification affects the mixed layer depth and
the magnitude of wind-driven responses, confining the wind
stress divergence near the surface during summer (strong
stratification) and allowing it to penetrate deeper during
winter (weak stratification).

The anisotropic transfer functions are composed of four
components with respect to individual directions of wind
stress and currents, and they are transformed into the ISCs
and ASCs by their sums and differences. The ISCs and
ASCs can be used as a priori to improve the estimate
of the data-derived transfer functions, especially, when
wind stress and currents in a single direction are poorly
determined.
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Appendix A: Spatial scales of the surface wind field

The decorrelation length scales of the surface wind field off
southern San Diego are examined with the COAMPS now-
cast data with two spatial resolutions of 1.7 and 5.1 km

hourly nowcast wind data at W 33°00°
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(Hodur 1997). An example of spatial correlations of the
hourly model wind at W in Fig. 1 for one year (2006) is
shown in Fig 13. The length scales are asymmetric, i.e., rel-
atively long seaward and short shoreward, in the range of 25
to 120 km.

Appendix B: Equilibrium of the model solutions

An example of model currents forced by low-frequency
cross-shore wind stress (Ty) is presented with the hourly
time series of u- and v-components at the center of a cross-
shore line a in Fig. 1 and the surface layer (z = —0.5 m)
over 30 days (Fig. 14a and b). The data for the first
three days are excluded (a black box), and the rest of
model solutions is used for the transfer function analysis
and momentum budget analysis. Although the weak near-
inertial oscillations are still imposed in the time series after
three days, the model solutions at low frequency reach the
equilibrium quickly.

Appendix C: Isotropic subsurface transfer function

From the isotropic relationship (Eq. 4), the wind-coherent
currents are as follows:

fiw(z, 0) = Ez, 0) [12(0) + i, (0)], (24)

= [Er(z, 0) + iEi(z, 0)] [Tx(0) + iTy(0)],
(25)

where E, and E; indicate the real and imaginary parts
of the isotropic transfer function (E). The corresponding

a ‘ ‘ ‘ ‘ ‘ ‘
@ :
g 0 m
]
-5H
(b)
5,
Q
g 0
S Wf
-5 ‘ ‘ ‘ ‘ ‘ ]
0 5 10 15 20 25 30
Time (days)

Fig. 14 The hourly time series of model currents, forced by low-
frequency wind stress in the cross-shore diction (T, ), at the center of
a cross-shore line a in Fig. 1 and the surface layer (z = —0.5 m) over
30 days. The data for he first three days are excluded (a black box), and
the rest of model solutions is used for the transfer function analysis.
a u-component (cm s7h, b v-component (cm s7h
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magnitude and argument are referred to as E and OF,
respectively, i.e.,

E = [E| = |[E, +iEil, (26)

—1 E;
E,

OF = tan , (27)

The data-derived isotropic transfer function (E) is com-
puted from the TJR wind stress and the detided HFR surface
and ADCP subsurface currents (Fig. 15a and c). The model-
derived isotropic transfer function (F) is based on the Ekman
model (Fig. 15b and d) (e.g., Kim et al. 2009b).

The peak near the inertial frequency decreases with
depth, consistent with the model, penetrating up to about
8 m. However, the significant variance at low frequency
does not appear in the model, which indicates the influ-
ence of pressure gradients near the coast because the Ekman
model does not include pressure gradient terms (Fig. 15a
and b) (e.g., Kim et al. 2009b). The arguments of data- and
model-derived transfer functions are very similar except for
the sign shift at the zero frequency (Fig. 15c and d).

Appendix D: Time lag and veering angle

As the argument (©F) of the isotropic transfer function
(E in Eq. 24) contains the time lag («) and veering angle
(B),i.e., OFf =a + B (see Kim et al. (2009b)),

i(0) +id(0) = E(@)e!®"” [1,:(0) + ity (0)], (28)
we can separate them with the relationship between individ-
ual components of wind stress and currents, i.e., anisotropic
transfer functions.

As a simple case when ISCs are dominant over ASCs
(e.g., offshore region), the anisotropic transfer functions can
be paired (Hyy = Hyy and Hyy, = —H,y) (e.g., Kim et al.
2009b). The Fourier coefficients of currents are expressed
with the isotropic convention:

040 = (Hxly + Heyty) +i (Hy T + Hyyty) . (29)

e H ~ . H ~
= ('Hxx|el()”1x + |HX)r|el®XyTy>

. ® H .
4 <|ny|el (of+)s, 4 |Hxx|e'®fx%y> ., (30)

. H . . H n A
= (|H“|e’@xx - lleyle’G)”) (i +i%). (D)
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Fig. 15 Magnitudes and arguments of surface and subsurface
isotropic transfer functions derived from HFRs and ADCP observa-
tions at T in Fig. 1 and the Ekman model. a E, b F, ¢ OF, and d ©F.

where Hy, has the zero veering angle and the time
lag of ©f (@ = ©f and B = 0°), and H,, has
the veering angle of —90° and the time lag of (H)fy
(a = ny and B = -90°). Thus, this comparison
enables us to differentiate the veering angle and time
lag when the argument is ambiguously computed under
the isotropic assumption such as complex coherence and
correlation.

Ato = o, ®g€ is in the range of —2° to —5°, and ®fy
is in the range of —7° to —8° (Fig. 2m—p; Eq. 31). The esti-
mated time lag (o) and veering angle (8) for three cases of
the argument (OF) at low frequency (OF = —30°, —45°,
and —60°) (e.g., Kim et al. 2010b) are shown in Table 1. For
the case of 0 = 0 cpd (Ekman model), the time lang and
veering angle are zero and —45°, respectively.

At o = op, @g is in the range of 2° to 6°, and ®fy
is in the range of —61° to —67° (Fig. 7m —7p). The esti-
mated time lag (o) and veering angle (8) for four cases of
the argument (©F) at the diurnal frequency (©F = —30°,
—45°, —60°, and —75°) (e.g., Kim et al. 2010b) are shown
in Table 2

@ Springer
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fc and 8 denote the local inertial frequency (1.07 cpd) and the Ekman
depth (8 = m+/2v/f. = 8.705 m, where v = 3 x 10~* m? s~ is the
kinematic viscosity), respectively

Appendix E: Estimates of ISCs and ASCs

Equations 14 and 15 are solved together frequency by
frequency (e.g., Wunsch 1996; Kim 2009):

lq
[ﬁ} _ [%x Ty, Ay %y} le (32)
D Ty =T Ty T || Ad |’
A

C

where i, i, T, and %y are column vectors consisting of N
sub-sampled Fourier coefficients at a single frequency (T is
the vector transpose), presented as follows:

i = [iay--in] (33)
b =[0102-- o], (34)
te = [fato - tw]' (35)
= [t tn] (36)
Equation 32 is formulated as
d=7Zm, (37



Ocean Dynamics (2015) 65:115-141

Table 1 Estimates of the time lag («, degrees or hours) and veering
angle (B, degrees) for three cases of the argument (OF = a + B) of
the isotropic transfer function at low frequency (o = o1) using the
pairs of time lags (© or @g,) and veering angles (0° or —90°) of
the anisotropic transfer functions. The negative time lag indicates that
wind stress leads the currents, and the negative veering angle mea-
sures the amount of turn that the currents head to the right of the wind

direction

Cases c —30° —45° —60°
Summer o —4.2° —5.0° —5.8°
(—3.65h) (—4.34 h) (—=5.04 h)
B —25.8° —40.0° —54.2°
Winter o —6.0° —6.6° —7.2°
(—5.25h) (—5.73 h) (—6.26 h)
B —24.0° —38.4° —52.8°
Ekman o 0°
(Oh)
B —45°

where d, Z, and m correspond to the currents, wind stress,
and isotropy and anisotropy components. The estimated
model coefficients (m) are

= pz' (ZPZT + R)_l d, (38)

= (z*R*‘z + P’])_l Z'R7'd, (39)

where P and R are the model and error covariance matrices
(T is the matrix transpose).

When the error covariance matrix (R) is replaced with
an identity matrix (I), the model covariance matrix (P) will
become a unique factor to adjust the inverse of SNR (RP~!;

Table 2 Estimates of the time lag («, degrees or hours) and veering
angle (B, degrees) for four cases of the argument (OF = o + B) of
the isotropic transfer function at the diurnal frequency (o = op) using
the pairs of time lags (8%, or @fv) and veering angles (0° or —90°) of
the anisotropic transfer functions. The meaning of the time lag and the
convention of the veering angle are noted in Table 1

Cases et -30° —45° —60° —75°
Summer o —10.5° —17.2° —23.9° —30.6°
(0.68 h) (—1.13 h) (—1.6h) (=2h)
B —19.4° —27.8° —36.1° —44.4°
Winter o —10.9° —-17.1° —23.4° —29.6°
(0.68 h) (—1.13 h) (—1.6h) (=2h)
B —19.1° —27.9° —36.6° —45.4°
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Bk, k=1, 2, 3, and 4), whose diagonal components reflect
the contribution of each basis function:

L0 0 0
0 /0 0
00 B0
00 0 By

The inverse of SNR for the estimates of ISCs and ASCs
is assumed as 0.1, 0.1, 0.5, and 0.5 of the mean eigenvalues
of the covariance matrix Fourier coefficients of wind stress,
respectively, for lg, Ic, Ag, and A¢ at the given three frequen-
cies (0 = o1, op, and of). The chosen ratios are less sensitive
to the overall results.

P= (40)
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