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Abstract Frontogenesis and frontal instabilities in the
mixed layer are known to be important processes in the
formation of submesoscale features. We study the season-
ality of such processes in the Gulf Stream (GS) region.
To approach this problem, a realistic simulation with the
Hybrid Coordinate Ocean Model is integrated for 18 months
at two horizontal resolutions: a high-resolution (1/48◦) sim-
ulation able to resolve part of the submesoscale regime and
the full range of mesoscale dynamics, and a coarser resolu-
tion (1/12◦) case, in which submesoscales are not resolved.
Results provide an insight into submesoscale dynamics in
the complex GS region. A clear seasonal cycle is observed,
with submesoscale features mostly present during winter.
The submesoscale field is quantitatively characterized in
terms of deviation from geostrophy and 2D dynamics. The
limiting and controlling factor in the occurrence of subme-
soscales appears to be the depth of the mixed layer, which
controls the reservoir of available potential energy available
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at the mesoscale fronts that are present most of the year.
Atmospheric forcings are the main energy source behind
submesoscale formation, but mostly indirectly through
mixed layer deepening. The mixed layer instability scal-
ing suggested in the (Fox-Kemper et al., J Phys Oceanogr
38:1145–1165, 2008) parametrization appears to hold, indi-
cating that the parametrization is appropriate even in this
complex and mesoscale dominated area.
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1 Introduction

Ocean dynamics developing at the planetary scale is domi-
nated by Earth’s rotation and density stratification. Motion
of water masses at these scales is governed by the balance
between Coriolis force and pressure gradient. In this regime,
planetary rotation dominates over advection, and the Rossby
number is small, Ro = U/f L � 1 (U and L are the charac-
teristic scales for horizontal velocity and length, and f is the
Coriolis parameter). At these scales, the energy injected by
the atmosphere is released through baroclinic instabilities
in form of kinetic energy (McWilliams 2008; Molemaker
et al. 2010), and dissipation is provided by friction within
the boundary layers.

At the small scales, on the other hand, the effect of
planetary rotation is negligible (Ro � 1), and flows have
the characteristics of the extensively studied non-rotating
regime: flows are fully three-dimensional, and the equa-
tions of motion are dominated by advection and diffusion
separated by the inertial range (Kolmogorov 1941). Turbu-
lence in this regime is fully three-dimensional and charac-
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terized by a forward cascade of energy allowing viscous
dissipation.

These two regimes are separated by a broad range of
scales, ranging from O(100) m to O(10) km (Thomas
et al. 2008), usually called “submesoscale” (here on, SM).
These scales are characterized by a weakening of the
geostrophic constrains and a transition towards isotropic tur-
bulence (Molemaker et al. 2005, 2010; Muller et al. 2005;
McWilliams 2008; Molemaker et al. 2010).

SM dynamics have been extensively studied for the
past few decades through models and theoretical stud-
ies (McWilliams 1985b), but real ocean observations
are still rare (Flament et al. 1985; Pollard and Regier 1992;
Ferrari and Rudnick 2000; D’Asaro et al. 2011). An impor-
tant evidence of such regime comes from the study on the
productivity levels in the mixed layer. Productivity is sus-
tained by fluxes of nutrients from below the photic zone that
can be provided by near-coast upwelling or baroclinic insta-
bilities in regions far from the boundaries. In these regions,
the observed productivity due to mesoscale eddies has been
found (McGillicuddy Jr. et al. 2003, 2007) to account for
only 20–30 % of the annual amount of nutrients, and the
observed spatial scale of surface nutrients is too fine for
being produced by mesoscale dynamics, thereby suggest-
ing the presence of a SM regime. Klein and Lapeyre (2009)
reviewed recent developments in this direction showing that
submesoscale dynamics could indeed account for the high
productivity observed near the surface.

Lagrangian drifters are another tool that has been suc-
cessfully employed to study SM features. In the past few
years, dedicated experiments with multiple drifter launch-
ings (Koszalka et al. 2009; Lumpkin and Elipot 2010;
Schroeder et al. 2011) have been carried out in order to char-
acterize the SM regime. In particular, some studies indicate
that submesoscale features play an active role in Lagrangian
dispersion (Lumpkin and Elipot 2010; Schroeder et al.
2012), while others suggest that most of the transport is
dominated by large and mesoscale features (Koszalka et al.
2009; Schroeder et al. 2011).

The uncertainty coming from real ocean observations
underlines the importance of understanding the mechanisms
determining the presence of SM features. In the past years,
high-resolution numerical simulations greatly enhanced our
understanding on the mechanisms behind the formation of
SM features with studies in idealized or semi-idealized
configurations (Mahadevan and Tandon 2006; Mahadevan
2006; Boccaletti et al. 2007; Thomas and Ferrari 2008;
Thomas et al. 2008; Molemaker et al. 2010; Özgökmen
et al. 2011, 2012; Özgökmen and Fischer 2012). Realistic
simulations of these processes are also needed.

Basin-wide simulations have been successfully imple-
mented to study areas with strong SM activity such as
upwelling regions (Capet et al. 2008b, c, d) and continental

shelves (Capet et al. 2008a) and confirmed that SM features
are affected by the characteristics of the mixed layer and the
strength of the horizontal density gradients (Fox-Kemper
et al. 2008; Lévy et al. 2011; Badin et al. 2011).

The present work aims to contribute to the understand-
ing on the mechanisms responsible for the presence of SM
features in the mixed layer, considering a realistic high-
resolution model of the recirculating region of the Gulf
Stream (here on, GS). This region is of primary importance
for ecological and climate-related problems and has been
intensively studied in the literature in terms of mesoscale
dynamics, ring formation, and transport (Auer 1987; Clarke
et al. 1980; Johns et al. 1995; Sato and Rossby 1995;
Hogg 1992), but its submesoscale dynamics have not been
explored yet. This work provides an analysis of the SM field
in this area in terms of generation mechanisms, statistical
properties, and dependence on environmental parameters
and seasonality.

The study is carried out using Hybrid Coordinate Ocean
Model (HYCOM) which has been extensively and success-
fully tested in this region (Halliwell 2004; Chassignet et al.
2003, 2009; Smith et al. 2000).

The model is integrated for 18 months in a realistic con-
figuration at two horizontal resolutions: a high-resolution
simulation (HR) 1/48◦ horizontal resolution (∼ 2 km) that
is partially SM resolving, and a low-resolution simulation
(LR) at 1/12◦ horizontal resolution (∼ 8 km) that does not
explicitly resolve the submesoscale dynamics, but resolves
mesoscale features. Analysis of the high-resolution simu-
lation and comparison between the two simulations allow
us to isolate processes that are directly linked to subme-
soscale. Details of the model configuration are described in
Section 2. Results are presented in Sections 3, 4, and 5. In
Section 3, a review of the processes responsible for the for-
mation of SM features is presented; in Section 4, the char-
acteristics of the generated SM features are investigated;
and in Section 5, the connection between seasonality of the
mixed layer and the generation of SM features is described.

2 Model setup

2.1 Model configuration

The HYCOM (Bleck 2002; Halliwell 2004; Chassignet
et al. 2006) is used to simulate the Gulf Stream at two dif-
ferent resolutions. The HR simulation is done in a Mercator
horizontal grid at 1/48◦ grid size and has 30 vertical hybrid
(z-sigma-isopycnal) layers, of which the top six layers are
allowed to be in z coordinates, and the ocean interior is gen-
erally in potential density coordinates, referred to 20 MPa,
σ2 (the equation of state is written in σ2 with thermo-
baricity). The lateral boundary conditions are of a one-way
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nesting, with the external solution coming from a coarser
resolution (1/12◦) simulation (LR) covering the Atlantic
Ocean and the Mediterranean Sea in the latitudinal range
between 28◦S and 80◦N (Fig. 1, Chang et al. 2009). The lat-
eral boundary conditions for the LR simulation are closed
but with relaxation to climatology, for the thermodynamic
variables, in the northern and southern boundaries.

The nested simulation (HR) covers the region from
81.44◦W 28.78◦N to 50◦W 45.72◦N. It is initialized from
the low-resolution solution on January 1 after 8 years of
spin-up and ends at day 135 of the following year (May 15),
spanning a total of 501 days. A period of approximately
1 month is needed for the HR simulation to adjust from the
LR simulation. In order to avoid the possible influence of
the spin-up, we will focus on one model year in the fol-
lowing, going from May 15 (day 135 from initialization)
through the end of the simulation. In the paper, we show
typical snapshots of winter (February 1) and summer season
(July 19).

The one-way nesting method employed here is available
in the standard HYCOM source. For the barotropic flow,
boundary conditions following the method of characteris-
tics are applied to the normal velocities and pressure, while
parallel velocities are imposed. For the baroclinic flow, nor-
mal velocities and total mass fluxes are prescribed, while
tangential velocities are nudged at the boundary; interface
pressures are nudged within a finite width zone.

An example of the HR simulation is shown in Fig. 2
where a snapshot of sea surface temperature (SST) is dis-
played for the winter season. The configuration of the HR
simulation has been used by Haza et al. (2012) to study the

Lagrangian properties of the Gulf Stream. The model near-
surface circulation shows a defined Gulf Stream extension,
Gulf Stream velocities, and eddy kinetic energy consistent
in magnitude and location of the current with drifter data
analysis (Fratantoni 2001; Garraffo et al. 2001; Lumpkin
and Johnson 2013). The model sea surface height variabil-
ity (not shown) is 20–40 cm in the Gulf Stream extension,
consistent with altimeter data analysis (Ducet et al. 2000).

The present study focuses on a portion of the recircu-
lation zone of the GS, region A (from 72.02◦W 30.162◦N
to 55.86◦W 33.442◦N), characterized by the recirculating
part of the subtropical gyre. This region is chosen because it
allows us to study the dynamics of SM features in the pres-
ence of strong mesoscale features such as those generated in
proximity of the GS. In order to visualize SM features, diag-
nostics are also computed for a smaller region (region S)
located inside region A. Diagnostics are obtained at differ-
ent depths after interpolation of the original hybrid vertical
grid to a fixed depth grid.

The LR and HR simulations are based on the same
depth data set, parameters, and forcing. The model topog-
raphy was obtained from the Digital Bathymetric Data
Base. The thermodynamic atmospheric forcing is based
on monthly values from the ECMWF 40-year reanalysis
(ERA40, Uppala et al. 2005) for years 1978–2002. The
mechanical forcing is based on the same data set plus 6-
hourly perpetual year wind stress and wind speed anomalies
(derived from Navy Operational Global Atmospheric Pre-
diction System Model, for January 2003–January 2004).
Atmospheric forcing values are extrapolated from the ocean
onto land to avoid discrepancies between atmospheric and

Fig. 1 The domain of the LR

simulation of the Atlantic Ocean
at 1/12◦ horizontal resolution,
where the box represents the
extent of the nested HR

simulation at 1/48◦ horizontal
resolution. The gray color
represents the bathymetry of the
region
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Fig. 2 SST (in degrees Celsius)
snapshot during the winter
season from the HR simulation.
The boxes represent the regions
over which diagnostics are
computed
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ocean model land–sea masks (Kara et al. 2007), and sev-
eral bias corrections are applied that are in use at the
Naval Research Laboratory, some of them described for the
ERA40 simulation by Metzger et al. (2010) (wind speed
corrected through correlations with satellite observations
(Wallcraft et al. 2009), limiting maximum wind velocity to
non-hurricane winds).

The vertical mixing scheme is based on the KPP
parametrization of Large et al. (1994). Horizontal mixing
is parametrized as a linear combination of Laplacian and
biharmonic mixing scaled with the grid size (Chassignet and
Garraffo 2001).

2.2 Flow decomposition

For a number of diagnostics presented in the following, it is
useful to separate the mesoscale and large fraction from the
SM fraction of the flow field. This is done by filtering in
space the variables of interest and removing the filtered frac-
tion from the total field to obtain the SM residuals. The filter
used here is a one lobe sine function with equation f (x) =
sin(x·2π/λ)/(x·2π/λ)·sin

(
x · 4π/λ2

)
/
(
x · 4π/λ2

)
, where

the parameter λ is selected by minimizing the difference
between the filtered fields in the mixed layer, where SM
features are expected to be abundant (60-m depths, winter
HR), and the same unfiltered fields below the mixed layer
(500 m), and where SM features are expected to be absent
in the first approximation. The fields considered are the two
components of horizontal velocity u and v and density ρ.

In Fig. 3, the RMS difference between each filtered vari-
able at a 60-m depth (VF (λ)60 m) and the original field at
500 m (VO 500 m) is computed as function of λ,

D =
√

(VF (λ)60 m − VO 500 m)2. (1)

where D is normalized between 0 and 1 to facilitate the
comparison. Results for the two velocity components are
similar, showing a minimum around λ ≈ 100 km, while for

density, the minimum is around λ ≈ 50 km. In the follow-
ing, we choose a reference value of λ = 70 km for filtering.
Obviously, the partition between mesoscale and SM is not
expected to be perfect, given the complexity of the flow and
its multiscale nature. For this reason, in the following, we
also perform additional sensitivity tests for selected diag-
nostics. Notice that λ = 70 km approximately corresponds
to filtering scales smaller than the first baroclinic Rossby
deformation radius, which is expected to be of the order of
30 km in this area (Chelton et al. 2010).

As an example, results of the filtering with λ = 70 km

are shown in Fig. 4 for speed
(
c = |u| = √

u2 + v2
)

over

the whole domain, where filtered quantities and anomalies
are displayed next to the original field (Fig. 4a). Here and
in the following, the mesoscale fraction is represented by
the over-bar, while submesoscale anomalies, by the prime
(c = c̄+c′). The mesoscale field appears well resolved (Fig.
4b), and SM features (Fig. 4c) are ubiquitous in the winter
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Fig. 3 Values of D (1) for u, v, and density ρ as function of λ com-
puted over region A during the winter season of the all domain of the
HR simulation
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Fig. 4 a Total (c), (b) filtered (c̄), and (c) residual speed (c′, in meter
per second) at a 60-m depth during winter season for the HR simulation

mixed layer. SM features are especially developed around
the edges of mesoscale structures such as rings, eddies, and
jets, as can be expected in a strain-dominated region such as
the GS (Bishop 1993; McWilliams et al. 2009a, b).

3 Mechanisms of submesoscale generation:
frontogenesis and mixed layer instabilities

The SM regime is characterized by the ability to transfer
energy from available potential energy (APE) and kinetic
energy (KE) of the mesoscale to smaller scales, opening

the road toward the dissipative scales (McWilliams 2008;
Molemaker et al. 2010). In particular, APE, stored in the
highly energetic mesoscale features of the Gulf Stream,
can be transferred to the smaller scales by frontogene-
sis (Hoskins 1982; Pedlosky 1987; Giordani and Caniaux
2001; Thomas and Lee 2005; Lapeyre et al. 2006) and then
released in the form of eddy kinetic energy (EKE) by mixed
layer instabilities (MLI) (Stone 1966, 1970; Boccaletti et al.
2007).

Here, we investigate the mechanisms of frontogenesis
and MLI in the GS simulations, considering first specific
examples occurring in winter and summer snapshots and
then quantifying their overall time dependence in terms of
integral quantities.

3.1 Frontogenesis in the mixed layer

Frontogenesis develops mostly near the ocean surface,
where the absence of vertical velocities allows straining
from mesoscale eddies to increase density variance, there-
fore leading to a very effective sharpening of existing den-
sity fronts (Bishop 1993; Lapeyre et al. 2006; McWilliams
et al. 2009a, b). Surface horizontal density gradients ∇hρ

are in thermal wind balance with a surface jet that generates,
as byproduct of frontal intensification, increased vorticity at
the flanks of the front and regions with strong horizontal
strain.

Frontogenesis is commonly studied in terms of frontal
tendency function F (Hoskins and Bretherton 1972; Capet
et al. 2008c),

F = D|∇hρ|2
Dt

= Q · ∇hρ, (2)

where ρ is density, Q is the Q-vector defined in Eq. 3 and
∇h = ∂/∂x î + ∂/∂y ĵ. A positive sign of F represents
an increase in time of the magnitude of the density gradi-
ent indicating frontogenesis, while a negative sign indicates
frontolisis.

The Q-vector (Hoskins 1982),

Q = (Q1, Q2) =
(

−∂u
∂x

· ∇hρ, −∂u
∂y

· ∇hρ

)
, (3)

computed with the full horizontal velocities (geostrophic
and ageostrophic), affects the evolution of the thermal
wind components disrupting the thermal wind balance.
The thermal wind balance is then compensated by a sec-
ondary ageostrophic circulation across the front. The result-
ing cross-front circulation is described by the �-equation
which expresses the spatial distribution of the vertical quasi-
geostrophic velocity, ω, as a function of the horizontal
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divergence of Q (Hoskins et al. 1978; Giordani and Planton
2000; Giordani and Caniaux 2001),

N2∇2
hω + f 2

0
∂2ω

∂z2
= −2

g

ρ0
∇h · Q, (4)

where N2 is the Brunt–Väisälä frequency, N2 = bz (sub-
script represents the partial derivative with respect to z),
with b as the buoyancy b = −gρ/ρ0, and ρ0 as the refer-
ence density computed as the average density in the mixed
layer of region A.

Examples of vertical recirculations indicative of fron-
togenetic activity during winter in subregion S are shown
in terms of ω for HR Fig. 5a. Alternate bands of vertical
velocity are evident along the fronts, spatially correlated
to regions with large values of F (not shown). Notice that
ω is computed by inverting the �-equation, and therefore,
strictly speaking, represents only the QG component of
the frontal vertical velocity (Mahadevan and Tandon 2006).
Typical values of ω, though, have a magnitude on the order
of 15 m per day that accounts for most of the vertical veloc-
ity computed by HYCOM as divergence of the horizontal
velocity field. These values compare well with observations
(Pollard and Regier 1992).

During summer, the frontal vertical recirculations appear
significantly weaker, as shown by the snapshot in Fig. 5b.
Values of ω are almost one order of magnitude smaller
across the fronts with respect to the winter season, and
the patterns do not show the typical bands of alternated
positive and negative values at the flanks of the density
fronts.

The ω vertical velocity has also been computed for the
LR simulation in winter (Fig. 5c). Fronts appear signifi-
cantly weaker in intensity (about 30 % less), and they occur
mainly at the mesoscale, confirming that the structures in
Fig. 5a emerge at increased resolution, and they are linked
to submesoscale.

The frontal vertical velocity can be quantified by com-
puting the average value of |ω| over region A and can be
regarded as a proxy for frontal intensity. The time series of
the average |ω| at 5 m is shown in Fig. 6, indicating a clear
seasonal cycle with maximum values during winter (around
February) and minimum values in summer (around August).

3.2 Mixed layer instabilities

Once fronts intensify, instabilities of various types can occur
(Haine and Marshall 1998). Here, we consider the general
class of baroclinic MLI (Boccaletti et al. 2007; Stone 1966,
1970), and we propose to diagnose them through their net
effect, i.e., the conversion rate of APE to eddy kinetic

energy EKE (Boccaletti et al. 2007; Fox-Kemper et al. 2008;
Capet et al. 2008c).

The conversion of APE in EKE is common to all baro-
clinic instabilities; therefore, to ensure that only the sub-
mesoscale fraction is considered, quantities are filtered as
described in Section 2.2. The release of APE can be quan-
tified in terms of eddy vertical buoyancy flux w′b′ (where
primes denote the SM residual) which is expected to show
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Fig. 5 Vertical velocity ω (in meter per second) computed for HR a
during winter at a 60-m depth and b during summer at a 5-m depth,
and c for LR during winter at a 60-m depth. Depths are chosen in order
to represent the mixed layer
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Fig. 6 Time series of the modulus of vertical velocity |ω| (in meter
per second) computed as average values over region A at a 4-m depth
for the HR simulation

positive and negative values at the flanks of the front as
the secondary ageostrophic circulation drives the density
anomalies.

Computing w′b′ for subregion S (Fig. 7) shows that,
indeed, positive and negative values are present at the two
sides of the front. Overall larger values are found in the
winter season (Fig. 7a) compared to summer (Fig. 7b) as
expected due to the stronger vertical velocities found during
winter that drive large buoyancy fluxes. For LR (Fig. 7c),
values are comparable in magnitude to HR, but only few
relatively large features remain after filtering.

In Fig. 8, a typical winter profile of w′b′ averaged over
region A is shown. Average flux is always positive, with
zero value at the surface (consistently with the bound-
ary condition w = 0) and small values below 300 m, as
expected given that the MLI activity is confined in the mixed
layer. A clear maximum can be seen at approximately 80 m,
indicating the presence of a buoyancy flux vertical diver-
gence, with negative vertical flux gradients contributing to
a positive buoyancy tendency in the upper 80 m and posi-
tive gradients below. The tendency towards a lighter upper
mixed layer and heavier lower mixed layer contributes to
a net restratification effect. The pattern is consistent with
results from idealized MLI numerical models (Boccaletti
et al. 2007; Fox-Kemper and Ferrari 2008) as well as with
realistic models in the California Current and Argentinean
shelf (Capet et al. 2008a), and it indicates that also in the GS
region, heavily influenced by strong mesoscale and rings,
the mixed layer dynamics is largely controlled by MLIs.

In order to quantify the net release of APE, we integrate
over the mixed layer depth (MLD) the average of w′b′ over
region A, obtaining the rate of conversion of APE in EKE,
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Fig. 7 w′b′ (in square meter per cubic second) for a winter at 60 m, b
summer season at 5 m in HR, and c for winter LR at 60 m

PK (Boccaletti et al. 2007; Fox-Kemper et al. 2008; Capet
et al. 2008c),

PK = 1

MLD

∫ −MLD

0

〈
w′b′〉

xy
dz. (5)

where the angle brackets (〈.〉xy) represent the averaging
over region A. MLD is computed by HYCOM as the depth
at which the density difference with respect to the surface is
equivalent to a 0.3 ◦C temperature change (leaving salinity
constant).
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The value of PK corresponding to the snapshots in Fig. 7
in winter and summer for the HR simulation are 2.86 · 10−8

and 1.25 ·10−9 m2s−3, respectively, showing that values are
overall larger during winter than during summer. Also, val-
ues are typically larger on average in the HR simulation as
features developing in LR are suppressed by the filtering.
In Fig. 9, the complete time series of

〈
w′b′〉

xy
is computed,

showing a clear seasonal cycle in phase with the seasonal-
ity of the vertical velocity ω. Sensitivity of the time series
to different filtering length scales was tested using values
of λ = 40 km and λ = 130 km. Results show a seasonal
cycle with values of the same order of magnitude of the cur-
rent filter at 70 km, but with smaller or larger values of PK
for smaller and larger values of λ. The time series for LR
shows that a seasonal cycle in PK exists despite the filter-
ing, meaning that a scale separation is not fully captured by
the filtering or not present.

4 Diagnosing the characteristics of submesoscale
features

Here, we quantitatively describe the characteristics of the
flow in the mixed layer with specific interest in the occur-
rence of submesoscale features which we expect to be
particularly prominent in winter when the mechanisms of
frontogenesis and MLI are more active. SM features are
expected to be characterized by scales of the order of the
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Fig. 9 Time series of the conversion rate of available potential energy
into eddy kinetic energy, PK (in square meter per cubic second), as
computed in Eq. 5. PK is integrated over region A at a 5-m depth for
HR

mixed layer Rossby radius of deformation, with significant
deviation from geostrophy and high relative vorticity and
Rossby number (Thomas et al. 2008). Various diagnostics
are presented here to quantify the seasonality of SM.

4.1 Horizontal length scale

A way to quantify the scale of the features developing in
the flow field is by computing the spectra of kinetic energy.
From these, it is then possible to quantify the seasonality
of the energy associated to the SM regime integrating, for
each day, the kinetic energy spectrum over the SM wave
numbers,

KEs(t) =
∫ 2	x−1

RSM
−1

KE(k, t)dk, (6)

where KEs(t) is the portion of the total kinetic energy asso-
ciated to the submesoscale regime, i.e., the fraction of KEs

integrated over wave numbers from RSM
−1, where RSM is

the length scale of the submesoscale dynamics, to 2	x−1,
where 	x is the grid size. RSM is a function of the Rossby
deformation radius for the mixed layer, RdML (Özgökmen
et al. 2011),

RdML =
√

MLD g 	ρ/ρ0

f
, (7)

where ρ0 is the vertical average density across the mixed
layer, and 	ρ is the density jump across the mixed layer. In
the following, we considered a value of RSM = 5 RdML as
it has been suggested by Eldevik (2002).

Equation 6 has been estimated for both resolutions
(Fig. 10), showing a clear seasonal cycle with larger values
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of KE associated to SM features in HR, as expected from
the fact that the HR simulation resolves more small scale
features and thus covers a broader range of wave numbers
than LR.

4.2 Deviation from gradient wind balance

A measure of how SM features are effectively unbalanced
comes from the quantification of the deviation from gradi-
ent wind balance (McWilliams 1985a; Capet et al. 2008c;
Molemaker et al. 2010),

ε(x, t) =

∣
∣∣
∣−∇h · (u · ∇hu) + f ζ − 1

ρ
∇2

h p

∣
∣∣
∣

|∇h · (u · ∇hu)| + f |ζ | +
∣
∣
∣∣
1

ρ
∇2

h p

∣
∣
∣∣ + μ

, (8)

where ζ is the vertical component of the relative vortic-
ity, and velocities and derivatives are only horizontal (u =
(u, v)). The term μ = f ζRMS + ρ−1

(∇2
h p

)
RMS, where

RMS indicates root mean square values, is added to the
denominator to avoid situations dominated by the Coriolis
force from being identified as unbalanced. ε(x, t) can vary
between 0, for completely balanced flows, and 1, for com-
pletely unbalanced dynamics. Snapshots of this diagnostic
in the mixed layer for winter and summer in HR are shown
for a subregion of region A in Fig. 11, indicating that devia-
tions occur in both seasons but with different characteristics.
In winter, the deviations are mostly in filaments and fronts,
suggesting the presence of SM, while in summer, they occur
only in few regions near the large mesoscale structures.

Fig. 10 Kinetic energy (in square meter per square second) integrated
over the submesoscale wave numbers computed from Eq. 6, for both
HR (black line) and LR (blue line)

4.3 Relative vorticity and Rossby number

SM features are expected to be significantly ageostrophic
and characterized by high relative vorticity. A quantitative
view of the seasonal and resolution-dependent distribution
of relative vorticity normalized by planetary vorticity, i.e.,
the Rossby number Ro = |ζ/f |, can be observed in Fig. 12.
In Fig. 12a, Ro is spatially averaged over region A and com-
puted as a function of depth for each resolution and season.
Ro shows a clear intensification in the mixed layer, espe-
cially evident during winter in HR. This is consistent with
a signature of the intensification of submesoscale features.
The seasonal variations of Ro are also evident in Fig. 12b
where the frequency of instances of Ro > 0.5 over region A
has been computed throughout the year for the 5- and 500-
m depth at both resolutions. Figure 12a, b shows that most
of the ageostrophic values of ζ occur in the mixed layer,
mostly in HR, with a maximum during the winter season.

More details on the distribution of ζ , including its sign,
are shown by the probability density functions (PDFs) of
ζ/f0 (Fig. 13). The difference between LR and HR, which
is expected to be due to the emergence of submesoscale,
is evident especially in the mixed layer and is character-
ized by enhanced deviation from a Gaussian distribution and
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Fig. 11 Unbalanced regions computed in region S for a winter at a
60-m depth and b summer season at a 5-m depth
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(a)

(b)

Fig. 12 a Vertical dependence of the Rossby number averaged over
region A for summer (dashed lines), winter (solid lines), HR (black
lines), and LR (blue lines). The red dots on the curves represent the
mixed layer depth. b Seasonal trend of the frequency of instances of
Ro > 0.5 over region A for both resolutions at 5- and 500-m depth

development of strong tails especially in the positive side.
The positive asymmetry is consistent with flows generating
in the presence of frontogenesis and MLI (Hoskins 1982;
Hoskins et al. 1978; Rudnick 2001; Thomas and Lee 2005;
Klein et al. 2008).

4.4 Okubo–Weiss parameter

We conclude the flow diagnostics computing the Okubo–
Weiss parameter (OW ). OW is a metric used to iden-
tify elliptic (vorticity-dominated) and hyperbolic (strain-
dominated) regions, which has been often applied to 2D or
quasi-geostrophic quasi-non-divergent flows (Weiss 1991;

(a)

(b)

Fig. 13 PDF of relative vorticity for winter season, HR (top panel)
and LR (bottom panel), normalized over f0. The solid lines are for
PDFs at a 10-m depth and the dashed line for PDFs computed at a 500-
m depth. The red lines represent the PDF of the normal distribution
computed with the same standard deviation as the 10-m depth PDF and
with zero mean

Okubo 1970). For the general case of a non-null horizon-
tal divergence field (Petersen et al. 2006; Zavalasanson and
Sheinbaum 2008), OW can be written as follows:

OW = S2 − ζ 2

= δ2 + 4

(
∂u

∂y

∂v

∂x
− ∂u

∂x

∂v

∂y

)
= δ2 − 4 Det(∇hu). (9)

where u = (u, v), S2 = S2
1 + S2

2 = (∂u/∂x − ∂v/∂y)2 +
(∂v/∂x + ∂u/∂y)2 , ζ 2 = (∂v/∂x − ∂u/∂y)2 is the square
of the relative vorticity, δ = ∇h · u = ∂u/∂x + ∂v/∂y is the
horizontal flow divergence, and Det(∇hu) is the determinant
of the velocity tensor gradient ∇hu. Notice that S2 exactly
corresponds to the determinant of the horizontal strain rate
for divergence free fields, while in divergent flows, S2 also
includes a divergence component (Provenzale 1999).

Figure 14 shows two typical snapshots of OW computed
in winter and summer in the mixed layer for HR and LR.
The S2 term appears dominant in winter HR (positive OW),
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Fig. 14 Okubo–Weiss parameter normalized by f 2
0 computed at the surface (5 m) for winter (left column), summer (right column), HR (top row),

and LR (bottom row)

therefore indicating a direct connection with the subme-
soscale field. As discussed above, S2 is a signature not only
of strain but also of divergence, which appears to be strongly
increased in winter likely because of frontogenesis and MLI.

Seasonality of OW is quantitatively shown by the time
series in Fig. 15, obtained by computing OW, S2, ζ 2, δ2

integrating over region A at a 5-m depth. Differently from
what is expected for a divergent free closed flow (Petersen
et al. 2006), OW appears to be significantly different from
zero especially for HR during winter, showing mostly posi-
tive values.

In order to better understand the behavior of the inte-
grated OW, consider the following form of Eq. 9 in terms of
the gradient (Zavalasanson and Sheinbaum 2008),

OW = δ2 − 2∇h · (u δ) + 2∇h(u · ∇hu). (10)

When Eq. 10 is integrated over a domain, the last two
terms on the right-hand side can be rewritten as closed path
integrals which depend on the boundary conditions,

∫

A

OW dA =
∫

A

δ2 dA −

Boundary Terms
︷ ︸︸ ︷

2
∮

u δdr + 2
∮

u · ∇hu dr .

(11)

Equation 11 implies that OW is zero when the flow is non-
divergent and computed in a closed domain with no-slip
boundary conditions. In our case, both components of the
r.h.s. are expected to be different from zero, therefore con-
tributing to a net value of OW. The δ2 component (shown in
Fig. 15 in blue) is indeed of the same order as the total OW

(shown in red), suggesting that it is a predominant factor.
The difference between OW and δ2 is likely to be due to the
boundary condition effects.

Ultimately, the time series of OW and its components
shows that, while LR is essentially 2D and geostrophic,
HR experiences a seasonal transition from a quasi-2D
divergence-free regime during the summer to a more three-
dimensional regime during the winter season, which is
another indication of deviation from geostrophic balance.
This transition is on top of an increased hyperbolicity of
the flow field during the winter season as many filaments
and fronts develop in the proximity of large and mesoscale
features.

5 Role of stratification and mixed layer depth
on submesoscale seasonality

In the previous sections, we have shown that submesoscale
features are mostly present during winter and in the mixed
layer. Here, we investigate the main environmental parame-
ters controlling the observed seasonality.

We build on the results of a number of previous
works, mostly based on idealized numerical experi-
ments, that investigated the relationship between the
development of MLI and consequent occurrence of SM fea-
tures in relation to ambient parameters (Boccaletti et al.
2007; Klein et al. 2008; Lapeyre et al. 2006; Thomas et al.
2008; Molemaker et al. 2010; Lévy et al. 2001; Özgökmen
et al. 2011; Fox-Kemper et al. 2008; Fox-Kemper and
Ferrari 2008; Capet et al. 2008a; Badin et al. 2011). In
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Fig. 15 Temporal evolution of the components of the Okubo–Weiss
parameter (per square second, from Eq. 9) integrated over region A
at a 5-m depth for a HR and b LR: OW parameter (red line), S2

(strain rate, black line), ζ 2 (relative vorticity squared, gray line), and
δ2 (divergence squared, blue line)

particular, we focus on the works by (Boccaletti et al.
2007; Fox-Kemper et al. 2008; Fox-Kemper and Ferrari
2008) who investigated the dependence of MLI from the
parameters of several ideal flows, including a channel with
mesoscale eddies and an isolated mixed layer front, vary-
ing in particular the main stratification and lateral density
gradients.

MLIs are expected to be relevant in terms of trans-
fer of buoyancy fluxes. The buoyancy equation for the

total (meso and submesoscale) buoyancy can be written
as follows:

∂

∂t

(
b + b′) + ∇ · [(

u + u′) · (b + b′)] = −F, (12)

where u is the three-dimensional velocity; primes indicate
the SM component; and F indicates the solar and diffusive
fluxes. As reviewed in Section 3.2, the SM-integrated ver-
tical buoyancy flux term, w′b′, is expected to be significant
in the presence of mixed layer fronts when MLIs develop
and is related to a transfer between APE stored in the fronts
and EKE, leading to slumping of the fronts and restratifica-
tion of the mixed layer. (Fox-Kemper et al. 2008) proposed
a simple parameterization for this term written as an over-
turning stream function with a given scaling and vertical
structure. The scaling for the total APE conversion can be
written as follows (Capet et al. 2008a):

PK = 〈
w′b′〉

xyz
∝ 〈|∇b̄|〉2

xyz
· 〈MLD〉2

xy , (13)

where 〈.〉xy indicates horizontal averaging over region A,
and 〈.〉xyz volume averaging over region A and over MLD.
Equation 13 is valid under the assumption that the flow
field is dominated by advection, as is the case of SM
regime, and that horizontal velocities scale according to the
thermal wind relationship. The complete parameterization
by (Fox-Kemper et al. 2008) has been tested using ideal-
ized model results (Fox-Kemper and Ferrari 2008), while
the validity of the integrated scaling in Eq. 13 has been
tested by (Capet et al. 2008a) using a realistic model of the
Argentinian shelf.

Conceptually, Eq. 13 assumes that there are two main
parameters influencing MLIs and their effects: the presence
of horizontal density gradients, i.e., fronts, in the mixed
layer, and the depth of the mixed layer, MLD. Shallow
mixed layer and strong surface stratification inhibit the for-
mation of vertical recirculations along the flanks of fronts,
while in the presence of deep mixed layer and low surface
stratification, the cells are enhanced, and a great reservoir
of APE is available for MLIs giving rise to significant SM
features.

In the following, we aim at quantitatively testing the
integrated scaling (13). The GS region is expected to be dif-
ferent from the idealized settings analyzed before and also
from the coastal or upwelling-dominated areas considered
by Capet et al. (2008a, d), insofar it is influenced by very
strong mesoscale nonlinearity and strain. In the next subsec-
tion, we provide an analysis of the stratification and MLD
seasonality in our GS model.

5.1 Seasonality of surface stratification and MLD

The seasonal variation of the upper ocean stratification is
first qualitatively shown in terms of snapshots of vertical
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sections of potential density and monthly mean profiles
(Fig. 16). During the winter season, a weakly stratified and
deep mixed layer is established. This allows meso- and
large-scale features to outcrop at the surface and generate
deep fronts in the mixed layer. During the summer season
on the other hand, a strongly stratified and warm mixed
layer is established, which counteracts the outcropping of
features from below the mixed layer. Strong density gradi-
ents are generated during spring at the base of the mixed
layer when the relatively warm mixed layer interacts with
cold mesoscale features generating in the thermocline. Dur-
ing the summer season (August), density gradients are high
only at the very base of the mixed layer, and the stratifica-
tion becomes strong enough to inhibit mesoscale features
from reaching the surface.

Seasonality of surface stratification is reflected on the
MLD. Figure 16 shows vertical density profiles and MLD
averaged over a 1-month period, confirming the presence of
a deep mixed layer during the winter season and a shallow
mixed layer during the summer season.

The seasonal cycle of MLD is shown in Fig. 17a for
both HR and LR, indicating that the mixed layer depth
reaches approximately 200 m during winter, while it quickly
becomes shallow in the spring, starting in April, reaching
a minimum of less than 10 m by June. The difference in
HR and LR MLD values reaches a maximum of the order
of 50 m during the winter season, with the LR MLD being
deeper than the HR.

Since the only difference between the two simulations is
resolution, with consequent occurrence of SM features in

Fig. 16 Density (σ2) sections
showing the vertical
stratification for the winter (left
panels) and summer (right
panels) season in the HR
simulation. In the top panels,
daily snapshots are shown, while
averages for the same sections
over 1 month are shown in the
lower panels (dashed lines are
the mean values plus or minus
the standard deviation). Mixed
layer depth is represented by a
white line in the top panels and
black line in the lower panels
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Fig. 17 a Temporal variability of the mixed layer depth (in meter)
averaged over region A (black line, HR; blue line, LR). b The corre-
lation in time between surface forcings (fT , dashed line; fS , dashed-
dotted line; and u∗, dotted line), and mixed layer depth is shown for
the last 365 days of the simulation. Red line in b represents the mixed
layer autocorrelation function. The gray line in a represents the begin
of the portion of the time series that has been used to compute r[t]

HR, this is a clear indication that, indeed, SM restratifica-
tion tends to compact the isopycnals leading to a significant
change in the winter MLD. We notice that such an effect
is not observed in the simulations of Capet et al. (2008b)
in the California Current, where the HR mixed layer does
not become shallower, even though MLI flux divergence is
clearly present. Capet et al. (2008b) argue that this is due to
the fact that the increasing vertical flux is counterbalanced
by an increase in vertical mixing, which tends to destratify
the flow. They also suggest that this effect might be overesti-
mated in their simulations because of their constant forcing.
In our simulations, wind synoptic scales, seasonal flux vari-
ations, and high variability in mesoscale fronts are likely to
sustain MLI effects over boundary layer turbulence. In par-
ticular, wind has been shown to be able to intensify surface
density fronts and to affect the magnitude of the across-front
ageostrophic circulation (Thomas and Lee 2005; Capet et al.
2008c; Cardona and Bracco 2012). Nevertheless, we did not

observe the same strong correlation between the magnitude
of ω and down-front winds observed, for example, in the
California Current by Capet et al. (2008c). This difference
might be due to the presence of a strong mesoscale field in
the GS region which ultimately controls the orientation and
intensity of ML fronts.

The MLD seasonality is clearly linked to the atmospheric
forcings. Both HR and LR simulations are forced with a
realistic perpetual year forcing, and seasonality can be quan-
tified in terms of mean surface fluxes of heat (fT [in watt
per square meter]) and salinity (fS [10−3 kg m−2 s−1]) and
a mechanical forcing represented by wind speed (u∗ [in
meter per second]). Details on how these quantities are com-
puted in HYCOM and their seasonal cycles are shown in the
Appendix.

In order to quantify the degree of the correlation between
MLD and the atmospheric forcings, we computed the cross-
correlation (defined as a sliding cross product by the 
)
between the time series of each forcing and mixed layer
depth:

r[t] = (fT,S,u∗ 
 MLD)[t] ≡
365∑

m=0

fT,S,u∗ [m] MLD[m + t],

(14)

Results are shown in Fig. 17b, where the cross-correlation
r[t] is computed for fT (dashed line), fS (dashed-dotted
line), and u∗ (dotted line). The red solid line represents the
autocorrelation curve computed as the cross-correlation of
MLD with respect to itself and represents the ideal cross-
correlation. Cross-correlation is computed by assuming the
last 365 days of MLD and forcings.

The time series for MLD shows a good correlation (with
maximum correlation of r ∼ 0.8) with both buoyancy fluxes
(dashed and dashed-dotted lines), while it is slightly lower
for the wind (maximum correlation of r ∼ 0.6). Time series
of surface fluxes and mixed layer depth are shifted in time
due to the fact that the maximum flux corresponds to the
maximum time derivative of the ocean response. As a result,
the maximum of mixed layer depth occurs ∼ 60 days after
the minimum of fT and the maximum of fS . The time lag
is nearly zero in the case of the mechanical forcing (u∗). In
summary, the seasonality of MLD is forced by the fluxes of
buoyancy and wind speed.

5.2 Dependence of MLIs on MLD

Here, we quantitatively test whether the scaling in Eq. 13 is
valid for our realistic GS simulation similarly to what has
been done by Capet et al. (2008a) for the Argentinian shelf
simulation. The various terms in Eq. 13 have been computed
for the HR simulation, and the corresponding time series
are shown in Fig. 18. Sensitivity tests have been done for
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Fig. 18 Time series of the terms in Eq. 13 for HR.
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xyz
in red,
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xyz

· 〈MLD〉2
xy in blue,
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xyz

in solid gray, and 〈MLD〉xy in
dashed gray. All curves are normalized over the maximum value of
each time series

different values of the sine filter wave length showing some
sensitivity to the values of λ. In particular, choosing a value
of λ = 40 km gives values of w′b′ too small during the
spring and fall seasons.

The overall agreement between the two sides of Eq. 13
(blue and red lines) is satisfactory, indicating that the scaling
holds, similarly to what was found by Capet et al. (2008a).
It is interesting to notice though that the horizontal gradient
term

〈|∇b̄|〉
xyz

shows a significantly different behavior with
respect to MLD. While MLD is maximum in winter and
very shallow from May to September, the horizontal gradi-
ent term has a less well-defined and more complex structure.
A minimum can be seen around August and September,
when stratification is the strongest and effectively isolates
the mixed layer from the internal mesoscale structure, but
during spring and autumn, there are clear peaks. The term
has a very high variability over monthly scales, likely due
to oscillations of the large-scale Gulf Stream fronts and
formation and advection of mesoscale eddies and rings.

From the physical point of view, the results indicate
that the limiting and controlling factor in SM formation in
the GS region is indirectly MLD. Horizontal gradients and
surface fronts are present in this area almost during the
whole year, but the stratification inhibits the formation of
deep recirculating cells and significant MLIs. This is dif-
ferent from what was found by Capet et al. (2008a) in the
Argentinian shelf where lateral gradients have a maximum
approximately in phase with MLD, and they are both related
to atmospheric forcing. Here, atmospheric forcings are still
the main controlling factor, but only through the control

of MLD. Horizontal gradients are provided by the vigor-
ous mesoscale field that is present during the whole annual
cycle, except for a brief period at the end of summer when
stratification shuts them down in the mixed layer.

6 Conclusions

In this paper, results from a realistic HR simulation of the
region of the Gulf Stream recirculation are presented, with
the goal of investigating SM processes in the mixed layer
and their seasonality. Results show that during the winter
season, deep vertical recirculations are observed to develop
associated to fronts outcropping from mesoscale eddies and
rings into the mixed layer. MLIs are generated at these
fronts, leading to the formation of a vigorous submesoscale
field. During summer, on the other hand, the occurrence of
vertical recirculations and MLIs appear damped, and the SM
field is much weaker.

The characteristics of the mixed layer flow and the occur-
rence of SM features have been quantitatively characterized
in statistical terms. SM features, with scales of the order of
the mixed layer Rossby radius, appear characterized during
winter by a clear deviation from geostrophy, high Rossby
number, with prevalently positive vorticity, and significant
divergence.

Results of the HR simulations are compared to results
from the LR simulation where submesoscale features are
not resolved. In the LR results, seasonality of the mixed
layer flow is much reduced, and the field is dominated
by mesoscale during the whole year, with relatively small
deviations from geostrophy and a quasi-2D behavior.

We then investigate the main environmental parame-
ters that control the observed SM seasonality, building on
previous results from idealized numerical studies and real-
istic simulation (Özgökmen et al. 2011; Badin et al. 2011;
Boccaletti et al. 2007; Capet et al. 2008a, b, c, d;
Fox-Kemper and Ferrari 2008; Fox-Kemper et al. 2008;
Molemaker et al. 2010).

The flow field is filtered to separate meso and larger
scales from SM. Isolating the SM anomalies allows to apply
the scaling of the total SM vertical buoyancy flux in the
mixed layer, PK, proposed by (Fox-Kemper et al. 2008).
PK quantifies the APE release associated to MLIs and can
be considered as a measure of the presence of SM features
in the field. The scaling by Fox-Kemper et al. (2008) and
Capet et al. (2008a) links PK with the presence of mesoscale
surface lateral gradients in the mixed layer, indicative of sur-
face fronts, and with the magnitude of mixed layer depth
MLD. Direct testing with our results shows that the scal-
ing is appropriate, following the same seasonal variations
as the observed PK. The governing factor appears to be
MLD, while horizontal gradients appear present during the
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whole year because of the presence of mesoscale eddies and
rings. This result is different from what was obtained by
Capet et al. (2008a) in the Argentinian Shelf, where the sea-
sonality of both horizontal gradients and MLD contributes
to the scaling, and both are induced by atmospheric forc-
ing. In our case, atmospheric fluxes and wind forcing are
still the cause of SM occurrence, but mostly through their
action on MLD. While surface fronts are always available,
the deep MLD during winter provides a much greater reser-
voir of APE, which allows MLIs to develop a vigorous
SM field.

The importance of MLIs on the large scales is suggested
by the comparison between the mixed layer in HR and LR.
The mixed layer in HR is shallower than in LR of approxi-
mately 50 m, i.e., of a significant ∼ 25 %, suggesting that
the restratification induced by SM is the cause of mixed
layer shoaling.

We notice that this finding is different from what was
shown in Capet et al. (2008b, c, d) in the California
upwelling simulations, where MLD did not change signif-
icantly between HR and LR simulations. As suggested by
Capet et al. (2008b), this is likely due to their numeri-
cal setting characterized by constant forcing, which allows
destratifying effects by vertical mixing to counteract the
stratifying effects of MLIs. In our simulations, instead,
atmospheric variability and mesoscale-induced frontal vari-
ability appear to maintain MLI activity and their stratifying
effects.

Overall the results provide a first picture of SM dynamics
in the complex GS region, characterized by strong nonlin-
ear mesoscale interactions. One of the main results is that
MLIs appear to be one of the main mechanisms leading
to a vigorous winter SM field, mostly due to deepening of
the mixed layer and increased APE reservoir. MLI structure
and their scaling appear well captured by the parametriza-
tion proposed by Fox-Kemper et al. (2008), indicating that
the relationship is appropriate even in this complex and
mesoscale-dominated area.

A number of future avenues can be foreseen. While
we have concentrated here mostly on the effects of MLIs,
a more in-depth analysis of frontogenesis mechanisms is
expected to shed further light on the SM dynamics of the
area. Also, there are a number of aspects that can be further
refined with dedicated numerical experiments at higher hor-
izontal and vertical resolution, especially during the summer
season when the very shallow mixed layer induces a very
small SM Rossby number.
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Appendix

Surface fluxes parametrization

Thermal energy flux into the ocean (fT [in watt per square
meter]) is computed by HYCOM from the balance between
incident radiation and emitted ocean radiation (R), the
latent heat transfer (H), and the sensible heat transfer due to
evaporation (ε),

fT = R − ε − H. (15)

R (in watt per square meter), the net solar radiation (as
well as its short and long wave components), is positive into
the ocean and is provided as forcing. The surface radiation
budget also includes a black body radiation correction flux,
proportional to the difference between the surface tempera-
ture and the air temperature of the data used for the forcing
(ERA40).

Latent heat transfer due to evaporation, ε, is computed
from

ε = LEρau
∗CL(Ts − Tw), (16)

where LE is the latent heat of evaporation coefficient (2.47 ·
106 j kg−1); ρa is the air density computed from air tem-
perature; u∗ is the 10-m wind speed; CL is the latent heat
flux coefficient computed from a polynomial expression,
function of stability, and temperature difference between
atmosphere and ocean (Kara et al. 2000; Fairall et al. 2003);
and Ts and Tw are, respectively, the saturation mixing ratio
(from a polynomial expression, function of surface tempera-
ture) and water vapor mixing ratio which is provided as part
of the (ERA40) forcing.

The last term in the expression of fT is the sensible heat
transfer, H, obtained from

H = CPairρaCSu∗(Tsur − Tatm), (17)

where CPair is the specific heat of the air at constant pressure
(in joule per kilogram per degree); CS is the sensible heat
flux coefficient computed by Kara et al. (2000) as 0.9554 ·
CL; Tsur is the model sea surface temperature; and Tatm is
the air temperature.

The salinity flux into the ocean, fS

([
10−3 kg

m−2 s−1
])

, is quantified in the model as follows:

fS = (E − P) · (S · 103), (18)

http://ccs.miami.edu/hpc/
http://ccs.miami.edu/hpc/
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where E the is evaporation rate

E = ε · 10−3/LE, (19)

P is precipitation (given as a forcing), and S is the salinity at
the surface. In addition, a relaxation of sea surface salinity
to climatology is included.
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Fig. 19 Temporal variability of the bulk fluxes of a heat (in watt
per square meter), b salinity

[
10−3 kg m−2 s−1

]
, and c wind speed (in

meter per second) averaged over region A. The gray line represents the
first point of the time series considered

In Fig. 19a, the seasonal variability of fT averaged over
region A is shown. Values are negative during the winter
season and positive during the summer, representing a heat
flux from the ocean to atmosphere during the winter and a
net heat gain of the ocean during the summer. Analogously,
in Fig. 19b, the spatially averaged values of fS in time are
shown with maxima and minima shifted of approximately
half period with respect to fT . Average values of fS are
always positive in region A, evaporation being larger than
precipitation; fS contributes to the mixed layer being saltier
during winter and fresher during summer.

During the winter season, negative values of fT act to
increase density reducing the ocean temperature, while pos-
itive values of fS contribute to increase salinity and thus
density. During the summer season on the other side, fS is
nearly zero due to weak evaporation, and density is driven
only by fT which is positive into the ocean. Buoyancy
fluxes ultimately affect MLD by stratifying the upper ocean
during summer and destratifying the mixed layer in winter.

Wind speed (u∗) enters in the equations as a factor in
the formulation of sensible heat and evaporation. The wind
speed seasonal cycle (Fig. 19c) shows a maximum in winter
and a cycle similar to fS . Wind speed enters in the formula-
tion of both fs and fT favoring the latent heat transfer due
to evaporation (16) and thus producing a loss of heat (15)
and a gain of salinity (19) at the surface.
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Haza A, Özgökmen T, Griffa A, Garraffo ZD, Piterbarg L (2012)
Parameterization of particle transport at submesoscales in the
Gulf Stream region using Lagrangian subgridscale models. Ocean
Model 42:31–49

Hogg NG (1992) On the transport of the gulf stream between Cape
Hatteras and the Grand Banks. Deep Sea Res Part I Oceanogr Res
Pap 39:1231–1246

Hoskins B (1982) The mathematical theory of frontogenesis. Annu
Rev Fluid Mech 14:131–151

Hoskins BJ, Bretherton FP (1972) Atmospheric frontogenesis
models: mathematical formulation and solution. J Atmos Sci
29:11–37

Hoskins B, Draghici I, Davies H (1978) A new look at the ω-equation.
Q J R Meteorol Soc 104:31–38

Johns W, Shay T, Bane J, Watts D (1995) Gulf stream structure,
transport, and recirculation near 68 W. J Geophys Res 100:817–
838

Kara A, Rochford P, Hurlburt HE (2000) Efficient and
accurate bulk parameterizations of air sea fluxes for use in
general circulation models. J Atmos Ocean Technol 17:1421–
1438

Kara AB, Wallcraft AJ, Hurlburt HE (2007) A correction for land con-
tamination of atmospheric variables near land–sea boundaries. J
Phys Oceanogr 37:803–818

Klein P, Lapeyre G (2009) The oceanic vertical pump induced by
mesoscale and submesoscale turbulence. Annu Rev Mar Sci
1:351–375

Klein P, Hua B, Lapeyre G, Capet X, Le Gentil S, Sasaki H (2008)
Upper ocean turbulence from high-resolution 3D simulations. J
Phys Oceanogr 38:1748–1763

Kolmogorov A (1941) Dissipation of energy in the locally isotropic
turbulence Proceedings mathematical and physical sciences. The
Royal Society, London

Koszalka I, LaCasce JH, Orvik KA (2009) Relative dispersion in the
Nordic Seas. J Mar Res 67:411–433

Lapeyre G, Klein P, Hua BL (2006) Oceanic restratification forced by
surface frontogenesis. J Phys Oceanogr 36:1577

Large W, McWilliams J, Doney S (1994) Oceanic vertical mixing: a
review and a model with a nonlocal boundary layer parameteriza-
tion. Rev Geophys 32:363–403
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