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Abstract A global eddy-admitting ocean/sea-ice simula-
tion driven over 1958–2004 by daily atmospheric forcing is
used to evaluate spatial patterns of sea level change
between 1993 and 2001. In the present study, no data
assimilation is performed. The model is based on the
Nucleus for European Models of the Ocean code at the 1/4°
resolution, and the simulation was performed without data
assimilation by the DRAKKAR project. We show that this
simulation correctly reproduces the observed regional sea
level trend patterns computed using satellite altimetry data
over 1993–2001. Generally, we find that regional sea level
change is best simulated in the tropical band and northern
oceans, whereas the Southern Ocean is poorly simulated.
We examine the respective contributions of steric and
bottom pressure changes to the total regional sea level
changes. For the steric component, we analyze separately

the contributions of temperature and salinity changes as
well as upper and lower ocean contributions. Generally, the
model results show that most regional sea level changes
arise from temperature changes in the upper 750 m of the
ocean. However, contributions of salinity changes and deep
steric changes can be locally important. We also propose a
map of ocean bottom pressure changes. Finally, we assess
the robustness of such a model by comparing this
simulation with a second simulation performed by MER-
CATOR-Ocean based on the same core model, but differing
by its short length of integration (1992–2001) and its
surface forcing data set. The long simulation presents better
performance over 1993–2001 than the short simulation,
especially in the Southern Ocean where a long adjustment
time seems to be needed.
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1 Introduction

Recent studies based on satellite altimetry observations
have shown that the sea level is rising at a global mean rate
of about 3 mm/year since the beginning of the 1990s
(Lombard et al. 2006). However, this rise is not uniform: in
some regions (e.g., Western Pacific ocean), the rise reaches
several times the global mean sea level rise, while in other
regions (e.g., Eastern Pacific ocean), the sea level has been
falling. Many recent studies (Cabanes et al. 2001; Willis et
al. 2004; Lombard et al. 2006) have shown that spatial
patterns of sea level change is mainly due to thermal
expansion of the upper 700 m of the ocean, computed using
global in situ temperature observations (Willis et al. 2004;
Guinehut et al. 2004; Levitus et al. 2005; Ishii et al. 2006).
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However, mechanisms of heat distribution within the ocean
are not yet fully understood and other processes can
contribute to spatial patterns of sea level change (e.g., local
salinity change or redistribution of mass by the ocean
circulation). The topic addressed in this study is of
considerable interest: Are we able to reproduce past
regional sea level trends using pure forced global ocean
model simulations without data assimilation? Can we give
some physical insight into the physical mechanisms
responsible for this regional distribution of sea level
change? These are the two main questions we intend to
answer in the present study.

For that purpose, we analyze the numerical outputs of a
forced global ocean model (the Nucleus for European
Models of the Ocean [NEMO] model, in its global 1/4°
“eddy-admitting” version) without any data assimilation to
study the spatial patterns of sea level change and compare
the model results with sea level observations from Topex/
Poseidon (T/P) satellite altimetry.

The simulation used (hereafter, the “long-DRAKKAR”
simulation) was implemented over 1958–2004 in the
context of the DRAKKAR project (http://www.ifremer.fr/
lpo/drakkar).

In the last part of the paper, we analyze a second simulation
of the same model, but with a short spin-up and slightly
different surface forcing (hereafter, the “short-MERCATOR”
simulation) that was implemented over 1993–2001 by
MERCATOR-Ocean (http://www.mercator-ocean.fr).

2 Model description

2.1 Common features of long-DRAKKAR
and short-MERCATOR simulations

The global long-DRAKKAR and short-MERCATOR mod-
els are based on the same primitive equation (with
Boussinesq and hydrostatic approximations), free surface
ocean circulation model NEMO which presently includes
the latest version of OPA9 (Madec et al. 1998). Both
configurations have a 1/4° horizontal resolution. Both
configurations use the “partial steps” (Adcroft et al. 1997)
topography represented as staircases but making the depth
of the bottom cell variable and adjustable to the real depth
of the ocean floor. For a complete description of the model
physics and potential, please refer to Barnier et al. (2006).
Both configurations use a coupled thermodynamic–dynamic
sea-ice model Louvain sea-ice model 2 (Fichefet and
Maqueda 1997; Goosse and Fichefet 1999).

In both simulations, a relaxation of sea surface salinity
(hereafter, SSS) is applied toward the Levitus et al. (2005)
monthly climatology. The relaxation time scales, given for
a mixed layer of 40 m depth, are similar for the long-

DRAKKAR run (240 days in open ocean and 48 days
under sea-ice) and the short-MERCATOR run (160 days
everywhere), except under sea-ice. Note that this relaxation
of SSS is only performed at the surface. Its impact is
negligible at low and mid latitudes, but could be important
at high latitude (especially on halosteric trends, see
Section 3) and explain some of the differences between
both simulations (see Section 4). Finally, a monthly
climatology of river runoff (Dai and Trenberth 2002) is
taken into account in the water budget (1.2 Sv).

2.2 Major differences between the two simulations

2.2.1 Long-DRAKKAR

Long-DRAKKAR uses 46 vertical levels (intervals of 6 m
in surface layers increasing to 250 m in deep layers). This
simulation is driven by the hybrid DRAKKAR forcing set 3
(DFS3) surface forcing function described in Brodeau et al.
(2007) where turbulent fluxes are computed from six hourly
ERA40 atmospheric variables using bulk formulae pro-
posed by Large and Yeager (2004). A modification is made
to the wind forcing to improve the representation of the
katabatic winds around Antarctica (Mathiot et al. 2005).
Daily radiation fluxes and monthly precipitations are
adapted from the coordinated ocean reference experiments
(CORE) dataset assembled by Large and Yeager (2004).

The experiment was started from rest on January 1, 1958
with initial conditions for temperature and salinity derived
from the Levitus et al. (2005) climatology at mid and low
latitudes, the PHC2.1 and MEDATLAS climatologies in the
Arctic Ocean and the Mediterranean Sea, respectively (see
Barnier et al. 2006 and references herein for more details),
and integrated until 2004.

2.2.2 Short-MERCATOR

This configuration uses 50 vertical levels (intervals of 1 m in
surface layers increasing to 450 m in deep layers). Daily
surface atmospheric conditions are given by the European
Centre for Medium-Range Weather Forecast (ECMWF)
reanalysis project ERA40. The surface atmospheric forcing
fluxes are calculated using the empirical bulk parameteriza-
tion described by Goose et al. (2001). A mean correction is
applied to the tropical ECMWF rainfall flux in order to close
the global freshwater budget (precipitation − evaporation +
runoff) at the surface for the whole period.

Briefly, this method consists in assuming that (1) the
ECMWF precipitation field should conform to the observed
precipitation field in the tropics [the GPCPv2 dataset from
Huffman et al. (1997) for our purpose]; (2) the water
budget, precipitation minus evaporation (calculated by the
model in our case) has to be zero in a global sense for the
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concerned period; (3) the evaporation field is treated as
error-free; and (4) the temporal variability is not affected to
first order.

The experiment was started from rest on January 1, 1992
with the same initial conditions for temperature and salinity
as long-DRAKKAR. The year 1992 was integrated three
times before launching the interannual experiment over the
1993–2001 period.

2.3 Analyzes of the two simulations

In this study, we analyze the results from forced simulations
without assimilation of observational data (e.g., altimetry or
in situ data), contrary to what was done in other similar
studies which used assimilative models (Carton et al.
2005; Wunsch et al. 2007; Köhl et al. 2007; Köhl and
Stammer 2008). One of the goals of our study is to check
whether these hindcasts correctly reproduce observed sea
level and steric changes; they thus have to be totally
independent of corresponding observational data. This
approach is quite new for the study of sea level changes
and puts on a further step toward accurate modeling and
interpretation of future regional sea level change.

All results presented below are computed over the
1993–2001 common period, thus omitting 1992 as this is
part of the spin-up in the short-MERCATOR simulation.
Moreover, the T/P sea level observations used for
comparison only begin in 1993. Model outputs (sea surface
height [SSH], temperature, salinity, etc.) are provided as
monthly means. We first compute annual means between
1993 and 2001, then trend maps over the period 1993–
2001. As we focus on regional variations, a uniform mean
trend has been removed from each map, and this will be
the case for each regional trend map presented hereafter in
this paper.

The choice of subtracting the globally averaged sea level
trend throughout the paper is primarily driven by the
objective of the present study which is a regional analysis.
This choice is also required by the model itself: the
Boussinesq approximation done in the primitive equations
enforces the total ocean volume to remain constant, so that
no global mean steric sea level signal can be inferred
prognostically from the model sea level equations. The free
surface evolution, however, mirrors the net freshwater
surface flux in the model, both locally and in a globally
integrated sense. Unlike evaporation which is computed
online by bulk formulae, precipitation fields need to be
prescribed, despite notable uncertainties due to rare obser-
vations. This also explains why the globally integrated sea
level trend was subtracted in this study. It should be noted,
however, that this simulated global trend remains very
weak (around 6.4 mm/year) thanks to the well-balanced
DRAKKAR forcing function. As shown by Greatbach

(1994), apart from such unrealistic globally uniform rate of
change, regional steric sea level changes are adequately
represented in models that conserve volume rather than
mass. Namely, regional redistribution of heat, salt, and
water masses within the ocean by this kind of forced model
allows diagnosing regional steric and mass sea level
change. That is what we focus on hereafter.

3 Simulation of regional sea level change
by the long-DRAKKAR model

3.1 Full regional sea level change: comparison
model/observations

We first use SSH outputs from the long-DRAKKAR
simulation to compute regional sea level trends between
1993 and 2001. Trends are computed at each grid point by
fitting a line to the time series using least squares
adjustment. Results are shown and compared to T/P-
derived regional sea level trends (updated from Lombard
et al. 2006) over the same period (Fig. 1). Local sea level
trends are within the range ±35 mm/year over this period.

First, we note that the long-DRAKKAR simulation
reproduces correctly the observed large-scale sea level trend
patterns (see the map of temporal correlations on Fig. 2),
especially the dipole-like pattern in the Pacific and Indian
oceans linked to El Niño-southern oscillation (ENSO; we
find a strong temporal correlation—above 0.7—between
simulated SSH time series and the southern oscillation index
(SOI) in large areas of the Pacific and Indian oceans), but
also partly the patterns associated to the Pacific decadal
oscillation (PDO) and North Atlantic oscillation (NAO) in
the North Pacific and Atlantic oceans.

However, some large differences are also noticed (Fig. 3),
especially in regions where sea level variability is strong like
in the Antarctic circumpolar current (ACC), the Gulf Stream,
and the Kurushio. This is not surprising as standard errors
associated with the sea level linear trends computation are
the largest (up to 35 mm/year) in the western boundary
currents and ACC areas (Fig. 4). In addition, the sharp
oceanic fronts in the Southern Ocean are not fully resolved
in this eddy-admitting regime. In addition to model errors
which are difficult to estimate, sea level trends deduced from
T/P altimetry data are also impacted by errors at the regional
scale (Ablain et al. 2008): this is especially due to
uncertainties in the radiometer wet troposphere correction
applied during the altimetry data processing which reaches
4 mm/year locally (wet areas) and to the orbit reference
frame which is shown to have a strong hemispheric impact
reaching 1 to 2 mm/year (Beckley et al. 2007).

Rigorously, part of these differences can also be
explained by a somehow different physical content between
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T/P observation and model simulation: glaciers and ice
sheets melting, as well as land water change, are not
included in the model (runoffs are climatologies). More-
over, regional footprint of glacial isostatic adjustment
(GIA), as well as gravity effect due to land-ice melt, is
not simulated in the model. However, the impact of these
different processes on sea level change is supposed to be
weak at the regional scale compared to other effects (e.g.,
steric effect, which can reach a few tenth of millimeters per
year): GIA local impact is estimated to a few 0.1 mm/year
(Peltier 2001, 2004), the same order of magnitude is found
for self-gravitation local effect (Mitrovica et al. 2001; Plag
and Juttner 2001; Plag 2006). A simulated weakening of
the thermohaline circulation (THC) induced by a melting of
Greenland ice sheet (GIS) is estimated by Levermann et al.

(2005) to impact regional sea level at a rate reaching locally
20–25 mm/year. However, such a weakening of the THC
directly linked to GIS melting has not yet been observed
because natural multidecadal climate variability dominates
the THC signal (Latif et al. 2006; Knight et al. 2005). Yet
the impact of GIS melting on regional sea level trends
through ocean circulation modification could be not
negligible.

Altogether, the different processes not simulated in our
model, but still present in T/P observations, seem to have a
minor impact on regional sea level trends, but considering
the uncertainties on misknown processes, one can not
exclude locally significant contributions that would be
observed by T/P and not present in the long-DRAKKAR
model simulation. We keep that in mind along the paper

Fig. 1 Sea level trends between
1993 and 2001 from T/P altim-
etry data (a) and from the long-
DRAKKAR simulation (b)
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and recommend that these processes should be imple-
mented in future model simulations.

A simple statistical analysis of the observation/model
comparison is performed and presented in Table 1. The
standard deviation σ of the sea level trends observed by T/P
is computed over different regions, as well as the root mean
square differences (hereafter, RMSD) of regional sea level
trends between observations and model simulation. Basically,
the larger the RMSD, the larger the mismatch between
observation and simulation. In order to quantify this mismatch
more objectively, we use a normalized RMSD (hereafter,
NRMSD) which is computed as follows: NRMSD =
RMSD/σ. NRMSD is expressed in percent, relative to the
standard deviation of observations σ. In other terms, the
NRMSD is X% of the standard deviation. As illustration, a

NRMSD of 100% means that the gap between simulation
and observation equals the observed standard deviation. A
NRMSD lower than 100% is a good score, lower than 50%
is excellent, whereas NRMSD greater than 100% reflect
large differences between simulation and observation. Spatial
correlations between observation and simulation are also
indicated. All ocean basins are analyzed, zonal bands and
global diagnostics are also given.

This analysis confirms that tropical Pacific and Indian
ocean regional sea level trends are particularly well-
simulated by the long-DRAKKAR model with NRMSD
reaching, respectively, 47% and 49% (correlation with
observations of 0.89 for both basins). On the contrary,
southern Atlantic and Indian oceans as well as the northern
Atlantic are poorly simulated, showing NRMSD of,

Fig. 2 Map of temporal corre-
lation between T/P and the long-
DRAKKAR simulation sea level
time series

Fig. 3 Local differences between
T/P and the long-DRAKKAR
simulation sea level trends
(Fig. 1a minus Fig. 1b)
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respectively, 101%, 116%, and 111% (correlation with
observations of 0.39, −0.14, and 0.45). The other ocean
basins (tropical Atlantic, southern Pacific, and northern
Pacific) are correctly simulated with NRMSD of 95%,
84%, and 85% (correlation with observations of 0.55, 0.60,
and 0.50), respectively. Globally, we find that regional sea
level trends simulated by the long-DRAKKAR model are in

very good agreement with T/P-derived observations (global
NRMSD of 73%, correlation of 0.65), considering that
there is no data assimilation.

3.2 Steric regional sea level change

Steric sea level is defined as the variation in sea level
caused by the expansion/contraction of ocean volume due
to density changes associated with temperature and salinity
change in the water column (e.g., Patullo et al. 1955,
Antonov et al. 2002, Lombard et al. 2006). Steric sea level
is estimated by vertically integrating density anomalies,
using the classical equation of state for sea water proposed
by the United Nations Educational, Scientific and Cultural
Organization (Gill 1982).

Steric sea level trends for 1993–2001 are computed
using temperature (T) and salinity (S) outputs of the long-
DRAKKAR simulation. T and S outputs are given on 46
levels from surface to bottom. As a result, we estimate—
at each grid point—the total steric sea level change that
is due to temperature variations as well as salinity
variations in all layers from surface to bottom. It is worth
noting that current estimates of steric sea level change
based on in situ hydrographic observations are often limited
to temperature effects and upper ocean layers down to 700
or 750 m only (Ishii et al. 2006; Lombard et al. 2006;
Antonov et al. 2005; Willis et al. 2004). Until the recent
deployment of Argo floats over the global ocean, salinity
and deep temperature data were too sparse to be mapped
globally (Roemmich et al. 1999).

As expected, the agreement between the regional steric
sea level trend maps (Fig. 5) and the total sea level trend
maps (Fig. 1b)—both computed using long-DRAKKAR
model outputs—is very good (NRMSD between SSH and

Fig. 4 Standard errors of sea
level trends between 1993 and
2001 from the long-DRAKKAR
simulation (Fig. 1b). In this
study, we call “standard error”
the estimated residual (or error)
sum of squares that is computed
under the simple linear regres-
sion model used to fit a slope (or
trend) to sea level time series at
each grid point

Table 1 Spatial σ of sea level trends observed by T/P (first column),
RMSD (NRMSD and spatial correlation indicated in parentheses) of
sea level trends between T/P observations and long-DRAKKAR
(second column)/short-MERCATOR (third column) simulations

Observed

T/P SSH σ
[mm/year]

T/P—long-

DRAKKAR

RMSD, [mm/year (%)]

T/P—short-

MERCATOR

RMSD, [mm/year (%)]

Atlantic

65S–65N 5.0 5.2 (104) (0.43) 8.5 (170) (0.06)

65S–30S 6.7 6.7 (101) (0.39) 13.2 (198) (−0.28)
30S–30N 2.5 2.4 (95) (0.55) 3.8 (148) (0.56)

30N–65N 5.7 6.3 (111) (0.45) 7.6 (133) (0.34)

Pacific

65S–65N 8.7 5.9 (68) (0.73) 7.4 (85) (0.67)

65S–30S 7.4 6.2 (84) (0.60) 10.2 (139) (0.36)

30S–30N 8.3 3.9 (47) (0.89) 4.6 (55) (0.86)

30N–65N 11.5 9.7 (85) (0.50) 8.5 (73) (0.71)

Indian

65S–65N 8.4 6.3 (74) (0.52) 10.1 (120) (0.36)

65S–30S 7.3 8.5 (116) (−0.14) 14.3 (195) (0.15)

30S–30N 7.6 3.8 (49) (0.89) 5.1 (67) (0.76)

Global

65S–65N 7.9 5.8 (73) (0.65) 8.3 (105) (0.53)

65S–30S 7.2 7.0 (97) (0.39) 12.1 (168) (0.18)

30S–30N 7.3 3.6 (49) (0.87) 4.6 (63) (0.81)

30N–65N 10.2 8.3 (81) (0.48) 8.0 (78) (0.63)

438 Ocean Dynamics (2009) 59:433–449



steric sea level trends of 22%). It seems that the model-
derived regional sea level change distribution is almost
totally governed by regional steric changes. However, we
show below that some nonsteric (i.e., related to changes in
mass, thus in bottom pressure) effects play a nonnegligible
role in some parts of the ocean (see Section 3.3).

Steric sea level change can be split into its thermosteric
(due to T change) and halosteric (due to S change)
components (see, for example, Ishii et al. 2006; Antonov
et al. 2002). Looking at the maps and at the RMSD in
Table 2, it appears that thermosteric sea level change
(Fig. 6—NRMSD of 58% globally) explains the major
steric sea level change patterns (Fig. 5), especially in the
Southern Ocean (NRMSD of 48%) and in the tropical
oceans (NRMSD of 51%). This is not true for the Arctic
Ocean (highest NRMSD of 89%) where steric sea level
change is driven by halosteric changes.

However, the thermosteric signal (Fig. 6) is found to be
stronger than the steric signal (Fig. 5) in some areas like the
Atlantic Ocean and some parts of the Pacific Ocean where
halosteric sea level change (Fig. 7) compensates thermo-

steric sea level change (Fig. 6). Such a mechanism is
particularly obvious in the Atlantic Ocean. This has already
been observed with in situ hydrographic data in the
subpolar North Atlantic (Antonov et al. 2002; Levitus et
al. 2005), in high latitudes, and the Atlantic Ocean (Ishii et
al. 2006), as well as globally with assimilation models
(Wunsch et al. 2007; Köhl et al. 2007; Köhl and Stammer
2008) and coupled climate model (Lowe and Gregory
2006). In some other areas, thermosteric and halosteric sea
level change add up (main part of the Indian ocean, parts of
the Southern Ocean, North–east Pacific). Finally, halosteric
sea level change controls the Arctic Ocean’s regional sea
level patterns, while thermosteric sea level change appears
uniformly positive there. Note that the relaxation of SSS
performed throughout the simulation (see Section 2) may
have introduced some artifacts in the computation of
halosteric trends at high latitudes; however, considering
the long relaxation time scales and the good agreement
between simulated and observed SSH trends, there is
probably no major contribution of SSS relaxation on trends.

In order to quantify the relationship between temperature
and salinity contributions in terms of regional sea level
change, we have computed the correlation coefficients
between thermosteric and halosteric sea level time series
at each grid point (Fig. 8). We find strong negative
correlations (between −0.7 and −1) in the whole Atlantic,
the South Pacific, and the South Indian ocean south of
25° S, except along the path of the ACC in all three oceans
where the correlation is positive with some high values
(between 0.7 and 1). The modeled and observed density-
compensating changes (corresponding to negative correla-
tions) that occur at large basin scales tend to preserve the
local T–S relation, as an apparently typical behavior of the
oceanic circulation change. Lowe and Gregory (2006)

Fig. 5 Steric sea level trends
between 1993 and 2001 from
long-DRAKKAR T and S outputs

Table 2 Spatial σ of steric sea level trends simulated by long-
DRAKKAR model (first column) and RMSD (NRMSD indicated in
parentheses) between steric sea level trends and thermosteric sea level
trends (second column)

Long-DRAKKAR
simulation

Steric σ
[mm/year]

Steric–thermosteric
RMSD, [mm/year (%)]

90S–30S 5.0 2.4 (48)
30S–30N 6.3 3.2 (51)
30N–60N 6.7 4.3 (64)
60N–90N 4.6 4.1 (89)
90S–90N 5.7 3.3 (58)
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deduced that such compensation is not a property of climate
change specifically but is widespread in the ocean, tending
to reduce the range of density and the contrasts between
adjacent water masses, for instance, across fronts. Wunsch
et al. (2007) suggest that these compensating steric changes
are due to adiabatic advection of water masses probably
driven by wind stress. Our model results also seem to
support the hypothesis that regional sea level changes result
more from changes in the ocean circulation than in
atmospheric heat and water fluxes.

In order to assess our model versus in situ observations, we
compare the thermosteric sea level trends map computed
using model T outputs for the upper 735 m (Fig. 9a) with
thermosteric sea level trends computed from observational

temperature data given for the upper 700 m (e.g., using Ishii
et al. (2006) data set, Fig. 9b) over the same period 1993–
2001. Table 3 sums up the results of the comparison in terms
of RMSD between objectively mapped observations and
model. The tropical oceans region is the closest to
observations with a NRMSD of 68%. On the contrary, we
find large discrepancies between the observed and simulated
regional thermosteric sea level change in the Arctic
(NRMSD of 121%) and Southern Oceans (NRMSD of
135%). This is not surprising as the sampling of in situ
temperature observations in these remote oceans is poor, thus
the “observed” signal is quite flat and may be nonsignificant
(very small σ of 1.9 and 2.6 mm/year for Arctic/Southern
Oceans, leading to large NRMSD). Finally, the northern

Fig. 7 Halosteric (due to S
change only) sea level trends
between 1993 and 2001 from
long-DRAKKAR S outputs

Fig. 6 Thermosteric (due to T
change only) sea level trends
between 1993 and 2001 from
long-DRAKKAR T outputs
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oceans (30N–60N) present a surprisingly large statistical
discrepancy between observation and model, considering the
large amount of observational data in these regions (NRMSD
of 124%). However, looking at the thermosteric trends maps
(Fig. 9a, b) reveals similar regional patterns. Generally, the in
situ observations-based trend map (Fig. 9b) presents weaker
signals than the model-based maps (Fig. 9a). This is at least
partly due to the large smoothing introduced during the
objective analysis of the in situ data (Ishii et al. 2006) that
can explain at least partly the discrepancy between model
and observations in the northern oceans.

We have computed, respectively, the upper 0–735 m
(Fig. 10a) and the deep 735-m bottom (Fig. 10b) contribu-
tions to regional steric sea level change. As can be seen on
these maps, most of the regional steric sea level patterns
(Fig. 5) are due to the upper 0–735 m layers (Fig. 10a).
Table 4 confirms that, globally, the total steric sea level trend
map is well-represented by the upper 0–735 m steric sea
level trends map (NRMSD of 60%), especially in the tropical
oceans (30S–30N) zone (NRMSD of 43%). However, the
upper 0–735 m layers are less able to explain the total
regional steric sea level trends in the Southern Ocean (90S–
30S, NRMSD of 66%) as well as in the northern and Arctic
oceans (30N–90N, NRMSD of 75%) where the deep 735-m
bottom layers seem to contribute a lot (Fig. 10b).

Such a result has also been observed using in situ
hydrographic data in the South Pacific subtropical gyre
(Roemmich et al. 2007) and south of Australia (Morrow et
al. 2007). Such strong sea level changes arising from deep
layers in the Southern Ocean are attributed to frontal shifts
due to large-scale changes in the wind forcing in relation
with the atmosphere’s southern annular mode (SAM) and
ENSO variability (Sallee et al. 2008). In these high

latitudes, the weak ocean stratification does not allow to
separate upper layers from deep ocean, thus leading to a
slow adjustment of the Southern Ocean.

However, we find that the observed regional sea level
trends from T/P altimetry are better simulated by the model
0–735 m steric change (NRMSD of 68%) than by the full
steric change (NRMSD of 75%). This result is shown in
Table 5: the RMSD between observed regional sea level
trends and modeled steric sea level trends is smaller when
computing the steric sea level trends with only the upper 0–
735 m layers of the ocean, especially in the Southern Ocean
and in the Northern and Arctic oceans (tropical oceans are
not affected). This result could mean that the contribution
of deep layers steric sea level change to the full regional sea
level change may not be correctly simulated by the model.
As a consequence, we have to remain careful when
interpreting the modeled deep layers contribution to total
regional sea level change.

To summarize this part, model simulations indicate that
most of the large-scale sea level change patterns are due to
temperature change in the upper 750 m of the ocean. The
contribution of salinity variations is still significant and
should be taken into account in any regional sea level
change study. Different studies that have analyzed the few
in situ salinity data available reach the same conclusion
(Delcroix et al. 2007).

The regional steric sea level changes simulated by the
long-DRAKKAR model without data assimilation are in
good agreement with the results of Carton et al. (2005) who
analyzed the SODA1.2 ocean assimilation reanalysis and
Wunsch et al. (2007), Köhl et al. (2007), and Köhl and
Stammer (2008) who used different versions of the ECCO
model with assimilation data over different periods.

Fig. 8 Map of temporal corre-
lation coefficients between ther-
mosteric and halosteric sea level
time series between 1993 and
2001 from long-DRAKKAR T
and S outputs
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3.3 Nonsteric regional sea level change

We have shown that regional sea level trends are almost
totally due to regional steric sea level change, according to
the long-DRAKKAR simulation. We check this by com-
puting the residual sea level trend map (practically “SSH
minus steric” sea level trends) using long-DRAKKAR
SSH, T, and S outputs. As seen on Fig. 11, nonsteric (i.e.,
bottom pressure) sea level trends are generally weaker and
more uniform than regional steric sea level trends (Fig. 5).
However, local nonsteric effects are regionally important,
for example, in the Southern Ocean (especially the
Antarctic shelves and the South Pacific), the seas north of
Australia, the Java Sea, around the Bering Strait, or in the
Baffin Bay. Table 5 shows that taking into account the

Table 3 Spatial σ of thermosteric sea level trends deduced from in
situ temperature observations of the upper 700 m objectively mapped
by Ishii et al. (2006) (first column) and RMSD (NRMSD indicated in
parentheses) of thermosteric sea level trends between Ishii et al.
(2006) observations and long-DRAKKAR model (second column)

Thermosteric
0–750 m

Observed Ishii σ
[mm/year]

Ishii—long-DRAKKAR
RMSD, [mm/year, (%)]

90S–30S 2.6 3.5 (135)
30S–30N 6.3 4.3 (68)
30N–60N 5.4 6.7 (124)
60N–90N 1.9 2.3 (121)
90S–90N 4.6 4.2 (91)

Fig. 9 Upper layers thermoste-
ric sea level trends between
1993 and 2001 from long-
DRAKKAR T (0–735 m) out-
puts (a) and from Ishii et al.
(2006) 0–700 m T data (b)
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bottom pressure regional changes, in addition to the upper
layers steric regional sea level changes, does improve the
agreement between observed and simulated regional sea
level trends (global RMSD of 65% compared to 68%).

These nonsteric regional sea level changes correspond to
regional bottom pressure changes caused by local changes
in the mass of the water column. This can be due to a
response to local atmospheric wind change, a redistribution
of mass within the ocean through advection, or although
unlikely, a regional change of the net water flux between
atmosphere, land, and ocean (evaporation minus precipita-
tion and runoff). In reality, other processes can also cause
regional bottom pressure changes: for example, water mass
addition from glaciers and ice sheets melting, runoff
variations due to land water changes, changes in the ocean

Fig. 10 0–735 m (a) and 735 m
bottom (b) steric sea level trends
between 1993 and 2001 from
long-DRAKKAR T and S outputs

Table 4 Spatial σ of steric sea level trends computed using long-
DRAKKAR T and S outputs (first column) and RMSD (NRMSD
indicated in parentheses) of sea level trends between total steric and
steric of the upper layers 0–735 m (second column) from long-
DRAKKAR simulation

Steric sea level
trends σ [mm/year]

Steric—(steric 0–735 m)
RMSD, [mm/year (%)]

90S–30S 5.0 3.3 (66)
30S–30N 6.3 2.7 (43)
30N–90N 5.7 4.3 (75)
90S–90N 5.7 3.4 (60)
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basin volume due to postglacial rebound, or gravity
changes due to land-ice melt. However, as stated before,
the latter effects are not taken into account in the model, so
we do not discuss them in the present study.

We have analyzed water fluxes used as input forcings to
the model but we find no evidence of a direct correlation
between regional changes of net water fluxes and regional
bottom pressure changes. This result is not very surprising,
as local water mass input is redistributed very quickly by
gravity. We find a high anticorrelation (around −0.9)
between the SOI and some regional patterns of bottom
pressure sea level trends, especially the strong positive
patterns north of Australia and in the Java Sea.

Some regional patterns could also be explained by a
simple redistribution model as shown by Landerer et al.
(2007). For example, in the semiclosed seas, like the
Mediterranean Sea, we note that a regional positive steric
sea level trend is associated with a negative nonsteric (i.e.,
mass) sea level trend, and inversely for the Baffin Bay
(negative steric trend, positive mass trend). This could be
due to the horizontal gradient induced by the steric effect
that causes a horizontal mass redistribution between the
semiclosed area and the near ocean basin.

However, generally, the regional patterns of bottom
pressure changes simulated by the model are quite difficult
to interpret and we cannot assess whether they represent
real signal or not. Anyway, there seems to be a correlation
between regional bottom pressure changes and bathymetry.
This remains to be investigated but is beyond the scope of
the present study.

4 Comparison of long-DRAKKAR/short-MERCATOR
model simulations

In order to assess the model sensitivity and robustness in
terms of regional sea level trends, we compare here the
long-DRAKKAR simulation to the short-MERCATOR
simulation (common and different features between both
presented in Section 2.). These two experiments differ by
the length of the spin-up and the atmospheric forcing.

The short-MERCATOR regional sea level trends map is
shown in Fig. 12. Short-MERCATOR statistical performances
in terms of regional sea level trends simulation compared to
T/P observations are added in Table 1 and can be directly
compared to long-DRAKKAR performances (detailed in the

Fig. 11 Nonsteric (SSH minus
steric, equivalent to bottom
pressure) sea level trends be-
tween 1993 and 2001 from
long-DRAKKAR SSH, T, and S
outputs

Table 5 Spatial σ of sea level trends observed by T/P (first column) and RMSD (NRMSD indicated in parentheses) of sea level trends between T/
P observations and long-DRAKKAR steric sea level trends (second column)/long-DRAKKAR upper ocean steric sea level trends (third column)/
long-DRAKKAR upper ocean steric+bottom pressure sea level trends (fourth column)

Observed T/P
SSH σ [mm/year]

T/P—(steric) RMSD,
[mm/year (%)]

T/P—(steric 0–735m)
RMSD, [mm/year (%)]

T/P—(steric 0–735m+BP)
RMSD, [mm/year (%)]

65S–30S 7.2 6.8 (94) 5.9 (82) 5.6 (78)
30S–30N 7.3 3.9 (53) 3.9 (53) 3.6 (49)
30N–65N 10.2 8.4 (82) 7.8 (76) 7.5 (74)
65S–65N 7.9 5.9 (75) 5.4 (68) 5.1 (65)

444 Ocean Dynamics (2009) 59:433–449



Section 2 and shown on Fig. 1b). Except for the North
Pacific basin, the long-DRAKKAR run performs globally
better than the short-MERCATOR. However, the differences
in terms of performance between both runs are not uniform.

First, the Southern Ocean is less realistic than in the
long-DRAKKAR run (degradation of 71% of NRMSD),
especially in the Atlantic sector (degradation of 97% of
NRMSD). This problem may be attributed to the duration
of the spin-up (34 years for long-DRAKKAR compared to
3 years for short-MERCATOR). Such a long period leaves
time for adjustment by the long and slow waves produced
at the time of initialization. This requirement is supported
by the DRAKKAR Group (2007) who mentioned that more
than 20 years of spin-up are necessary to stabilize the
Southern Ocean stratification and the ACC transport in
simulations of this kind. This explanation is particularly
relevant as long-DRAKKAR and short-MERCATOR use
the same wind product, e.g., the ERA40 dataset.

Accordingly, the tropical oceans, which adjust more
quickly, are quite well-simulated in the short-MERCATOR
(NRMSD of 63%, correlation with observations of 0.81),
especially in the tropical Pacific (improvement of only 8% of
NRMSD in the long-DRAKKAR run). Finally, we find that
the northern Pacific is slightly better simulated in the short-
MERCATOR run than in the long-DRAKKAR run (12% of
NRMSD improvement). This later result would mean that, at
least in the tropical and northern Pacific, the length of the spin-
up is not an issue, a realistic adjustment of water masses being
quickly reached in the model driven by the surface forcing.

The difference map (Fig. 13) of regional sea level trends
between the long-DRAKKAR and short-MERCATOR
simulations reveals strongest differences at high latitudes.
We investigate the origin of these regional differences
through a statistical analysis summed up in Table 6. Sea

level trends differences are mostly explained by upper layer
steric contributions, except for the Southern Ocean where
the contribution of deep layers steric effects dominate
(smaller NRMSD with total SSH differences of 55%
compared to 60% for the upper layers). This latest result
confirms the need for a long spin-up to adjust deep water
masses in the Southern Ocean. Differences between both
simulations mainly come from thermosteric differences,
except in the Arctic Ocean where the contribution of
halosteric differences dominates (smaller NRMSD with
total SSH differences of 52% compared to 94% for the
thermosteric component). A more detailed analysis (not
shown here) reveals that these halosteric differences are
confined in the upper layers. The strong difference in upper
layers halosteric sea level trends between both simulations
in the Arctic may be due to different surface forcings, but
we cannot exclude the contribution of spin-up length. The
different SSS relaxation time scales between both simu-
lations (mainly under sea-ice, see Section 2) could also
explain some of the differences at high latitudes. In any
case, assessing either simulation in the Arctic Ocean in
terms of sea level trends is very difficult, as no T/P
observation data is available beyond 66°.

Overall, the comparison between long-DRAKKAR and
short-MERCATOR simulations ability in reproducing re-
gional sea level trends shows that:

& the spin-up length is very important in particular
regions like the Southern Oceans (need for a few
decades spin-up);

& the spin-up length is not a crucial parameter for tropical
(30S–30N) and northern (30N–60N) ocean basins;

& part of the better performance of long-DRAKKAR may
also be attributed to the DFS3 hybrid surface forcing; and

Fig. 12 Sea level trends be-
tween 1993 and 2001 from the
short-MERCATOR simulation
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& the ERA40 atmospheric forcing (which is the core of
both surface forcing data sets) appears quite pertinent
for this kind of study.

5 Discussion and conclusions

In this study, we use a global ocean model at 1/4°
resolution, driven by atmospheric forcing but without
any data assimilation to examine spatial patterns of sea
level change. Our first goal is to quantify how well
such models reproduce altimeter observations, as this
has never been done before (previous similar studies
used assimilation models). We find that this model
simulates well the large-scale patterns of sea level
change as observed by satellite altimetry (T/P) over
1993–2001. Probably due to a better atmospheric
forcing and a longer spin-up, the long-DRAKKAR
experiment yields better results with a RMSD with
observations 30% smaller than the short-MERCATOR

experiment. In particular, it appears that a spin-up of a
few decades is needed to adjust the Southern Ocean.
The CORE forcing used in long-DRAKKAR for the
computation of radiative fluxes and precipitations (in-
stead of ERA40) may also contribute to the better
performance of long-DRAKKAR compared to short-
MERCATOR. As a result, we recommend the use of
long-DRAKKAR-like model simulations with long spin-
up for future studies on spatial patterns of sea level
change.

The second goal of this study is to provide a physical
insight into the mechanisms of regional sea level change.
We examine the respective contributions of steric and mass
changes, thermosteric and halosteric changes, and upper
ocean and lower ocean steric changes. We find that regional
sea level change is mainly due to regional thermosteric
change within the upper 750 m. This result confirms earlier
studies based on in situ temperature data and satellite
altimetry observations, as well as other model-based
studies. Salinity variations are found to have a substantial

Table 6 Spatial σ of the difference between long-DRAKKAR and short-MERCATOR sea level SSH trends (first column), RMSD (NRMSD
indicated in parentheses) between SSH difference and, respectively, upper layer steric difference (second column), deep layer steric difference
(third column), thermosteric difference (fourth column), and halosteric difference (fifth column)

Diff. = long-DRAKKAR
minus short-MERCATOR
differences

SSH diff.
σ [mm/year]

SSH diff.–steric
0–735 m diff.
RMSD, [mm/year (%)]

SSH diff.–steric
735 m bottom diff.
RMSD, [mm/year (%)]

SSH diff.–
thermosteric
diff. RMSD,
[mm/year (%)]

SSH diff.–halosteric
diff. RMSD,
[mm/year (%)]

90S–30S 12.0 7.2 (60) 6.7 (55) 6.3 (52) 11.4 (94)
30S–30N 4.7 1.3 (27) 4.1 (87) 3.7 (78) 5.8 (122)
30N–60N 9.9 4.1 (41) 8.1 (82) 6.8 (68) 11.9 (120)
60N–90N 7.1 3.9 (54) 9.1 (128) 8.3 (117) 3.7 (51)
90S–90N 8.8 4.8 (54) 6.3 (70) 5.9 (67) 8.7 (99)

Fig. 13 Difference map of sea
level trends between 1993 and
2001 from the long-DRAKKAR
minus short-MERCATOR simu-
lations (Fig. 1b minus Fig. 12)
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impact on steric sea level change in some regions,
especially in the Arctic and the Atlantic Ocean where they
either enhance or moderate the thermosteric effect. Global-
ly, taking into account salinity variations into the compu-
tation of steric sea level brings a 15% improvement in terms
of RMSD with regional sea level trends observations. In
addition, the deep ocean (below 750 m) contribution to
steric sea level change seems to play a large role, especially
in high latitude areas; the latter result needs to be
considered with caution, as we find a poorer agreement
(10% deterioration of RMSD) with observations when
taking into account deep ocean layers into the computation
of steric sea level change.

Analyzing our long-DRAKKAR experiment over the
longer 47-year period (1958–2004) will also be necessary
in order to check whether the last decade sea level trends
are stationary or not and to investigate what are the
dominant forcing factors on the longer-term. A recent study
by Köhl and Stammer (2008) use the GECCO synthesis
(ECCO/MIT ocean circulation model assimilating all in situ
and satellite observations that were collected since the
1950s) to estimate regional sea level change over the 40-
year period 1962–2001 and the 11-year period 1992–2002.
They show that, over the period 1962–2001, most of the
SSH changes are caused by changes in wind stress and
associated barotropic stream function, whereas over the last
decade, surface heat and freshwater fluxes contribute
significantly (up to 50%) to sea level trends, especially in
the northern hemisphere and the ACC region.

Our regional nonsteric (mass) sea level change map
exhibits spatial structures with a large-scale more uniform
pattern but showing locally some strong contributions.
Such a nonsteric sea level trend map has never been
produced from observational data because no global bottom
pressure observations were available. Now, with the
observations of the GRACE gravity mission (Tapley et al.
2004), we have access to the spatiotemporal changes of
water masses, thus to the nonsteric part of sea level
changes. Although the signals we will look for are quite
small and might be sometimes lost in the leakage of
surrounding land water changes, we think that we will be
able in the near future to map locally observed bottom
pressure changes and thus to validate these model outputs.
In addition, our present model does not take into account
the runoff changes linked to glaciers and ice sheets mass
changes, as well as land water changes, so our modeled
bottom pressure change map cannot be fully realistic.

Our study shows that a nonassimilative accurate general
ocean circulation model driven by carefully calibrated wind
and buoyancy forcing can realistically simulate observed
regional sea level changes. Even without data assimilation,
our long-DRAKKAR model seems to perform as well as
assimilative models like ECCO (Köhl and Stammer 2008)

or SODA (Carton et al. 2005), at least for large-scale and
slow sea level change patterns driven by surface fluxes. As
a result, we do not see any major drawback of using such
nonassimilative models for any study of regional interan-
nual sea level changes. We suggest that such models should
be considered for future predictions of regional sea level
changes. For further regional sea level change studies, we
also recommend to implement a more realistic model
experiment that simulates local runoff interannual changes
(at least a trend) based on observed glacier melting (e.g.,
Dyurgerov and Meier 2005; Kaser et al. 2006 for a summary
and complete references), ice sheets melting (e.g., Cazenave
2006 or Sheperd and Wingham 2007 for a summary and
complete references), and hydrological basin land water
storage changes (e.g., Ramillien et al. 2008).
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