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and the use of video playback in animal behavior studies
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Abstract Video playback experiments are potentially
powerful tools in behavioral research. A video screen
mimics natural color, brightness, texture, and motion to
humans (for which it was designed) because monitors
stimulate human photoreceptors in approximately the
same relative proportions as the stimuli that they mimic.
Because most animals have vision that is very different
from that of humans their cones may be stimulated very
differently from ours, and an image that looks excellent
to us may be unrecognizable to them, and vice versa. In
this article we summarize how the simulation of a moni-
tor works and the ways it can go wrong, using a bird and
a fish model retina as examples. Finally we make some
recommendations for minimizing some of these prob-
lems.

Key words Video playback - Color vision - Behavioral
experiments

Introduction

In playback experiments the behavior of alive animal is
mimicked by an artificial stimulus, and this is one of the
most powerful tools in the study of animal behavior. Un-
til recently the use of playback experiments to study vi-
sually based behavior has been hampered by the inherent
complexity of visual stimuli and the difficulty of suc-
cessfully capturing, reproducing, and manipulating visu-
a stimuli — especially when motion is involved. In the
last few years sophisticated and relatively inexpensive
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computer-graphic and video systems have become avail-
able, leading to a surge in the use of these techniques (re-
viewed in D’ Eath 1998, Fleishman et a 1998, and other
papersin thisissue).

The appeal and potential of video playback experi-
ments is obvious. However video systems are designed
to be viewed by humans and they take advantage of
many features specific to human visual perception to
produce images that resemble natural scenes. The visual
systems of most animals differ from the human visual
system in a number of ways, and these differences have
the potential to cause a video image that appears realistic
to a human viewer to be quite unrealistic to a non-human
animal viewer. Most video playback experiments in ani-
mal behavior are based on the assumption that the view-
ing animal reacts to the video image in a manner similar
to the way it reacts to alive animal. Thus, understanding
differences in the appearance of the live and the video
animal may be critical for design and interpretation of
experiments. Many of these potential problems and their
implications for design and interpretation of video play-
back studies of animal behavior have been discussed in a
detailed review by D’Eath (1998). Similar issues have
been raised in other recent papers, including Dawkins
and Woodington (1997), Patterson-Kane et a. (1997),
Fleishman et al. (1998), and articles in this issue. The
aim of this article is to build on these earlier works and
elaborate on some aspects of the problems associated
with presenting video images to animals. This is not
meant to be a complete review, and it islimited to certain
aspects of the problem that we feel merit some further
discussion.

Video and the perception of color

In nature a perceived color pattern is a function of the
ambient light reaching the visua stimuli, the reflectance
spectra of the stimuli, the transmission spectrum of the
medium between the stimuli and the eye, the eye optics,
and the way the received light is captured and processed
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Fig. 1 Cone sensitivity functions as a function of wavelength for
humans (A), starlings (B), and guppies (C). Includes optical ab-
sorbance of lens and macula for humans, and cornea, lens, and il
droplets for starlings. Cone absorbance functions from Stavenga et
a (1993), peak cone absorbance and optical data from Wyszecki
and Stiles (1982), Hart et al (1998), and Archer and Lythgoe (1990
and unpublished). For ease of comparison the spectra have been
adjusted so that their maxima equal 1.0. Notice how the three spe-
cies divide up the spectrum differently. Dotted line UV cone;
dot/dashed line S (short wavelength) cone; dashed line M (medi-
um wavelength) cone; solid line L (long wavelength) cone

by the viewer’s eyes. It is also influenced by light from
the visual backgrounds and particles between the stimu-
lus and the eye (Endler 1978, 1990, 1991, 1993; Lythgoe
1979). The light spectrum (intensity as a function of
wavelength) captured by the eye is divided up by one or
more photoreceptors, each sensitive to a different but
overlapping part of the spectrum (Fig. 1). All visual in-
formation is based upon how these photoreceptors divide
up the spectrum and their relative outputs (Lythgoe and
Partridge 1989). For example, brightness (luminance) is
encoded via the sum of the photoreceptor outputs (in
vertebrates brightness is frequently only encoded by the
long or long and medium cones), and color is encoded
by the differences between signals from different kinds
of photoreceptors. The most important point is that per-
ceived color depends upon the relative stimulation of
each photoreceptor class. Video monitors and photo-
graphic film work by stimulating the cones in roughly
the same ratios as in real scenes. Because video and film
work so well with human vision, we tend to forget that
they mimic natural stimulation of our eyes rather than
provide replicas of natural stimuli.

Species differ in the number of different kinds of pho-
toreceptors and their spectral sensitivity (Fig. 1), and this
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Fig. 2 Sample reflectance spectra from live satin (A,B,D) and re-
gent bowerbirds (C,E), and white paint (F; Endler, unpublished
data). For ease of comparison the spectra have been adjusted so
that their maxima equal 1.0. Human perceptions of these spectra
under white light are (A) blue feathers; (B) “fluorescent blue” iris;
(C) yellow feathers; (D) green feathers, (E) orange-red feathers;
(F) “pure” white. Note that humans cannot detect light below
about 400 nm (Fig. 1), so the left peak in C is not perceived and
“white” paints (F) are not white at all. Pure white (e.g. BaSO,
powder) would be spectraly flat from 300 to 700 nm rather than
dropping off below 400 nm

results in different species experiencing different cone
outputs for the same stimulus. This is most easily seen
by examples. Consider the six bowerbird feather, iris,
and paint stimuli in Fig. 2. We can calculate the cone
outputs for each of these spectra under known lighting
conditions by multiplying the ambient light spectra times
the reflectance spectra times the cone functions at each
wavelength and integrating for each cone (Endler 1990,
1991; Chittka 1993; Vorobyev and Osorio 1998). For
simplicity we will use white light (irradiance equal at all
wavelengths) and have the cones light adapted (Chittka
1993; Vorobyev and Osorio 1998) to a neutral gray back-
ground (equal outputs for awhite or gray object). The re-
sults for the eyes of humans, a bird (starling), and a fish
(guppy) are shown in Fig. 3.

As can be seen in Fig. 3, the cone outputs provide a
crude spectra reproduction of each stimulus, and the rela-
tive outputs are characteristic of each stimulus. We will
cal the relative outputs “cone ratios’ for brevity; these are
the bases for color perception. Note that the cone ratios of
agiven stimulus are different anong species (e.g. Fig. 3A).
Thisis not surprising because the cones of different species
gather different parts of the same spectrum (Fig. 1) so their
relative outputs should be different. This will result in
among-species differences in information transmitted to
the brain as well as possible differences in perception of
the same stimulus by different species. For example, the
blue in Fig. 2A is coded as a set of declining ratios of the
cones and the decline goes at different rates depending on
the locations of the cones (Fig. 3). Differences among spe-
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Fig. 3A—F Cone outputs from data in Figs. 1 and 2 under white
light. A—F asin Fig. 2. Each group of bar charts gives the outputs
of the cones of human (HU), starling (ST), and guppy (GU) cones.
Within species the bars are arranged in the same order as the cone
spectrain Fig. 1: U (UV, if present), S, M, and L cones. Calcula-
tions were made assuming that the cones were adapted to white
light (equal cone outputs to a white or gray surface), and the re-
flectance spectrain Fig. 2 were first corrected to have the same to-
tal reflectance (each integrates to 1.0). Note the different ratios of
cone outputs for different spectra for the same species and for the
same spectra for different species. Note how humans cannot tell
that spectrum (F) is not white

cies are more dramatic when the spectrum is more com-
plex. The blue in Fig. 2B is coded as a relatively strong
stimulation of the S (short-wavelength sensitive) and weak
stimulation of the M (medium-wavelength) and L (long-
wavelength sensitive) cones in humans, a reduced SIM ra-
tio in darlings, and a reversed S/IM ratio in guppies
(Fig. 3B). The presence of the UV cone in starlings and
guppies makes the differences between the “blues’ from
Fig. 2A and B even more dramatic (Fig. 3A,B). To star-
lings and guppies these two stimuli would probably be per-
celved as very different hues whereas to humans they are
perceived as only a difference between blues (Fig. 3A,B).
For the stimulus in Fig. 2C, note how the lack of UV cone
results in humans missing some of the spectrum; we could
not tell this spectrum apart from a simple yellow without
UV (Fig. 3C). Asin Fig. 3B note the reversa in S/M ratio
between the guppy and starling in Fig. 3C (probably result-
ing in different perceived hues) and the changesin M and
L in Fig. 3D and E with increasingly shorter-wavelength-
sensitive eyes. Note how the “orange-red” of Fig. 2E
would be perceived as more “saturated” (higher chroma or
higher cone ratios) in the starling, and even more so in the
guppy (Fig. 3E). Findly, note how, athough the stimulus
in Fig. 2F is perceived as white by humans, it is probably
more chromatic for a bird, and far from white to a guppy
(Fig. 3F). Again, this results from the increasingly short-
wavelength sensitivity going from humans to starlings and
guppies. In generd, different ratios of cone outputs are
found for different spectra for the same species and for the
same spectra for different species. It is these cone outputs
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Fig. 4AA-D Radiance spectra of the three phosphors of a computer
monitor compared with cone sensitivity functions of humans, star-
lings, and guppies. A Phosphor radiances: blue channel (dashed
line); green channel (dotted line), and red channel (solid line).
B Phosphors with the human cone sensitivities (thin lines) in
Fig. 1A. C Phosphors with the starling (thin lines) in Fig. 1B.
D Phosphor radiances with the guppy (thin lines) in Fig. 1C. Note
the excellent match between the phosphor radiance spectra and the
human cone spectra (B). The red channel (solid line) has a very
strong peak in the area where the human long (red) and medium
(green) cones show least overlap. The match was designed so that
the three human cones can be stimulated nearly independently, al-
lowing most of the gamut of naturally perceived colors to be simu-
|lated on a monitor. Note the fortuitous match with the S, M, and L
cones of starlings (C) and note that the starling UV cone cannot be
stimulated independently of the starling S cone, if at al. Note the
very poor match between the phosphors and guppies; the three
channels cannot stimulate guppy cones independently. The lack of
UV emission means that the UV cones of starlings or guppies can-
not be stimulated at all, except weakly by the blue channel

that we try to simulate on a video screen. Differences be-
tween human and non-human vision can cause problems,
aswe discuss below.

Reproducing color on a video monitor

The problem of the production of natural-appearing col-
ors in video images has been discussed elsewhere
(D’ Eath 1998; Fleishman et al. 1998); here we will show
examples of differences in perception of color monitor
stimuli to humans, starlings, and guppies, and use this to
illustrate some of the problems.

In a computer or video monitor the images are made
up of tiny pixels (picture elements), each composed of
three differently colored phosphors [typically blue (B),
green (G), and red (R)]. Typical phosphor radiance spec-
tra are shown in Fig. 4A. To create natural-appearing
colors the relative intensity of the phosphors in each pix-
el are adjusted so that the ratio of stimulation of each of
the three classes of cone photoreceptors in the human
retina is equivalent to what it would be for the natural
color in that part of the image. Thisis most easily done if
the phosphor radiances are set to stimulate one cone
strongly and the other cones weakly, or independent
stimulation.
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Figure 4 shows the radiance spectra for the red, green,
and blue channels of an SGI computer monitor in rela-
tionship to the cone functions of humans, starlings, and
guppies. Figure 4B shows the monitor radiance spectra
overlaid on the cone functions of humans (Fig. 1A), for
which they were designed. Note how well matched the
blue and green channels are to the S (blue) and M
(green) cones. This means that changing the intensity of
either channel causes a large change in the matching
cone output and only a minimal change in output of the
other two cones. Because of the proximity of the M and
L (red) cones, the only way to stimulate the L cone inde-
pendently of the other cones is to have a phosphor that
strongly emits in the wavelengths where the L cone is
strongly sensitive but the M cone is relatively insensi-
tive, and thisisjust how the red phosphor works. Conse-
guently, changes in the red channel cause large changes
in the output of the L cones and minimal changes in the
output of the M cones. As a result, the three channels
stimulate the three human cones nearly independently,
making it possible to simulate a very large number of
colors on a monitor, at least for a human. Problems arise
when the spectral sensitivity and/or number of the differ-
ent classes of photoreceptors of aviewing animal are dif-
ferent from those of a typical human (Fleishman et al.
1998).

Figure 4C shows the monitor radiance spectra over-
laid on the cone functions of starlings (Fig. 1B). Fortu-
itously, there is a good match between the blue, green,
and red channels and the S, M, and L cones. The longer
short-wavelength tails of the L and M cones mean some
loss of independence but nevertheless it should be possi-
ble to stimulate three of the four starling (and other pas-
serine) cones roughly independently on a monitor. The
major problem is that there is no way to stimulate the
UV cones, so a large range of colors cannot be simulated
at all on a monitor. Those colors that reflect in both the
UV and the human-visible will appear abnormal or dif-
ferent to birds. Nevertheless, experiments intentionally
involving spectra that are weak in the UV will probably
work well. The first successful video playbacks involved
chickens (Evans and Marler 1991), which have dlightly
different cone functions than the starling, but the match
to monitor phosphorsis still fairly good.

Figure 4D shows the monitor radiance spectraoverlaid
on the cone functions of guppies (Fig. 1C). Here there is
a very poor match between the three channels and the
guppy cones. Bath the red and green channels stimulate
the guppy L cone, and the green channel only weakly
stimulates the M cone. The blue channel is a strong stim-
ulator of the M cone and a moderate stimulator of the S
cone. Thereis no way to stimulate the UV cone. Not only
are the cones stimulated non-independently, but two of
the channels stimulate the same cone. Consequently it is
very difficult to simulate natural spectra for guppies on a
monitor, although a small subset of natural stimuli could
probably be simulated with care.

The effects of differences between species (Fig. 1)
can be demonstrated by comparing what each species
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Fig. 5A—F Output of the cones of humans, starlings, and guppies
by the natural stimuli of Fig. 2 (light bars) and simulation of these
stimuli on a computer monitor (black bars). This is equivalent to
using a color video camera to record each of the stimuli in Fig. 2,
displaying them on a monitor, and then calculating the cone out-
puts resulting from the monitor for each species (black bars). Note
the small differences for humans (HU; a perfect model would
show no differences), and the increasing differences for starlings
(ST) and guppies (GU)

would perceive if viewing the sample stimuli (Fig. 2) di-
rectly (as in Fig. 3) with how they would perceive the
same stimuli played back on a monitor (as if the stimuli
were recorded on a video camera and played back on the
monitor); this is shown in Fig. 5. As expected, the cone
ratios of real and simulated stimuli are similar for hu-
mans (HU columns). In fact the differences between ac-
tual and simulated stimuli are probably more a matter of
small errors in the model parameters than real differ-
ences. On the other hand the match is very poor for star-
lings and guppies (Fig. 5). Part of the mismatch is a re-
sult of not stimulating the UV cones. For example, the
ratios in Fig. 5A—C differ among species because there is
no UV component in the monitor, and the starling (ST)
and guppy (GU) are increasingly short-wavelength sensi-
tive. The UV peak in Fig. 2C is absent in the monitor, re-
sulting in no or weak stimulation of the UV and S cones
(ST, GU in Fig. 5C). However, even considering only the
S, M, and L cones, there are some serious problems for
starlings and guppies (Fig. 5). In some cases the ratios
are atered to something that is not even remotely like
the origina stimulus, particularly for the more short-
wavelength sensitive guppies (GU Fig. 5A-D, F). This
would result in perceived colors of entirely different
hues from the original stimuli, even though apparently
nothing had been done to manipulate the stimuli. Asin
Fig. 3F, note the continuing problem that what is appar-
ently “white” on a monitor is not white at all to the ani-
mal. Note that not all stimuli are distorted to the same
degree, so some colors could be simulated successfully
(Fig. 5E). Clearly we have to be careful about what stim-
uli we are actually presenting to an animal; this requires
knowledge of the animal’s photoreceptor functions, the



monitor characteristics, as well as the natural stimulus
parameters.

A potential solution to the problem of color reproduc-
tion in animals is to calculate the phosphor intensities
needed to stimulate the cones of the study speciesin the
same ratios as they would be stimulated by natural stim-
uli and adjust them accordingly (Fleishman et al 1998).
This requires knowledge of the absorption spectra of the
photoreceptors and the transmission of the eye optics to
get the photoreceptor functions (Fig. 1), the natural light-
ing spectra, the reflectance or radiance spectra of the nat-
ural stimuli and visual backgrounds, and the emission
spectra of the monitor to be used in the experiments.
However, the lack of UV and the non-independence of
stimulation of non-human receptors (Fig. 4) means that it
will only be possible to ssimulate a subset of all possible
perceivable colors. Since publication of Fleishman et al.
(1998), we have done further work with this problem and
have found that, in fact, there are even more limitations
than we suggested at the time. The problem that arisesis
that even where it is theoretically possible to adjust
phosphor intensities to create natural-appearing colors
for a non-human animal, (1) real monitors may lack the
range of phosphor intensities required to make the match
and (2) for some colors the theoretical solution may call
for negative phosphor intensities (roughly equivalent to
increasing the intensities of the other phosphors to
amounts greater than possible for the monitor). For ex-
ample, even for colors that have no ultraviolet, and thus
stimulate only three classes of guppy cones, it turns out
to be quite difficult to create natural-appearing colors for
the guppy visual system; the combination of lack of in-
dependent stimulation and the available range of phos-
phor intensities is not great enough to allow the cal culat-
ed adjustments to be carried out. In summary, simulation
of colors appearing natural to animals with cone func-
tions different from humans' may be difficult or impossi-
ble for some species, whereas for others it may be possi-
ble to design some stimuli that appear realistic.

The problem of perceived color does not disappear
even if one uses a monochrome monitor that supposedly
shows a black-and-white image. The phosphors on a
monochrome monitor set to appear white to a human on-
ly appear white because they stimulate our three cones
roughly equally (Fig. 5). The white parts of the image
will not appear white to many other animals because the
monitor lacks UV emission, and emission at other wave-
lengths will not result in equal stimulation of all the ani-
mal’s cones (Figs. 2, 3, 5). On the other hand, we have
no trouble recognizing monochrome images in colors
other than white (amber, sepia, €tc.); it is conceivable
that some experiments could be reliable even if the
monochrome monitor image is not perceived as black-
and-white. However, if an organism has strong prefer-
ences for orange, were it to see an orange-and-white im-
age on the monitor, it may respond differently to differ-
ent-sized orange stimuli than it would to different-sized
green stimuli on a green-and-white monitor, making any
general interpretation of the effect of stimulus size (such
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as spot size on a guppy) impossible. Even with mono-
chrome monitors, experiments must be designed with
care.

If an animal normally views objects and visual signals
at low light intensity (e.g. crepuscular, nocturnal, or
some cave-mouth species), then its vision may be sco-
topic, or dark adapted. In many vertebrates, this means
that vision is dependent upon only a single photoreceptor
rod with a peak sensitivity of about 500 nm (Lythgoe
1979). If one can be certain that only one photoreceptor
class (e.g. rods) is being used, then the use of a mono-
chrome monitor will probably yield good results. How-
ever, it still must be remembered that equal steps in the
gray scale of the monitor may not correspond to equal
luminance steps in the animal, so misleading results
could still result. In this case, a study of how the animal
perceives brightness steps should be made before the
main experiment, and the contrast of the monitor and/or
the software producing the picture adjusted so that the
range and distribution of perceived luminances are the
same as the animal normally experiences. Otherwise the
image may appear normal to us but appear “overex-
posed”’, “underexposed”, or otherwise distorted to the
animal.

Brightness

Theterm “intensity” refersto the strength of alight stim-
ulus in objective physical units (either energy or pho-
tons). The term “brightness’ refers to the perceived in-
tensity of a stimulus and depends on the stimulus intensi-
ty and spectral composition, the spectral sensitivity of
the viewer, and the conditions under which the stimulus
is viewed. In general, animal visual systems are quite
poor at estimating total intensity but rather respond to
differences between adjacent areas of the visua field
(Cornsweet 1970; Davson 1990; Chittka 1993; Vorobyev
and Osorio 1998). In general the visibility of an object or
location within a field of view depends primarily on the
extent to which it contrasts with other parts of the scene.
Although contrast in color appearance plays some role,
for many animals the primary determinant of visibility is
brightness contrast. The importance of brightness con-
trast in human visual perception isillustrated by the fact
that humans can view monochrome images and have lit-
tle trouble recognizing any objects in the scene. Thus,
brightness contrast may carry a large proportion of the
visual information in any scene for humans. In arthro-
pods, however, color contrast may be more important
than brightness contrast (Chittka 1993).

In humans, if an object is viewed against a uniform
background, the brightness (i.e. perceived intensity) of
the object depends almost entirely on the ratio of the ob-
ject’s intensity to the intensity of the background and is
almost independent of the actual intensity of the object
and background. In humans, brightness constancy holds
over a range of three orders of magnitude of intensity
roughly centered on the intensity to which the eye is
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adapted (Cornsweet 1970). This phenomenon largely
arises from the logarithmic relationship between stimu-
lus intensity (e.g. number of quanta) and response found
in retinal photoreceptors. This relationship has been
demonstrated in a variety of vertebrate retinas (Dowling
1987; Vorobyev and Osorio 1998), suggesting that rules
concerning brightness contrast that apply to the human
visual system also hold for most vertebrate visual sys-
tems. For example, Persons et al. (1999) showed that the
probability of an Anolis lizard detecting a moving stimu-
lus flag is nearly directly proportional to the contrast in
brightness between the stimulus and its background.

These results have practical implications for the de-
sign of video playback experiments. If one is interested
in creating viewing conditions that are a reasonable ap-
proximation of natural viewing conditions, the absolute
intensity of a video screen may not be critically impor-
tant, but the contrast (e.g. between the stimulus animal
and its background) is very important.

Contrast within the scene is very important, but abso-
lute intensity cannot be totally ignored. If the radiances
in the video image are very different from what the ani-
mal experiences in nature, the brightness constancy de-
scribed above may break down. One must be especially
careful to avoid experiments in which the video image is
presented under scotopic conditions (i.e. relatively low
intensity, rod-based vision) whereas the natural behavior
is typically viewed under photopic conditions (i.e. rela-
tive high intensity, cone-based vision). Rods and cones
have different spectral sensitivities and different contrast
sensitivities, so that a given intensity contrast will pro-
duce a different perceived brightness contrast, depending
on whether it is detected by rods or cones. In general it
will be advisable to have absolute radiances on the video
screen fall within the range of radiances in the natural
habitat under natural light conditions. If one is careful to
preserve intensity contrast ratios and to keep radiance
levels within naturally occurring values, the perceived
object—background contrast on the screen should match
that for comparable objects and backgrounds in nature.

One should be especially careful about matching ab-
solute intensities on the screen to natural levels when us-
ing behavioral stimuli (e.g. courtship displays) that, in
nature, occur under very specific lighting conditions,
as is known for guppies (Endler 1991) and some birds
(Endler and Théry 1996). The natural intensity range can
make a big difference. For example, in vertebrates the
switch from cone to rod vision is not instantaneous, and
there are a range of relatively low light intensities over
which the spectral sensitivity and contrast response may
be influenced by both rods and cones and be quite sensi-
tive to absolute light level. On the other hand, if the be-
havior of interest occurs during the middle of the day
(photopic conditions) under a wide range of light condi-
tions (e.g. cloudy skies, clear skies, etc.) then any abso-
lute radiance values that fall within the natural range will
probably be adequate.

In addition to adjusting the screen to have the natural
range of radiances, it is important to have the animal at

the appropriate state of light adaptation. We should ex-
pose the animal to the display screen with the visual
background that will be used in the experiment for at
least 30 min or so, so that the visual system can become
light adapted to the presentation conditions. For exam-
ple, in vertebrates, if visual displays normally take place
under photopic (cone) vision the animal should be adapt-
ed to the appropriate photopic conditions, whereas if the
animal displays under scotopic (rod) conditions it should
be adapted under scotopic (darker) conditions. One
wants to avoid a situation, for example, in which the
photopically viewing subject is kept in a dark enclosure
until immediately before the experiment begins. If the
animal’s visual system is adapted to an intensity well be-
low the average intensity of the video display, the inten-
sity variations within the display may fall outside the re-
gion of brightness constancy. Furthermore, as light or
dark adaptation takes place, experimental results will
change with time, even with the same stimuli, causing
spurious results. The best way to avoid thisisto keep all
conditions in holding and experimental areas as close to
what the animal normally experiences as possible.

Even if one simply videotapes a natural scene and
plays it back to an animal one must pay considerable
attention to the percent contrast of different portions of
the scene. The contrast sensitivity of a video system
(including the camera and display device) needs to be
adjusted so that it accurately records contrast levels
found in nature. Thisis best done with the use of gray-
scale or similar standards with known contrast levels,
since cameras and display systems do not, in general,
accurately record intensity contrast over all ranges of
light intensity without adjustment (Ingliss 1993).
Worse, many cameras have automatic gain control,
which means that they are set to maximize contrast to a
human eye when an entirely different relationship be-
tween light input and brightness output might apply to
the study species. Problems can also arise if the spec-
tral sensitivity of the animal for whom the video is to
be shown differs by a great deal from the spectral sensi-
tivity of the camera itself, since the relative brightness
of different colors will not accurately be transferred
from a natural scene to the video image. If possible one
should try to obtain some estimate of the subject’'s
spectral sensitivity (for atask similar to that being test-
ed) and compare it to that of the camera and display
system, so that adjustments of brightness contrast can
be made if needed.

In summary, brightness contrast is a critical feature of
any visual stimulus. If possible the contrasts within the
video display should be typical and within the range of
those found in nature. Even more critical is to be certain
that contrast does not become altered from one stimulus
presentation to the next, since this may alter the visibility
and/or attractiveness of the stimulus. For example, mo-
tion detection depends to a large degree on brightness
contrast (Schaerer and Neumeyer 1996; Anstis et al.
1998; Persons et al. 1999), so a small shift in the percent
contrast between the stimulus and the background could



greatly alter the effectiveness of a moving stimulusin at-
tracting the attention of a viewer.

Temporal response and motion

If two stationary scenes are presented in rapid sequence to
ahuman viewer a strong motion illusion is created if some
objects in the second scene are displaced a short distance
from their position in the first scene. If a series of such
scenes are presented in rapid succession an illusion of
smooth continuous motion is created. Many studies have
been carried out on humans on the conditions required to
produce this illusion (reviewed in Ramachandran and
Anstis 1986; Sekuler et al. 1990). If the distance between
objects in successive frames is small, sequential presenta-
tion of frames at a rate of 10-15 Hz is sufficient. As the
displacement distance of objects in successive frames gets
larger, higher frame rates are required, and if the distance
is too great the motion illusion will break down even at
framing rates of 30 Hz or higher (Foley et a. 1996). It is
not known if al animals perceive the maotion illusion just
as humans do, but neurophysiologists have found motion-
sensitive cells in the brains of primates (Sekuler et a.
1990) and pigeons (Frost et a. 1988; Wang et al. 1993)
that respond to apparent motion in the same way that they
do to true motion. Anstis et a. (1998) were able to induce
an optomotor response in guppies with an apparent mo-
tion stimulus. These results suggest that apparent motion
stimuli work on at least some animals.

In video and animated computer displays we need to
distinguish between two rates, the “refresh rate” and the
“presentation rate.” In most display devices the entire
screen is flashed on and off (it is actually scanned, but
the scan is so fast relative to the persistence of the screen
phosphors that the screen effectively flashes on and off)
at a regular rate, which is the refresh rate. The screen
may be refreshed entirely at one time (“single scan”) or
it may be refreshed in two alternate scans (each called a
field to distinguish it from a frame in which all lines are
scanned) involving every other line (“dual scan”). Most
computer monitors are single scan, while standard video
formats rely on dua scan. Liquid crystal diode (LCD)
monitors are becoming increasingly common. These are
of two types: passive matrix screens refresh like other
computer monitors. Active matrix screens change only
when there is a change in the image, so that their refresh
rate depends on the rate at which new images are fed to
the screen and is therefore variable.

It is not necessarily the case that new images are pre-
sented with every refresh of a screen. For example, in
computer animations, new scenes are presented at a rate
determined by software, independent of the refresh rate.
Here we define the rate at which the image on the screen
is actually changed as the presentation rate, to distin-
guish it from the refresh rate. For example atypical com-
puter animation might use a presentation rate of 15 Hz,
but most computer monitors have refresh rates of 60 Hz
or greater. In standard video formats the presentation rate
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is equal to the field rate (i.e. 60 Hz for NTSC, 50 Hz for
PAL or SECAM), as long as the images of interest are
large relative to the individual lines of the display. Ac-
tive matrix LCD screens have arefresh rate that is equal
to the software-controlled presentation rate.

If a motion illusion can be induced with a presenta-
tion rate as low as 10 Hz one may ask why refresh rates
are generally so much higher. The answer isthat high re-
fresh rates are designed primarily to prevent the screen
from appearing to flicker, by refreshing at a rate that is
higher than the critical frequency of fusion (CFF). In the
literature it has been mistakenly claimed that it is impor-
tant for creating an illusion of motion that the presenta-
tion rate exceed the CFF. Obviously this is not the case.
The maximum human CFF is approximately 50 Hz, but
the illusion of smooth motion can easily be created with
much lower presentation rates, particularly at low stimu-
lusintensities.

D’ Eath (1998) reviewed in detail the issue of whether
or not animals are likely to perceive screen flicker. The
conclusion is that some animals — particularly diurnally
active, flying birds and insects — probably can see stan-
dard video screens flickering on and off in many circum-
stances. It is not clear, however, how critical this prob-
lem is. Some of the most successful video playback stud-
ies have been carried out on chickens (e.g. Evans and
Marler 1991), which have been shown to be able to per-
ceive flicker rates of over 100 Hz. It seems likely that al-
though flicker on a video screen might be distracting or
annoying, it is unlikely to affect the illusion of motion
created by video. Nevertheless D’Eath’'s recommenda-
tion that screens with high refresh rates be employed
with animals known to have a high CFF is probably
good advice — both for suppression of flicker and for rea-
sons described below.

If smooth motion can be created with relatively low
presentation rates (at least in humans), and one is creat-
ing computer-animated stimuli, is there any reason to use
higher rates? We argue that the answer is yes. Capturing
a natural motion pattern onto a series of still video
frames represents a process of digitally sampling a con-
tinuous (analog) event. As with any such digitization
procedure the accuracy with which the origina time-
varying pattern can be reconstructed by the viewing vi-
sual system depends on the sample rate. If one plots a
stimulus versus time (e.g. the position of an object mov-
ing through space, or the light intensity of a single loca-
tion through time) one can analyze the pattern with Fou-
rier analysis. The Nyquist sampling theorem dictates that
the highest Fourier frequency that can be accurately rep-
resented in a digitally sampled waveform is one half the
sampling frequency. This means that if one displays a
moving object at a presentation rate of 20/s the highest
accurately represented frequency is 10 Hz. Any sampling
rate that is less than the CFF represents a low-pass filter-
ing of the natural motion (see Cowan 1983) that will
eliminate the most rapid changes (rapid stops and starts)
and may cause slight distortions in other motion compo-
nents (aliasing). If the presentation rate is higher than the
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CFF, the temporal resolution is equal to or greater than
that of the visual system and no information about the
natural motion will be lost since the stimulus over time
should be indistinguishable from true motion.

The effects of undersampling may be non-trivial. The
loss of high frequency components in the motion will
tend to smooth out rapid changes and accelerations.
Jerky, sudden movements, characterized by high acceler-
ation, are employed in many animal signals and it has
been shown that such movements are much more likely
to be seen by inattentive viewers than are smoother
movements (Fleishman 1992). Moreover, rapid accelera-
tions require the greatest amount of energy and coordina-
tion and may be very important to animals assessing the
quality of conspecifics. Thus one should, in general, use
the highest possible presentation rates in playback stud-
ies to avoid losing details of motion patterns. In comput-
er animation one should certainly take advantage of the
high temporal resolution of computer monitors and use
presentation rates of 60 Hz or higher.

Standard video output format has an effective presen-
tation rate of 50 or 60 Hz, depending upon the AC power
source. This should be high enough to capture most mo-
tion patterns accurately for animals that do not have ex-
ceptionally high temporal resolution. For flying animals,
which have very high temporal resolution, rapid move-
ments such as vibrations, or sudden jerky movements,
may not be accurately represented in video.

One should also be careful when digitizing video in
order to manipulate it, and then presenting it either di-
rectly from the computer or converting it back into vid-
€0. Many computer programs digitize video by combin-
ing two consecutive fields to create complete frames.
The presentation rate of such a digitization will be the
video frame rate, not the field rate. Computer-digitized
sequences that are placed on video are typically created
as full frames and when these are converted to fields, the
two fields represent the scan of asingle frame—that is, a
single instant in time — which effectively makes the pre-
sentation rate equal to the frame rate, rather than the
field rate. Since video frame rates are below the CFF for
most animals there may be some temporal undersam-
pling of very rapid or sudden movements. Many of these
problems can be solved by using monitors with very rap-
id refresh rates and by creating animations with presen-
tation rates that are 60 Hz or more, although undersam-
pling problems may still occur when the viewer isadiur-
nal bird, dragonfly, or robber fly. Additional problems
may occur in converting computer animations to video
tape with different frame rates.

Monitor and ambient light interaction

Even if the monitor has high refresh and presentation
rates there is a potential problem in the interaction be-
tween the light coming from the monitor and the ambient
light in the experimental chamber. If the chamber lights
are fluorescent, then they will flicker at 50 or 60 Hz, de-

pending upon the local electric power system. If the re-
fresh and/or presentation rates are slightly different from
multiples of the fluorescent frequency then the image
will appear to flicker at a slower rate than expected from
the monitor because the two flickering light sources con-
structively and destructively interfere in time as they go
in and out of phase. Thisis equivalent to “beat” notesin
sound and Moiré patterns in visual space. (Moiré pat-
terns are repeating bands or other patterns that occur
when two regular patterns are superimposed and their
scale of repeats is slightly different.) This can be avoided
by not using fluorescent lights (which can interfere with
behavior in other ways; Endler, unpublished) or tuning
the monitor rates far from multiples of the fluorescent
rates.

Spatial resolution and pixellation

If animal viewers can resolve individual pixelsin anim-
age several problems may result. For color screens the
image will dissolve into a mosaic of red, green, and blue
dots. In addition it is doubtful that the image itself will
be sensible. D’ Eath (1998) summarized this problem and
concluded that it was mostly a problem for work with
animals whose spatial resolution greatly exceeds that of
humans. However, the problem may arise for other ani-
mals as well, when the animal is close to the screen. The
retinal size of any object increases exponentially as a
viewer moves closer to the image. Thus even animals
with rather modest spatial acuity may see a pixellated
image when they view it from a few centimeters dis-
tance. For example, based on behavioral data from Long
(1993) on guppy spatial resolution we calculated that
adult guppies can easily distinguish the individual pixels
on atypical television monitor (e.g. 0.2 mm in width) if
viewed from a distance of 34 cm, which corresponds to
the natural distance at which courtship occurs. As we de-
scribe later one cannot solve this problem simply by
moving the monitor further away if the behavior of inter-
est typically takes place at a certain distance because
most animal's can determine the distance to the screen, so
that the courtship distance would no longer be typical.
Solutions to this problem include the use of a high reso-
[ution monitor, design of the experiment so that the mon-
itor does not need to be very close to the animal under
study, or use of a video projector and a reducing lens to
reduce the pixel spacing.

A good rule of thumb to use for preventing pixellat-
ion is to design an experiment such that the angular sep-
aration of the pixels is considerably smaller than the
minimum separable angle of the animal, or

a=arctan(p/D)<<A¢@

where is a angular separation of neighboring pixels (de-
grees) at the viewing distance, p is the pixel spacing in
mm, D is the minimum viewing distance in the experi-
mental chamber in mm, and Agis the minimum separa-
ble (smallest resolvable) angle (degrees) for the experi-



Fig. 6 Relationship between pixel spacing (p), viewing distance
(D) and minimum resolvable angle (A¢) and the derivation of the
rule of thumb to prevent pixellation. If viewed at a distance D (in
mm), the distance between two adjacent pixels (p, in mm) sub-
tends an angle a (degrees) on the retina, where a=2 arctan(p/2D);
since a is small, a=arctan(p/D). The minimum resolvable angle of
the eye Ag, which is obtained from behavioral or anatomical data,
projected at the viewing distance D, averages al light from the
monitor in acircle of diameter e, where e=2Dtan(A@'2), or since e
is small, e=D tan(Ag), the acuity disc (Endler 1978). So that indi-
vidual pixels (or triplets of pixels in color monitors) are not re-
solved by the eye, the acuity disc e must be much greater than p
(at the very minimum 4-6 times greater); e»p. Putting this in
terms of angles we have the rule of thumb: a«Ag, or in terms of
measured parameters, arctan(p/D)«Ag

mental animal. The derivation of thisis shown in Fig. 6.
The minimum separable angle subtends a circle on the
screen (the acuity disc; Endler 1978) and if this contains
many pixels they will not be resolved as single points
and the image will more likely appear natural to the
viewer. For color monitors the criterion is more restric-
tive: each point on the screen will only have the appro-
priate color if the triplet of three phosphors (which is
larger than the single pixels in monochrome monitors) is
well below Ag. Note that in the technical specification
of color monitors, the pixel spacing (frequently
0.21-0.25 mm) refers to the individual phosphors rather
than each pixel proper and the actual pixel spacing may
be 2—4 times larger than what is specified. Generally, if
the pixellation ratio Ag@/a is greater than 4 for a mono-
chrome and 10 for a color monitor, pixellation should be
minimal (Fig. 7).

There is a second reason to keep the pixellation ratio
high when working with color monitors. For a color
monitor to simulate the appropriate color at each pixel,
the emissions from all three phosphor channels (B, G, R)
must be blended by the eye in the proportions desired.

23
VIDEO SCREEN

©00000000

06000060080
O & @
B G R

Fig. 7 Phosphor grid on a monitor showing how increasing pixel-
lation ratios include more pixels and are more likely to represent
the mixture of all three phosphor channels accurately. B: Blue
channel; G: green channel; R: red channel phosphors. The circles
of increasing size overlaid on the hexagonal phosphor grid repres-
ent acuity discs of various sizes (varying Ag and or D in Fig. 6)
and pixellation ratios from about 1 to 7. Note how, for a pixellat-
ion ratio of 1-2 (smallest circles), where the eye is looking (posi-
tion of disc) determines which phosphors will be blended by the
eye, causing spatially random variation in perceived color even
when the monitor is set to emit a single color over that region.
This disappears for larger pixellation ratios because the ratio of
sampled phosphors changes less with acuity disc position as the
disc gets larger

The blending takes place within the acuity disc and is
simply a spatial average of the light arriving at the eye at
a scale below the resolution angle A@ (Figs. 6, 7). In oth-
er words, the relative numbers of phosphor channels sub-
tended by the acuity disc (Fig. 7) must be in the same
proportions as on the screen (1:1:1) so that the relative
stimulation of the cones is as planned in the experiment.
In Fig. 7 note how, for a pixellation ratio of 1-2 (small-
est circles), where the eye is looking (position of disc)
determines which phosphors will be blended by the eye,
causing spatially random variation in perceived color
even when the monitor is set to emit a single color over
that region. This disappears for larger pixellation ratios
because the ratio of sampled phosphors changes less
with acuity disc position as the disc gets larger (Fig. 7).

Texture

If color and brightness can be simulated without pixellat-
ion on amonitor it should be possible to reproduce the ap-
pearance of different textures, which can often be repre-
sented as small-scale color patterns. This should work
well so long as both the animal and visual background are
relatively flat. Problems may arise if three-dimensional
structure and depth perception play an important role, ei-
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ther in the animal or backgrounds. If the three-dimension-
al structure of the animal is important then parallax cues
may be sufficient. If the visual background is strongly
three-dimensional, for example, very rough bark, large
gravel grain, or complex vegetation, and both viewer and
display animal move relative to the background, then this
information will be lost in a video presentation, athough
some motion parallax cues may still be present.

If brightness and/or color changes very rapidly with
distance in the original image and if the pixellation ratio
Ag@a is small, then the image will suffer from spatial
aliasing. Thisis an artifact of low spatial frequency sam-
pling of the original image by the pixels and can result in
either steeper or shallower spatial transitions in color or
brightness than what is intended. If textures have small
scales and there is any degree of periodicity in the origi-
nal image and the regularity is a multiple of the pixel
spacing of either the camera or monitor, then Moiré pat-
terns can occur, distorting the image. These effects will
be greater for moving stimuli because a very dlight
movement will cause a very large change in the Moiré
pattern. Keeping the pixellation ratio high should mini-
mize or eliminate these problems.

Polarization of light

A number of invertebrate and some vertebrate species
can perceive the plane of polarization of light. In some
cephalopods polarization patterns on the skin appear to
play a role in visual communication (Shashar et al.
1996). It remains to be seen if the use of polarization
patterns on the bodies of animals as signals is common,
but it represents another potential problem arising from
the use of video images to mimic natural ones. Video im-
ages do not preserve natural polarization patterns so im-
ages will be distorted for animals that can detect such
patterns. LCD screens rely on plane polarized light to
create images and would be expected to seriously distort
any natural polarization patterns in a scene (Foley et al.
1996).

Other potential problems

There are a number of other ways in which video images
may faill to preserve accurately features of natural
scenes, which have been reviewed elsewhere. Perhaps
the most serious problem of al isthe failure of video im-
ages to preserve image three-dimensionality or depth
(see D’Eath 1998; Zeil 2000). This problem by itself
may be sufficient to cause many animals to fail to inter-
pret a video image as a natural scene. A related problem
is the relationship between distance to the image and size
(see Dawkins and Woodington 1997). Most animals have
some mechanism for judging the distance to an object,
and such judgments will invariably lead animals to judge
the distance as the true distance between themselves and
the screen. If the size of the image is not correct for this

distance a strong perceptua incongruity will arise that
may lead to ambiguous responses.

Some general considerations in the design
and interpretation of video playback experiments

It should be clear from the discussion above and the oth-
er articlesin this issue that conversion of alive animal to
a video image results in a number of alterations of the
image that have the potential to make the response of
live subjects to the video image different from responses
to live animals. This failure of video images to repro-
duce natural visual scenes accurately may affect experi-
mentsin several distinct ways.

First, failure to understand the differences in how the
image is perceived by the animal versus how it is per-
ceived by the investigator can lead to logica errors
causing misinterpretation of experimental results. A
good example of this is the case where the effect of al-
tering the color of avideo image is studied, without tak-
ing into account the simultaneous change in brightness
that occurs. Any change in response may be due either
to the change in color or to the change in brightness, or
both. Such errors can generally be avoided if one has a
good understanding of the visual system of the animal
being tested and the physical nature of the video stimu-
lus.

A second type of problem is that the inevitable altera-
tions in the natural appearance of the test animal when it
is converted to video may cause changes in the response
of any test animal, potentially making results of the vid-
eo experiment nonapplicable to natural populations.
D’Eath (1998) points out that the logic of most video-
playback experiments is based on the animal viewer re-
sponding to the video anima as though it were real.
Since the video animal is always different in some ways
from alive animal it is necessary to compare responses
to live and video stimuli and show, in some way, that the
responses are comparable. D’ Eath suggests that the best
demonstration that the video animal is recognized as a
conspecific is to show that the viewer exhibits behaviors
that are normally seen only in response to another animal
of the appropriate type doing the appropriate behavior.
Qualitative similarity of response is one indication of
recognition but a quantitative assessment of response
should also be employed. In many cases the responses to
video may be qualitatively appropriate but given less fre-
guently or less completely. This presents an interesting
problem: can one validly draw conclusions for a popula-
tion based on incomplete responses to the video stimu-
lus? The typica approach to this problem is to start with
a video control (i.e. a video animal that closely resem-
bles a natural animal) and then compare responses to that
control to subsequent, altered versions of the video. The
assumption here is that any change in response caused
by conversion to video will be present equally in al con-
ditions and can therefore be factored out. This logic is
not necessarily valid. It depends on the statistical nature
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Fig. 8 A summary of a hypothetical video playback experiment
that is designed to test the effect of different body-color patterns
on responses by conspecifics. The live animal stimulus with no
manipulation of body pattern is represented by S. In the live ex-
periment the first body pattern is created by manipulation X to
create the stimulus animal SX, and a second body pattern is creat-
ed by the manipulation Y to create stimulus SY. The response of
conspecifics to S versus SX versus SY is quantified. In a video
playback version of the same experiment S is first converted to a
video version, SV. V represents a manipulation that includes all
the changes that occur in conversion of a live to a video animal.
To test for the effect of body pattern, responses to presentation of
SV are compared to responses to presentation of SV X and SVY

of the interaction between the set of changes introduced
by conversion to video and the treatments under study.
To illustrate this point consider the imaginary video
playback experiment outlined in Fig. 8. Suppose we have
a live animal, which we cal S. We are interested in
knowing the effect of changing the body pattern to two
other possibilities. We call the manipulations that pro-
duce the new body patterns manipulation X and manipu-
lation Y. For example, fish SX isfish Swith its body pat-
tern atered as shown in the figure. If we could, we
would compare the response of live fish to stimulus S to
the responses obtained when live fish are exposed to
stimulus fish SX and then to SY (i.e. live fish with the
new body patterns). However in this case we decide to
use video playback to investigate the effects of color
change. We start by creating a video version of the con-
trol animal. However changing the live animal to avideo
animal introduces a number of uncontrollable alterations
in its appearance (e.g. the color, the lack of three-dimen-
sionality, slight aterations in motion patterns, etc.), at
least some of which may be unknown to the experiment-
er. Let uslump all of the alterations in the appearance of
the video animal into aterm V. V represents a manipula-
tion, so that the video control can be represented SV. We
now manipulate this image to create two experimental
video animals SVX and SVY. We perform our experi-
ment. We now know the difference in response between
SV, SVX, and SVY. However what we realy want to
know is the difference in response between S, SX, and
SY. Whether or not we can learn this difference from the
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Fig. 9A—F Some different hypothetical results of the experiment
described in Fig. 8. Response is measured in some quantifiable
way (e.g. frequency of some behavior). (A) Hypothetical respons-
es to the three live stimuli. (B—F) A series of different hypotheti-
cal outcomes to the video playback experiment. (B) Little or no
response to the video image. (C) A simple linear interaction be-
tween V and X and Y. There is a reduced response to al of the
video stimuli, but the interaction between manipulation V and ma-
nipulations X and Y is a simple additive one. (D) The interaction
between V and manipulations X and Y is multiplicative — response
to the video stimuli is half as great as to live stimuli for all condi-
tions. (E) Thisillustrates a non-linear interaction in which the ma-
nipulation V causes a response elevation that eliminates differ-
ences between the different treatment conditions. This could hap-
pen, for example, if the color, motion, or brightness contrast of the
video image is not natural, making the image novel, and therefore
highly attractive. (F) Thisillustrates a complex non-linear interac-
tion between V and the manipulations X and Y. This could occur
if, for some reason, the combination of manipulations V and X
creates a particularly effective stimulus

results of the video experiment depends on the quantita-
tive relationship between the manipulation V and the
subsequent manipulations X and Y.

Figure 9 gives a set of hypothetical results to the ex-
periment described above. Suppose the result of the live
animal experiment is that shown in Fig. 9A. In the ideal
case V has no effect on response. More typically, howev-
er, animals respond less often or less robustly to video
images than to live ones. The simplest example of thisis
illustrated in Fig. 9B: there is essentially no response to
the video images. Response reduction is not a major
problem if the relationship between V and other vari-
ables is additive or linear. This would be the case shown
in Fig. 9C. In such cases conversion to video causes
some reduction in response, but the reduction is the same
for all variations, so we can still learn the effect of X and
Y by comparing SV to SVX and SVY. However there is
no a priori reason to expect that manipulation V will in-
teract in a simple linear fashion with manipulations X or
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Y. Figure 9D-F presents some other possible, nonlinear
interactions. There might be a multiplicative interaction
(Fig. 9D), or various other more complex nonlinear in-
teractions (Fig. 9E, F). The case illustrated in Fig. 9F is
the most problematic because the anima responds
strongly to the video image, but the result of the experi-
ment is misleading. It is not difficult to come up with
plausible scenarios that might lead to any of the results
depicted in the figure (see Fleishman et a 1998).

The key, then, to the validity of a video playback ex-
periment lies in the interaction between (1) the effect of
changing the stimulus animal to a video animal and (2)
subsequent experimental manipulations of the video ani-
mal. The only way to know the nature of this interaction
isto test it. To do so one needs to perform parallel exper-
iments with live and video animals to see if the direction
and magnitude of changes in response resulting from
video manipulations are also seen in live individuals. To
do this one needs to come up with experiments in which
the same manipulations can be performed on live and on
video animals. One might, for example, alter body pat-
terns with black paint on live animals and do the same
body pattern manipulations with video. Enough different
treatments need to be used to determine the underlying
nature of the interaction between the body pattern ma-
nipulations and the conversion from live to video animal.

The obvious question arises: if one can do the manip-
ulations on live animals, why use video at all? We argue
that one needs to establish, in a general way, that the
conversion to video interacts in alinear manner with oth-
er stimulus variables — and the only way to do this is
with parallel experiments like that described. However,
if one has established with such an experiment that con-
version to video — and the image alterations this causes —
alters responses to manipulations in a simple additive
way then one may proceed with more, and more com-
plex alterations (of the same genera type) with some
confidence in the video playback procedure. However,
demonstrating that one class of variable can be studied
by video playback does not necessarily mean that all
such variables can be studied, and in general it will often
be the case that conclusions reached from video play-
back experiments will need to be confirmed with addi-
tional experiments using live subjects.

Conclusions

The conversion of a natural image to a video image in-
troduces a large number of physical changes that may in-
fluence the appearance of the image for a non-human
viewer in many ways. Video playback may still be a use-
ful tool in the study of animal behavior as long as one
takes into account, and tests for, the differences between
the live and natural image and the changes in response
that these may cause. If the aim of the study is to draw
conclusions that are relevant to natural populations it is
important not only to determine that response to the vid-
eo stimulus is comparable to response to a live stimulus

in the lab, but also that the appearance of the animal in
the lab is reasonably similar to what it would be in na-
ture where the behaviors of relevance are normally per-
formed. Every effort should be made to make the stimu-
lus and laboratory environment as similar as possible to
what the animal normally experiences in nature. First,
the radiance spectra of each stimulus component should
be adjusted to stimulate the animal’s cones in the same
ratios as the natural stimulus would. Second, the result-
ing color and brightness contrast within the stimulus and
between the stimulus and background should be as simi-
lar to nature as possible. Third, the ambient light should
be as similar to nature as possible. Fourth, the physiolog-
ical state (including degree of light- or dark-adaptation)
should be as similar to nature as possible.
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