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Abstract
This paper proposes a new approach to universal access based on the premise that humans have the universal capacity to 
engage emotionally with a story, whatever their ability. Our approach is to present the “story” of museum resources and 
knowledge as a journey, and then represent this journey physically as a smart map. The key research question is to assess 
the extent to which our “story” to journey to smart map’ (SJSM) approach provides emotional engagement as part of the 
museum experience. This approach is applied through the creation of a smart map for blind and partially sighted (BPS) 
visitors. Made in partnership with Titanic Belfast, a world-leading tourist attraction, the interactive map tells the story of 
Titanic’s maiden voyage. The smart map uses low-cost technologies such as laser-cut map features and software-controlled 
multi-function buttons for the audio description (AD). The AD is enhanced with background effects, dramatized personal 
stories and the ship’s last messages. The results of a reception study show that the approach enabled BPS participants to 
experience significant emotional engagement with museum resources. The smart model also gave BPS users a level of control 
over the AD which gave them a greater sense of empowerment and independence, which is particularly important for BPS 
visitors with varying sight conditions. We conclude that our SJSM approach has considerable potential as an approach to 
universal access, and to increase emotional engagement with museum collections. We also propose several developments 
which could further extend the approach and its implementation.
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1  Introduction

In recent decades, museums have gone through a major 
transformation. Their role has shifted from collection-cen-
tred to user-centred institutions [1]. As Sylaiou and Dafiotis 
point out: “museums, since the advent of New Museology 
in the second half of the twentieth century, seek to adapt 
to a wider call for audiences’ empowerment, involvement 
and acknowledgment of visitors’ individuality” [2]. In other 
words, visitor experience is at the heart of the museum 
vision. Museums are seeking to create an interactive, engag-
ing and participatory experience for their visitors, generating 
memories that will endure long after the visit.

Equal access to cultural venues such as museums, her-
itage centres and art galleries for people with disabilities 
is a human right, declared and addressed at international 
and national levels. For example, the UN Convention on 
the Rights of Persons with Disabilities (CRPD) formally 
recognises that accessibility is a human right and “a vital 
precondition for persons with disabilities to participate fully 
and equally in society and enjoy effectively all their human 
rights and fundamental freedoms” [3]. In line with human 
rights, museums are endeavouring to ensure equal access for 
visitors with varying abilities. Yet, because museums have 
historically been heavily invested in providing largely visual 
experiences, blind and partially sighted (BPS) visitors are 
still a significant, marginalized group in terms of the quality 
of their visitor experience, specifically in our experience in 
the failure to generate emotional engagement [4]. Moreo-
ver, according to a website audit by VocalEyes [5], audio 
described guides were mentioned by only 3% of museums 
and handling/tactile objects were referenced by only 11% of 
museums across the UK. This paper focuses on accessibil-
ity for BPS visitors in museums, but we also believe our 
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approach could be beneficially applied to a broader group 
of visitors.

The research approach of design, implementation and 
evaluation to media accessibility (MA) has changed sig-
nificantly in the past few years. Greco puts forward three 
major such changes: “a shift from particularist accounts to 
a universalist account of accessibility, from maker-centred 
to user-centred approaches, and from reactive to proactive 
models” [6]. Greco further explains that “according to the 
universalist account, MA concerns access to media and non-
media objects, services and environments through media 
solutions, for any person who cannot or would not be able to, 
either partially or completely, access them in their original 
form” [6]. In the context of Greco’s three shifts, our research 
contributes to each of these shifts as follows: (1) we propose 
a new approach to universal access based on the premise 
that humans have the universal capacity to engage emotion-
ally with a story, whatever their ability; (2) a user-centred 
approach was employed focusing on users at each stage of 
the research; and (3) the interactive and user-driven way of 
controlling the AD positions the user as an active participant 
rather than a passive recipient.

In museums, access facilities for BPS visitors, such as 
AD guides, are usually provided as an add-on approach. In 
addition, AD is traditionally about information transmission. 
AD is defined as a verbal description of visual components, 
which traditionally advocates objectivity. With museums 
increasingly switching from being collection-centred to 
visitor-centred institutions, visitors look for delightful, pro-
voking [7] and memorable experiences [8]. Wang et al. [4] 
and Hutchinson and Eardley [9] thus argue that museum AD 
should enable visitors to access an independent, inclusive 
and emotionally engaging experience, providing inclusive-
ness and equal access in a broad sense.

Therefore, in this paper, we put forward a new approach, 
what we call the “story to journey to smart map” (SJSM) 
approach, to universal access in museum contexts. The 
approach first repurposes museum knowledge into a story 
(or stories), then uses the spatial and temporal dimensions 
of a journey to curate those stories through the medium of an 
interactive smart map. In our case study, we present a smart 
map of Titanic’s maiden voyage as a vehicle for telling the 
story of life on board the ship on its fateful journey. The map 
not only conveys to visitors information about the voyage, 
but enables them to embark on their own narrative journey 
as they explore the stories in an accessible and emotionally 
engaging way.

This research is part of a larger project, in which we are 
collaborating with Titanic Belfast and the Royal National 
Institute of Blind People (RNIB) to develop the use of new 
technologies to improve accessibility and visitor experi-
ence, and to evaluate their effectiveness. Titanic Belfast is 
recognized internationally as a global tourist attraction; it 

was awarded World’s Leading Tourist Attraction in 2016, 
and is already committed to accessibility standards, such 
as free-of-charge AD, handrail extensions and contrasting 
floor textures.

Titanic Belfast is an ideal venue for testing our proposed 
approach. Although Titanic Belfast has very strong museo-
logical qualities in terms of exhibition, it is not just about 
information: it offers a human and emotional experience, 
rooted in one of the great traumas of twentieth-century his-
tory. The venue and the experience it provides are espe-
cially poignant in the context of Belfast, where the ship 
was designed and built. Titanic Belfast, located on the very 
site where the Titanic was built and launched, opens up the 
potential for deep emotional engagement [4].

This paper is structured as follows: the next short sec-
tion presents our hypothesis and the theoretical basis of our 
approach to universal access. Section 3 presents the chal-
lenges of converting 2D images into smart replicas and the 
benefits of using a multisensory approach in museums. Sec-
tion 4 gives an overview of the current display in Titanic 
Belfast regarding the Titanic’s maiden voyage. Then, in 
Sect. 5 we present our smart map of the maiden voyage and, 
in Sect. 6, we reflect on some key design principles which 
we developed in producing the smart map. The initial recep-
tion study is described in Sect. 7, and we end by drawing 
some broader conclusions, particularly in relation to how our 
approach can be used in terms of universal access.

2 � Storytelling and journeys as the basis 
of universal access

In Article 2 of the UNCRPD, universal design is defined 
as “the design of products, environments, programmes and 
services to be usable by all people, to the greatest extent pos-
sible, without the need for adaptation or specialized design. 
“Universal design” shall not exclude assistive devices for 
particular groups of persons with disabilities where this is 
needed” [10]. However, we realise the challenge in providing 
one solution that is adequate for all. Given the technology 
revolution, Jenkins argues that such new technologies have 
“enabled the same content to flow through many different 
channels and assume many different forms at the point of 
reception” [11]. In other words, instead of one size fits all, 
storytelling can be addressed in various forms, and tech-
nologies can be customized easily to provide a personalized 
experience; but in a broad sense, everyone can access an 
experience on offer without compromising others’ experi-
ence. This is specifically relevant to the proposed universal 
access approach and places user-centred design at the heart 
of the universal access approach. As Neves argues,  “this 
will mean foreseeing all possible profiles of potential visitors 
and creating ideal conditions to make them feel welcome, 
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safe, comfortable and, above all, to make them feel that there 
is something there to enjoy, learn and do that has been cre-
ated ‘especially for me’” [12].

Stories have always been recognized as an effective way 
of enhancing and engendering emotional engagement. How-
ever, following a story in a visitor attraction presents particu-
lar challenges for BPS visitors. The result can be that BPS 
visitors miss out on the emotional experience. For exam-
ple, in an earlier study we carried out into accessibility in 
Titanic Belfast [4], we noted that one of the BPS participants 
observed other visitors responding to exhibits with emotions 
which she herself did not experience. After her first visit 
to Titanic Belfast, referring to the part of the exhibition 
that presents the sinking of the ship, she said: “Some of 
my family members were crying, but I was wondering why 
they cried”. This example illustrates the depth of emotional 
engagement on the part of at least some sighted visitors, the 
quality of experience from which BPS visitors might all too 
easily be excluded. Our hypothesis is that, since the ability 
to emotionally engage with narrative seems to be universal, 
the proposed “story to journey to smart map” approach has 
the potential to enhance accessibility and visitor experience 
for visitors of all abilities.

2.1 � A “story to journey to smart map” approach 
to universal access

Storytelling is an approach for enhancing learning, gener-
ating emotional engagement, and inspiring imagination; it 
is also a way to connect to one’s personal and collective 
experiences. Stories are powerful tools for social inclusion 
and enhanced visitor experience, particularly in museum 
settings.

Storytelling allows the democratization of knowledge 
and promotes […] social integration, since the visitors 
can learn about their own heritage and reinforce the 
sense of belonging to a community and at the same 
time, learn about and understand cultural diversity and 
become acquainted to other ways of thinking [2].

The storytelling approach has been adopted widely in 
the context of museums, such as the Anne Frank House in 
Amsterdam, the BAC Moving Museum in London, and the 
Museum of Broken Relationships in Zagreb. It is key to the 
layout of Titanic Belfast, where visitors are guided through 

the narrative of Titanic, from its design and construction 
through its traumatic loss and, decades later, its rediscovery. 
Moreover, storytelling is such a universal and ubiquitous 
practice that it has, arguably, the potential to pave a universal 
way for museums to attract and accommodate a wide range 
of visitors. Storytelling “takes place within the brain all 
the time simply because the brain is constructed to think in 
terms of narratives and to relate to experiences and conver-
sations by constructing stories” [13–15]. Because the capac-
ity to follow and engage with stories is a universal cognitive 
ability shared by everyone, whatever their degree of ability, 
we adopt storytelling as the first stage of our approach to 
universal access. That is, our first step is to reconfigure the 
museum’s resources into a story.

Next, we bring the concept of journeys to storytelling. 
The journey could be a physical journey through space, or 
it may be that the more abstract flow of a story can be rep-
resented and visualized more tangibly and creatively as a 
journey through time, in the development of relationships 
between people, for example, or between communities, or 
between people and places. It is interesting that sea journeys 
in particular have a long history of appealing to people of 
all cultures down through the centuries (e.g. Homer’s Odys-
sey) or for communicating a particular view of history and 
heritage (e.g. Virgil’s Aeneid). Part of their appeal is that 
people can often relate the journey to their own stories of 
life’s experience and challenges. As Mieke Bal puts it, “a 
traveller in narrative is in a sense always an allegory of the 
travel that narrative is” [16]. Journeys can also exploit the 
fact that there can be multiple routes between the same start-
ing point and end point, which can reflect different societal 
interpretations of the same facts and events depending on 
the teller’s/traveller’s perspective.

Once we have organized the story as a journey, we then 
propose the creation of a smart map to represent the journey. 
This gives scope for engaging the tactile and auditory senses 
of BPS visitors. A corresponding visual display would make 
the smart map more universal. The smart map also provides 
the basis for controlling and interacting with the AD experi-
ence. Our proposed SJSM approach to universal access can 
be visualized as shown in Fig. 1.

Creating our smart map required an interdisciplinary 
approach that draws on translation studies, disability 
studies, museum studies, electronics, and computer sci-
ence. Translation is conceived here as a mode centrally 

Fig. 1   Proposed SJSM 
Approach to Universal Access



422	 Universal Access in the Information Society (2022) 21:419–435

1 3

concerned with inclusivity which, in its responsiveness 
to the legislative framework for enhanced accessibility, 
e.g., the UN Convention on the Rights of Persons with 
Disabilities (CRPD) 2014, European Disability Strategy 
2010–2020, European Accessibility Act 2015, Equality 
Act 2010 (Great Britain) and Discrimination Act 1995 
(Northern Ireland), is increasingly turning to sophisti-
cated technological solutions. In that regard, “ICT per-
meate cultural life, not only by introducing new forms 
of creative expression and meanings for art, but also 
by enriching, transforming and enhancing the museum 
experience” [2]. In this paper, Sect. 5 describes how ICT 
enables us to convert the visual, two-dimensional (2D) 
map into a tactile, auditory, three-dimensional (3D) smart 
map.

We apply the proposed SJSM approach to the maiden 
voyage of Titanic. In many ways, this is an ideal context, 
because of the nature of the story, the significance of that 
fateful journey, and the privileged local access we have 
to such a sophisticated and popular visitor attraction, 
whose historical relevance and emotional charge are both 
enhanced, as we have noted, by the fact of its location on 
the very site where the ship was built and launched.

3 � Smart replicas and multisensory museum 
accessibility

A smart replica is an interactive replica of an original arte-
fact. In museums and art galleries, “replica” usually refers 
to a duplicated object from the original, and “smart rep-
lica” is a term used to refer to “replicas of objects that are 
either part of a collection or exhibit or related to it [that] 
are built to embed digital components to allow for their use 
as part of an interactive experience” [17]. A smart map is 
a type of smart replica, inviting BPS visitors to participate 
and explore meaning in museum galleries and exhibitions 
both physically and cognitively. By actively participating 
in the exploration of meaning, and “in full control of the 
object and its content”, an emotional and personalized 
experience can be enjoyed by the visitors [18]. To explore 
meaning via a smart replica is like enjoying the material-
ity of a book, recalling how “books were, and are, held, 
carried, opened, thumbed, fingered, and stroked” [19]. The 
exploration of meaning is not only carried out through the 
traditional five senses, but also constructed by the motion 
and the movement of the body through space, where the 
encounter with strangers and the surrounding environment, 
together with the sense of balance, time and direction as 
“cognition is not solely a process of the mind, but rather, 
of the interplay between our minds, bodies, and the envi-
ronment” [20].

3.1 � Smart maps and the challenges of design

Tactile graphs, raised-line graphs, and braille maps are com-
monly used among BPS people to aid teaching and wayfind-
ing [21]. Ungar et al. point out that “tactile maps have long 
been recognized by professionals involved in the education 
of visually impaired children and in the rehabilitation of 
recently blinded adults, as a useful tool in mobility training 
and, perhaps to a lesser extent, as a day to day wayfinding 
aid” [22]. In addition to improving learning experiences, the 
use of interactive tactile maps has been proven to enhance 
BPS people’ ability to orientate and navigate themselves 
through space [21, 23, 24].

More recently, multisensory interactive storytelling maps 
have been designed using online multimedia to provide 
access to specific spatial features and stories for sighted peo-
ple. This type of map is usually database-driven and usually 
only available in electronic versions. Such a multisensory 
storytelling map can serve as a creative tool for information 
communication, and can be employed in various contexts, 
such as museums, art galleries, heritage centres, outdoor 
sites and educational settings. For example, a web-based 
story map was created for people to explore the Methana 
Peninsula in Greece, renowned for its “specific volcanic geo-
forms, unique flora and rich history” [25]. The aim of this 
map is to enable various users to learn about the distinguish-
ing characters and particular aspects of the Methana Penin-
sula through interacting with multimodal materials, maps, 
texts and images. [25]. Another example is a web-based 
storytelling map of the Upper Mara Valley (Maramureș, 
Romania), which is famous for its volcanic relief and folk 
tales. The map was designed for young people to enhance 
their outdoor activities [26].

These examples illustrate the feasibility and possibility 
of using maps as an interactive and communicative tool 
for storytelling and as a way of offering users a multisen-
sory experience. The tool offers opportunities to translate 
information into knowledge and into powerful and moving 
stories in a multimedial way, by combining the maps with 
photographs, audio, and videos [25]. Although web-based 
story maps mostly rely on visual access, the concept of the 
story map also informs us that maps can be used in a way 
that employs various sensory modalities to transfer infor-
mation. Therefore, tactile maps combined with audio such 
as AD, music and background sounds have the potential to 
be effective communicative tools for BPS visitors. When 
tactile maps are updated with interactive features, the map 
starts to serve more purposes and possibilities. The map can 
be used to enable BPS users to not only learn historical and 
physical facts, but also have emotional experiences given 
the fact that BPS users can access much more information 
through audio than through the limited tactile information 
conveyed through the map itself and/or braille (which is not 
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accessible to all BPS visitors). Compared to 3D objects, 2D 
objects, such as maps, paintings and photographs, still pre-
sent challenges in terms of providing access for BPS visitors 
[27]. Sighted visitors obtain information from 2D objects by 
looking at them and, reading them; they see words, images, 
shapes, colours, textures, fonts, combinations of these and 
other properties. However, compared to sighted visitors, lit-
tle to none of this visual information is available to BPS visi-
tors. Therefore, there are challenges as to how to make the 
visual information of 2D objects accessible to people with-
out, or with limited, vision. For example, how do we bring 
a multisensory approach (e.g. sound and touch) to static 
2D objects that are normally silent and not to be touched? 
Another challenge is how the visitor experience (e.g. the 
interactive and participatory experience) can be enhanced 
in this interpretive process [28].

A multisensory approach has been put forward to over-
come the challenges of turning the 2D (visual) image into 
a 3D (tactile) object and/or turning the 2D (visual) image 
into audio information by using AD in various ways. A US 
commercial company, for example, 3D PhotoWorks, makes 
2D paintings and photos accessible to BPS people by con-
verting the images into 3D replicas, many of which have 
touch sensors embedded to activate audio commentaries. 
In another example, Neves proposes “soundpainting” as a 
form of artistic transcreation that aims “to convey explicit 
and implicit visual messages through non-visual forms” 
[29]. Soundpainting is an approach that explores the use 
of multiple sounds, as Neves explains: “carefully chosen 
words and a careful direction of the voice talent to guaran-
tee adequate tone of voice, rhythm and speech modulation 
can all work together with specific sound effects and music 
to provide “stories” and emotions that a particular art may 
offer” [29]. Soundpainting can inspire creative AD design 
to offer BPS users quality experiences. Producing a smart 
replica of a 2D object actually integrates both of these solu-
tions, where touch can be one experience and soundpainting 
offers another experience for BPS visitors. With the integra-
tion of these two solutions, a smart replica of a 2D map, or 
a smart map, can communicate to BPS visitors the stories 
and emotions on offer.

Previous studies have highlighted both the advantages 
of tactile technologies for providing interactivity and their 
difficulties. Interactivity relies on technologies such as tac-
tile buttons, conductive painting or capacitive technolo-
gies [30, 31] that provide feedback in response to a user’s 
input [32]. Giraud’s study [30], which compared raised-line 
maps (RLMs) and interactive small-scale models (SSMs), 
found that BPS people enjoyed the interactive feature of the 
map, whereby the audio was triggered when they touched 
the maps’ conductive markers. The BPS participants in 
this study pointed out that “interactivity was appreciated 
because the back and forth movements between the map 

and the braille legend were not necessary” [30]. However, 
based on their research, Giraud et al. also discovered that the 
touch sensors were too sensitive. Researchers have pointed 
out that avoiding short impact-related gestures (e.g. tap) is a 
significant factor in deciding the feasibility of the map [33]. 
Because of the natural two-hand exploration, if a single tap 
is used to create interactivity, it is more likely that BPS users 
will trigger some simultaneous audio commentaries uninten-
tionally, and they are unlikely to know which finger caused 
the sound outputs [34]. Thus, double-tap [35] and multiple-
tap interactions [36, 37] are proved to be more feasible.

3.2 � Benefits of using a multisensory approach 
in museums

There are various benefits in using multisensory modalities. 
Multisensory techniques involving more than two sensory 
modalities have been found to be better solutions for students 
to remember information [38]. The success of employing 
multisensory techniques in learning mathematics, languages 
and reading are pointed out by education researchers and 
practitioners alike [38–42]. Researchers also argue that such 
multisensory methods are particularly effective for learners 
with disabilities [43–46].

According to the research cited previously, by encour-
aging visitors to use their range of sensory modalities to 
explore exhibitions, visitors’ understanding and memory are 
enhanced. Wilson points out that this process can “facili-
tate the generation of memorable experiences” [47]. Other 
experts further support this argument and point out that 
“multisensory experience, based on imagery or perceptual 
experience, combined with semantic or factual information, 
would enhance memorability” [48].

Lacey and Sathian highlight the interaction between vis-
ual imagery and haptic perception and further explain the 
benefits to visitors’ understanding and memory of touch-
ing exhibits from a neuroscience perspective [46]. Based 
on their findings, they suggest that “spatial metric informa-
tion is preserved in representations derived from both vision 
and touch, and that both modalities rely on similar, if not 
identical, imagery processes” [46]. By further outlining a 
preliminary model of visual imagery in haptic shape percep-
tion and representation, Lacey and Sathian recommend that 
visitors should be allowed to handle objects and conclude 
that “doing so may lead to more elaborative processing, thus 
enabling better understanding and improved recall of the 
museum experience and its intellectual content” [46]. Fur-
thermore, through physical engagement, aesthetic pleasure 
and a deeper appreciation can be stimulated by touching a 
beautiful object [48–52].

The evidence shows how sensory perception works to 
compensate for the lack of sight. Sensory compensation is 
defined as “the functional reorganization of systems and 
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subsystems recruited to perform a disrupted function” [53]. 
The cerebral reorganization of BPS people demonstrates 
that “a heightened sensitivity to sound, together with non-
visual senses, [is] thought to be the main method by which 
they compensate for lack of sight” [54]. In addition, a large 
number of studies show that people who are blind acquire 
superior tactile abilities (e.g. tactile discrimination) [55] and 
superior auditory skills [56]. Therefore, it can be argued that 
an approach using multisensory modalities can bring many 
benefits for BPS visitors to access visual arts in museums.

4 � Design context: the Maiden Voyage 
Gallery in Titanic Belfast

For the purposes of this paper, we chose the Maiden Voyage 
Gallery as a specific gallery context for the story, journey 
and corresponding smart map design. In the Maiden Voyage 
Gallery, complex narratives, including historical facts, per-
sonal stories and passengers’ experiences on board Titanic, 
are curated and displayed. Almost all the artefacts exhibited 
in this gallery are either behind glass or in various 2D forms, 
including photographs, letters, a first-class menu, etc. Fig-
ure 2 shows part of the picture wall in the Maiden Voyage 
Gallery. It is a typical example of the use of 2D images in 
Titanic Belfast. The black and white photographs can be 
seen which were taken at Southampton during Titanic’s 
docking in the port as well as the explanatory texts of what 
was happening on and around Titanic at that time. Most of 
these photographs were taken by a young passenger, Frank 
Browne, whose story is told in the smart map.

A large number of digital technology-based exhibits are 
also displayed in the Maiden Voyage Gallery. Digitized 2D 
moving visuals include: a large screen onto which sea waves 
are projected to give the illusion of standing on the first-class 
promenade deck; a video image of a chef projected behind 
a table set with fine china, simulating a dining experience in 
Titanic’s Veranda Café; and an animation clip that presents 
visitors with information regarding the different passengers 
who boarded and disembarked from Titanic at each stop and 
the amount and type of goods and supplies the ship car-
ried. Almost all of the information and artefacts displayed in 
the Maiden Voyage Gallery can only be accessed by visual 
perception.

4.1 � Titanic’s Maiden Voyage map

The focus of the smart map design is on employing hap-
tic and auditory modalities to communicate multi-layered 
information for BPS visitors while providing access to a 
similar or equivalent experience to that enjoyed by sighted 
visitors in the Maiden Voyage Gallery. Our interactive map 
of Titanic’s maiden voyage aims to involve visitors in a 

historical and emotional journey. The map is designed to 
tell the story of the maiden voyage and to take visitors on 
their own journey.

A huge 2D map of Titanic’s maiden voyage is displayed 
at the entrance of the Maiden Voyage Gallery in Titanic 
Belfast. Actually, this map serves as a specific narrative 
context in several galleries, and it can be found in various 
2D art forms across the whole venue. For example, in the 
Maiden Voyage Gallery, an animated version of the map 
in an interactive screen stand enables visitors to follow the 
route to each stop and learn assorted factual information, 
such as how many people got on and off the ship at each 
port. The map can also be found in the interactive screen 
stands in the Aftermath Gallery, where it is used to show 
the databases of passengers at each stop, and in the Titanic 
Beneath Gallery, where it is used to show the oceano-
graphical information of Titanic’s route. It can also be 
found outside the venue, engraved into the external Plaza 
where it can be seen from the Launch Gallery window.

This map serves as a link between the stories curated 
and displayed in these different galleries and locations. 
The text provided visually on the original map reads:

Fig. 2   A typical information panel of the port of Southampton (Photo 
by Xi Wang, 2018)
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After successfully completing her sea trial in Bel-
fast Lough, Titanic set sail for Southampton shortly 
after 8 pm on 2 April 1912. On her delivery voy-
age through the Irish Sea and English Channel to 
Southampton Titanic recorded a speed of 23 ¼ knots 
(approx. 26 ¾ miles per hour), the highest speed she 
would ever attain.

After the delivery voyage, Titanic was in Southampton 
for 7 days, where the first passengers embarked. Titanic 
then called into the French port of Cherbourg on 10 April 
and departed for Queenstown (now Cobh), Ireland, on the 
same day. From Queenstown, the ship set out for New 
York, although, as we know, it never arrived. Figure 3 
shows the 2D map Titanic Belfast uses to depict this first 
and last voyage.

The dotted lines indicate Titanic’s route, and the map 
highlights and labels the different ports (Belfast, South-
ampton, Cherbourg and Queenstown) using contrasting 
colours. These stopping points provide the basis for infor-
mation and exhibits, including photographs and databases 
of passenger embarkation details. Without being able to 
see the map and access the information, most of the exhibit 
is lost on BPS visitors. The discolouration around each 
port also suggests that, in fact, maps are the perfect kind 
of 2D objects to make tactile, because even sighted people 
sometimes like to touch them and explore them in a tactile 
way (if they are allowed).

The map shows visitors the factual information about 
the voyage, but also inspires us to imagine the opportu-
nities for passengers to board and disembark from this 
ship; some passengers were lucky to get off and some were 
unlucky. Therefore, the design aim of our interactive ver-
sion of this map is to link, across time and space, historical 
and physical facts with personal stories of Titanic. This 

interactive, tactile smart map aims to establish an emo-
tional connection between the visitors of today and the 
passengers of the past.

4.2 � AD creation

The content of the AD was collected from information and 
exhibits in the Maiden Voyage Gallery, including the infor-
mation panels, the video of Titanic’s maiden voyage route, 
the existing AD guide, the multimedia guide for sighted 
visitors, and artefacts such as the first-class menu, letters 
written by passengers, and a set of black and white photo-
graphs of life on board Titanic displayed on the wall of the 
gallery (see examples in Sect. 4.1). When creating the AD, 
we followed several guidelines, such as Audio Description: 
Lifelong Access for the Blind (ADLAB) [57]. As the AD we 
created was a descriptive guide, the guidelines and hints 
for designing descriptive guides provided by ADLAB are 
useful to follow. The guidelines highlight the features of a 
description guide which are distinguished from other types 
of AD. That is, as Neves states, the information given in a 
descriptive guide is the narrative itself with an emphasis on 
“how” and “what” to say “about what” [57]. In other words, 
selection and interpretation are important in creating the 
audio descriptive guide.

The AD design process was creative and not simply a 
matter of transcribing existing material. The information 
selection must take into account narrative construction and 
the desired emotional impact of each stage of the journey. 
The AD was produced in a multisensory way and was com-
bined with various sound effects, such as background music, 
different accents and voices. The background sound of sea-
gulls, wind and sea was recorded on site at the Titanic’s 
original slipway and embedded into the AD clip at the point 
where the ship began its journey from Belfast. We used tra-
ditional French music and Irish music when the ship voyaged 
towards Cherbourg and Queenstown. The Navy Hymn—‘For 
Those In Peril On The Sea’—and the sound effect of Morse 
code were used when the ship struck the iceberg. For the 
personal stories, various accents and voices were used: an 
Irish man with a local accent read a letter written by Dr. John 
Edward Simpson who was Titanic’s Assistance Surgeon. Dr. 
Simpson was born in Belfast, and graduated in Medicine 
from Queen’s University Belfast. His letter to his mother 
Elizabeth from on board Titanic was posted in Queenstown. 
He did not survive the sinking.

In total, there are eighteen (18) AD files, two (2) intro-
ductory AD files about the smart map, how to use the tactile 
buttons and tactile voyage routes, and a short background 
introduction of Titanic’s voyage route. The other sixteen (16) 
AD files give users brief factual information about each stop 
and personal passenger stories (such as Dr. Simpson’s let-
ter), which are arranged chronologically and geographically.

Fig. 3   The 2D Map of Titanic’s Maiden Voyage displayed in the 
Maiden Voyage Gallery (Photo by Xi Wang, 2018)
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5 � A smart map for the story of Titanic’s 
Maiden Voyage

The smart map portraying the story of Titanic’s journey 
on its maiden voyage is based on the 2D map in Titanic 
Belfast. It consists of a raised map of (most of) the Brit-
ish Isles, part of northern France with Cherbourg, and the 
start of the Atlantic Ocean. So that the buttons in the sea 
can be fixed into place, the map has three layers: the land 
layer (made from wood), the sea layer (made from thin, dark 
blue acrylic plastic sheeting), and a sturdy unseen base layer 
(400 mm × 600 mm) for anchoring the buttons (plywood) 
and supporting the map (see Fig. 4).

We explored three ways to represent the voyage routes 
on the sea layer: the use of physical wires, tactile stickers, 

and engraved lines. Given the consideration that physical 
wires and tactile stickers are more prone to suffer dam-
age, we chose to use engraved lines. The engraving can 
be performed easily as part of the laser cutting process. 
Different types of line were tested (see Fig. 5). Solid lines 
were chosen for the route from Belfast to Southampton, 
but a dashed line (the second option in Fig. 5) was used 
from Southampton onwards. This was so that users can 
distinguish between the different routes and directions, 
especially when routes are close to each other (e.g. around 
Southampton and Cherbourg).

The smart maps’ interactive AD is delivered through a 
set of 10 buttons, embedded at key points on the journey. 
Because each button is multi-functional, it is possible to 
provide a series of AD files providing increasing levels of 
detail, should the user request this. Normally we provide 
one level of additional information, which can be selected 
by long pressing the button (see Sect. 6.4). Figure 6 gives 
an overview of the 10 buttons and shows the number of 
AD files available at each location (indicated by the dot-
ted loops): normally there is one “additional information” 
option per button, though three buttons have only one AD 
file, while Queenstown has three AD files.

There are two main approaches to recording AD: using 
a real person or using a voice synthesizer, such as Google 
Cloud Text-to-Speech. In our audio recording, we used 
real people, three female narrators and one male, using 
professional recording facilities in a soundproof studio at 
the Sonic Arts Research Centre at Queen’s University Bel-
fast. Background music and sound effects were then added 
and mixed to produce the final version of the AD.

The final stage of producing the model required simple 
circuit design, soldering the buttons, and connecting the 
wires to a Raspberry Pi, a fully customizable and program-
mable small computer board [58], which runs our purpose-
designed Python program, the QUB Smart Map Controller, 
as explained in Sect. 6.4. Each button is connected to one 
of the GPIO (general-purpose input/output) pins of the 
Raspberry Pi. A bluetooth speaker and/or headphones is 
used for audio output (see Fig. 7).

Fig. 4   The Smart Map representing the story of Titanic’s maiden voy-
age

Fig. 5   Options for engraved dashed lines for tracing the route

Fig. 6   The ten buttons and cor-
responding 18 AD files for the 
smart map
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6 � Design principles for smart maps

Our experience in designing and evaluating prototypes of 
the smart map has led us to propose four main principles of 
designing interactive maps for BPS visitors: (1) employing 
journey-based structured storytelling, (2) purpose-oriented 
design, (3) use of low-cost technologies and (4) use of multi-
function buttons.

6.1 � Employing journey‑based structured 
storytelling

In the existing AD guide at Titanic Belfast, users request 
the required AD through a keypad device. The whole lay-
out of Titanic Belfast is structured around a chronological 
story of Titanic and visitors have to follow that narrative 
path through the venue. This suggests that the AD, in some 
way, is structured according to the story of the venue and the 
journey through the venue. However, emotional involvement 
is substantially reduced for BPS visitors, as the many layers 
of information and stories (presented visually for sighted 
visitors) are largely omitted from the existing AD guide.

In contrast, our smart map AD is activated by buttons 
placed at key geographical locations in the journey, which 
become key points in the story. The locations and timeline 

of Titanic’s maiden voyage are used to narrate to visitors a 
story structured along the historical journey, but also a story 
that becomes a personal and emotional journey. The AD 
is designed to create a personalized experience by giving 
users some control over how they interact with and explore 
stories independently and at a level of detail they choose. By 
exploring the map and following a preferred route laid down 
in the map, visitors are on a guided but not fixed journey as 
they can choose whether to follow the sequence of the route 
or choose a different sequence. They can select the amount 
of information—both historical facts and personal stories—
they would like to hear. The personal stories are intended to 
form a relationship between visitors and the passengers on 
board Titanic; as the visitor’s hand moves across the map, 
their mind follows passengers’ real stories. BPS visitors can 
choose to follow some passengers’ stories over time and also 
pick up different stories of different passengers. Across time 
and space, the visitors can develop a personal connection 
with these passengers and try to imagine what life on board 
was like. They can follow the story of a passenger who had 
to get on and off the ship at Queenstown, with the result that 
the visitor’s foreknowledge of the doomed vessel’s imminent 
sinking begins to function as an emotional response.

6.2 � Purpose‑oriented design

In designing the smart map, design decisions must always be 
made in full awareness of the map’s purpose. Two examples 
are given in what follows.

Firstly, we applied a novel approach, namely Localized 
Scale Magnification (LSM), to the construction of some 
map features. The minimum size of map features which can 
be tactilely distinguished is determined by the width of a 
fingertip. For a map covering a large area, local points of 
interest can be lost if they are made to scale. For example, 
the ports of Belfast and Southampton are small in com-
parison with a map of the UK drawn to scale, but they are 
significant for Titanic’s journey and stories of that journey. 
Although they can be seen visually, they are too small for a 
BPS visitor to feel with a finger. Therefore, we exaggerated 
the scale locally, rather like placing a magnifying glass over 
the local point of interest, so that the significant features are 
large enough to be felt. The goal is to give the impression of 
higher resolution in the locality of significant points of inter-
est. Also, LSM was applied to points in the journey where 
two close routes could easily be confused (for example, the 
route into, and out of, Southampton). The physical width of 
the channels and the separation of the routes need to be large 
enough for the fingertip to feel the sea and to explore how 
the ship navigates its way.

One result of LSM is that the resulting map is not strictly 
accurate and may look a little strange to a sighted person, 
who may initially expect to see a map drawn to scale. In 

Fig. 7   The Raspberry Pi 3B+ and button connections on the reverse 
side of the smart map
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theory, this poses a challenge to the principle of universal 
access (where the map should be suitable for either sighted 
or BPS visitors). In practice, however, we have found, infor-
mally, that using LSM does not interfere with the experience 
of sighted visitors. Sighted visitors happily use tourist maps 
which often use similar scale exaggeration around points 
of interest.

A second application of purpose-oriented design led us to 
eliminate certain geographical and topographical features. 
We originally included some mountain ranges and inland 
waterways, using 3D printing; however, when we presented 
these to a focus group, these features confused BPS partici-
pants and distracted their attention from Titanic’s route. We 
also simplified and smoothed the coastlines of the countries 
involved, because these details are not relevant to the pur-
pose of the map. We are not providing a lesson in geography. 
This is also in keeping with current research which suggests 
that “the blind can only distinguish a limited number of tac-
tile cartographic symbols in one representation” [59].

Another reason to eliminate unnecessary tactile detail is 
to reduce the cognitive load. To a greater extent than with 
visual perception, BPS people’s manual exploration of tac-
tile maps is sequential and their mental picture is built up 
part by part. Tactile perception can also use different body 
parts, such as a finger, a whole hand, or both hands associ-
ated with movement of the arms; hence, the cognitive load 
needed for mental integration and synthesis to build a unified 
representation of the object is increased [60]. Also, because 
of the lower capacity of tactile memory than visual memory 
[61], the information that BPS people can assimilate through 
touch is limited [62]. Therefore, every effort should be made 
to eliminate or reduce details which are not relevant to the 
purpose of the map.

Purpose-oriented design also influenced the choice of col-
ours for the sea and the land in our map. After presenting our 
first choice of green and light blue to our focus group, the 
partially sighted members requested much greater contrast 
between land and sea. This is another example where the 
resulting map might not look so realistic to sighted visitors. 
It also demonstrates the need to take the needs and capabili-
ties of partially sighted visitors into account, and not treat 
everyone in exactly the same way.

Finally, braille is not used on the map. Only a relatively 
small proportion of BPS people have experience in reading 
braille [63]. Braille on the map reduces the legibility and 
immediacy of the map and increases the complexity and 
difficulties in map interpretation [64, 65].

6.3 � Low‑cost technologies

Cost can usually be a decisive factor for museums in decid-
ing how to improve the accessibility of their buildings, col-
lections and facilities. Traditionally, tactile maps are made 

by braille embossers and microcapsules; however, “the 
greatest flaw of standard tactile map production is that it is 
both a time-consuming and costly process and that the pro-
duction of a larger number of copies is difficult (poor repro-
ducibility)” [59]. Therefore, making tactile maps is normally 
costly and time-consuming and they require facilities which 
are rarely available outside classrooms [32].

For museums, tactile objects are inevitably likely to suf-
fer damage over time and therefore may need to be replaced 
easily. Convenient, low-cost reproducibility is important. 
Therefore, we would want as much of the model as possible 
to be generated from a computer description.

There are several low-cost solutions for designing repli-
cas, such as rapid prototyping, “an ‘additive’ process, com-
bining layers of material or powder to create a solid object”, 
and CNC (computer numerical control) milling machine, 
which drives a machine tool to selectively remove material 
from a solid block [66]. With the introduction of laser cut-
ting machines, 3D printers, and the varieties of available 
materials, the process of making tactile maps has become 
low-cost, time-efficient and simpler. Moreover, there are 
often open access computer models available, which can be 
a good starting point for a smart map [59]. While the equip-
ment for laser cutting can be expensive, the service is often 
available at reasonable economic cost.

3D printing has become much more common in recent 
years, and the decreasing purchase price of 3D printers 
opens more possibilities in applying 3D printing to muse-
ums. However, given the fact that a 3D printer’s build vol-
ume is relatively small (e.g., 330 × 240 × 300 mm), we did 
not use 3D printing for the geographical regions on the 
map. The regions would have had to be printed as a series 
of smaller regions and then assembled. Laser cutting was 
faster, cheaper and more easily repeatable.

6.4 � Multi‑function buttons

We investigated three types of widely used buttons: smart 
buttons, capacitive touch sensors and tactile buttons. Smart 
buttons are usually wifi- or bluetooth-based. Examples 
include the Echo button, the Logitech Pop and the Flic 
button, which have become quite popular nowadays, espe-
cially in the smart home. However, smart buttons are com-
paratively very expensive and too large for our purposes. 
In capacitive touch sensors, a proximity touch triggers the 
event. However, they are prone to unintentional triggers 
[30]. Tactile buttons are simple on/off electronic switches. 
They are cheap, come in various sizes and heights and only 
respond to users when pressed.

Tactile buttons proved to be the most appropriate for our 
smart map. Indeed, whatever the journey to be represented, 
tactile buttons can be used, with the supporting software 
which we developed. Tactile buttons can be turned into 



429Universal Access in the Information Society (2022) 21:419–435	

1 3

multi-functional buttons by using software which runs on 
the Raspberry Pi. This enables the duration of a button press 
to represent different functions. Users can select the amount 
of information they wish for a location, by using the button 
to request information (by a short press), or to request more 
information (by a longer press), or to request less informa-
tion, by stopping the AD fragment. Unintended short taps, 
or pressing two buttons simultaneously, can be ignored by 
the software.

To support the multi-function buttons and the playing of 
the selected AD files, we developed a Python program, the 
QUB Smart Map Controller, which can actually service any 
button-based AD system. The designer supplies a text file 
which gives, for each button, a pin connection and a location 
name. This location name, plus the type of button press (S, 
L, L2, etc.), is used to make up the file name of the corre-
sponding AD file. This is then played by the Raspberry Pi 
through headphones or via a Bluetooth speaker. There are 
some 18 AD files. More AD files could be created and added 
to the system without having to modify the program. The 
program also produces a log file which shows which buttons 
the user pressed, and when; from this it calculates statistics 
about how much of each AD file was listened to.

7 � Evaluation

In collaboration with RNIB Northern Ireland, a group of 
BPS participants took part in the reception study. The par-
ticipants were registered members of RNIB. So far, six (6) 
BPS participants have taken part in the study. The group 
represented different levels of sight loss, with three (3) blind 
participants and three (3) partially sighted participants; two 
(2) participants were born with sight loss and four (4) par-
ticipants had developed sight loss. There were different ages, 
from 36 to 75, and an equitable gender split (3 male and 3 
female). Figure 8 shows one of the BPS participants evaluat-
ing the smart map.

In each evaluation session, BPS participants were asked 
to explore the smart map by themselves. Three methods 
were employed in the evaluation process: (1) BPS partici-
pants used a tactile Self Assessment Manikin (SAM) to 
self-report their emotional responses at each location dur-
ing their exploration of the map; (2) participants completed 
a questionnaire afterwards; and (3) the log file generated 
by the QUB Smart Map Controller programme was used to 
record and analyse how BPS participants explored the map.

7.1 � Results based on SAM

SAM, a self-managed method of recording the emotional 
state of a person, is a picture-oriented questionnaire to 
measure emotional responses [67, 68]. The SAM concept is 

widely used to assess emotional states. Based on an existing 
model [69] and inspired by Gallardo and Ulrich’s tactile ver-
sion of SAM [70], we developed our own SAM to evaluate 
BPS participants’ emotional responses, while they explore 
the interactive map in the reception study. We simplified 
and eliminated the unnecessary components of the graphic 
features on SAM.

We designed and produced our own tactile SAM, using 
a laser cutting machine to engrave the emoticons onto a 
plastic board (see Fig. 9). The first row of the tactile SAM 
depicts the shape of a person’s mouth, ranging from a “sad” 
to a “happy” mouth expression. This top row represents the 
valence of emotion, ranging from unpleasant, negative emo-
tion (e.g. sad), to pleasant, positive emotion (e.g. happy). 
Note that in our journey story sad emotions are every bit 
as meaningful as happy emotions. The second row of the 
tactile SAM represents intensity, that is, the arousal degree 
(or strength) of emotion. Participants will find the pattern of 
symbols becomes larger and larger as their emotional feeling 
increases from “not much feeling” to a “very strong feeling”.

The BPS participants were given time to become familiar 
with the SAM before the evaluation began. We did a short 
initial test before the start, asking them to use the SAM to 
describe their current emotional state at that time. They 
quickly and clearly described their emotional state. Every-
one confirmed they were comfortable with using the SAM 
and found it clear and easy to use.

Although the emotional patterns varied among BPS par-
ticipants, the trend of the SAM data shows that most BPS 
participants started the journey from a relatively low arousal 
and low pleasure emotional state (calm), developed into a 
high pleasure and high arousal emotional state (happy) at 
some point during the map exploration, and usually ended 
with a low pleasure and high arousal emotional state (sad). 
The spread of the numbers in each cell in Fig. 10 also 

Fig. 8   A BPS participant evaluating the smart map
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indicates that there are differences between each BPS indi-
vidual’s emotional responses, strengthening the argument 
that BPS visitors should not be treated as a homogenous 
group.

More significantly, the data shows that BPS participants 
experienced some kind of emotional engagement. Figure 10 
shows how many times each emotional state (in terms of 
both valence and arousal) was self-reported by each BPS 
participant while exploring each stage of the smart map (a 
total of 60 reports). For valence, we can see that 52 (87%) 
self-reports are medium (3) or above (calm to happy). Since 
there is only one button that triggers AD content regarding 
the sinking, there are only 8 (13%) reports of sad emotion 

(columns 1 and 2). For arousal, 56 (93%) are at 3 or above. 
Encouragingly, 28 (47%) reports were of very high intensity 
of emotion (arousal 5). If to this are added the 14 reports of 
high intensity (arousal 4), altogether, 42 (70%) reports were 
of high arousal. These results strongly suggest that partici-
pants were experiencing significant emotional engagement 
while exploring the map.

7.2 � Results based on questionnaire

There are 15 questions in the questionnaire, 12 five-point 
Likert scale questions and three open questions. The aim of 
the questionnaire was to gather participant feedback focusing 

Fig. 9   Tactile SAM showing 
the ten symbols used to depict 
valence (upper row) and inten-
sity (lower row) of emotion in 
increasing degrees (1–5) from 
left to right

Fig. 10   The number of self-
reports for each emotional state
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on three main categories: the interactive map, the AD, and 
the overall experience. Thus, for example, we were inter-
ested in the extent to which BPS participants are able to feel 
the ports and visualize their location, the extent to which 
the background sounds and music used in the AD help BPS 
participants follow the journey, and the extent to which the 
overall experience was a positive one, for instance, if BPS 
participants were emotionally touched. The questionnaire 
was conducted as an interview. Each BPS participant was 
verbally asked the questions by a volunteer in a separate 
room. Answers were voice recorded, with the consent of 
all participants, and later transcribed. The responses to the 
5-point Likert scale questions are presented in Fig. 11.

In summary, BPS participants were highly satisfied with 
the interactive map, and enjoyed their cognitive, emotional 
and engaged experience in using this map. The results show 
that BPS visitors were able to experience a real degree of 
emotion while they explored the interactive map. They felt 
in control, as they are able to explore the information they 
liked, and they appreciated this personalized experience. 
Sample quotes from BPS participants demonstrate not only 
their appreciation of the map but their enthusiasm for its 
potential:

I enjoyed doing it. Using different voice actors and 
background music was really positive for evoking 
emotions. In fact, using real life stories evoked more 
emotional reactions too.
A very positive move. It would be a move forward to 
improve accessibility for visually-impaired people 
but also for sighted people as it can help visualize 
events on one route. I have been to Titanic Belfast 
and I would like to go back if you put it in. Just inter-
ested in people’s reaction to it because I really like 
this kind of thing. I think this is good.
I think it is important there are more things like 
that in museums, because more often the things are 
behind glass. You cannot touch them. There was 
a model of Titanic behind us in the glass, but you 
don’t know if it is big or small, so it is important 
to have a hands-on experience and you are able to 
touch things.
It would be an excellent idea because it certainly 
helps to make you feel more inclusive. Through 
installing this map, it made me feel very inclusive.

Fig. 11   Average scores of the five-point Likert scale questions
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7.3 � Results based on the log file

In order to mitigate social bias in completing the question-
naire [71], we also kept a record of participants’ interactions 
with the map, such as calculating the length of time each 
audio file was played and the length of waiting time between 
button presses. This information is gathered and stored in a 
log file on the Raspberry Pi while BPS participants explore 
the map. This log file enables the gathering of quantitative 
data on how participants explored the AD.

Analysis of the log file data, in the form of a spreadsheet, 
resulted in two main observations:

(1)	 Almost all AD was listened to by everyone. There was 
one main exception (discussed in the following point) 
and one case where the AD was stopped during the 
final background music of the Atlantic (9th) button (see 
Fig. 6).

(2)	 The data revealed that some users missed the Cher-
bourg button completely. It turned out that, in spite of 
our attempts to provide tactilely distinct routes, this 
was because the voyage routes from Southampton to 
Cherbourg and from Cherbourg to Queenstown are too 
close to each other in the Southampton region. Because 
BPS participants could not see that there was a button 
at Cherbourg, they did not know they were missing this 
part of the journey. This reveals an interesting pitfall in 
designing a smart map for BPS users: sighted users can 
readily see all the buttons at a glance, but BPS users do 
not have this overview. One attractive solution would 
be to update the software so that it detects that the user 
has skipped a part of the journey (where there is a dan-
ger of doing this by accident rather than by choice); it 
could then prompt the user with this information. This 
is one of the advantages of a software-controlled smart 
map.

Overall, we observed a pleasing consistency between all 
three evaluation approaches, although each method picked 
up different features.

8 � Conclusions

This paper has proposed a “story to journey to smart map” 
(SJSM) approach to universal access. We applied this 
approach to create a smart map of the Titanic’s maiden 
voyage. When evaluated with a group of BPS participants 
in a reception study, the approach was given approval for 
visitors’ experience, especially regarding visitors’ emotional 
engagement and independence.

Although we did not carry out a formal reception study 
with sighted visitors, some sighted visitors found that the 

smart map was very attractive to use and commented that it 
helped their own exploration and visualization of the jour-
ney. It proved natural for sighted users to adapt to the BPS-
specific modifications almost without noticing. Although 
this does not demonstrate universal access experimentally, 
it does suggest that the SJSM approach may well have poten-
tial for engaging with a larger number of participants with 
a range of sensory, cognitive and physical abilities and dis-
abilities. This is a promising area for ongoing research.

One advantage of our smart map technology is that no 
new software needs to be written for other button-based 
smart maps. The QUB Smart Map Controller software 
(which can be made available upon request) obtains all its 
information from a text file, which a non-expert can easily 
create from a template. Another advantage is the relatively 
low cost of producing our type of smart map, or replacing a 
broken one. Provided there is access to a laser cutting ser-
vice, the actual materials need not be expensive, and the cost 
of the Raspberry Pi and associated electronics is eminently 
affordable.

While the current smart map needs further reception stud-
ies and refinement, there are several possible future develop-
ments of our approach, as briefly described below.

(1)	 Extending to visitors with hearing loss. To extend the 
universality of the SJSM approach beyond the BPS, our 
current smart map technology could be supplemented 
by delivering a parallel video-based experience based 
on the physical map, rather than having a separate 
touch-screen version of the smart map. This would 
share the same AD text. The software would automati-
cally generate the visual text. There is scope to use 
avatar technology for different characters in the story; 
this would open up lip-reading as a further modality.

(2)	 Rapid and multi-lingual AD generation using Trans-
lation and Text-to-Speech technology. If desirable, 
to avoid the cost and delay of getting multiple human 
readers to create the AD commentary files, and in dif-
ferent languages, there is considerable potential to 
exploit available automatic text-to-speech generators 
with multiple voices. As a way of obtaining a limited 
multi-lingual version, some museums might find it 
worthwhile to explore the use of automatic transla-
tion software. Another advantage of this automatic 
approach is that the audio-based and video-based inter-
faces would operate from the same core AD text.

(3)	 Integrated self-assessment. Additional buttons or tactile 
sensors, integrated into the smart map, could replace 
the proposed SAM, so that users can give regular feed-
back on their emotional experience in a natural and 
convenient way. The logging software will automati-
cally record the time (and hence the point in the jour-
ney) of such feedback.
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(4)	 Representing more abstract “stories”. With creative 
application of our SJSM approach, there is potential for 
museums to create new smart maps which help users 
explore more abstract “stories”. Historical and political 
timelines are one type of “story” which can be explored 
using a journey via a smart map. As a more complex 
example, we plan to investigate how a large collec-
tion of personal stories and other resources related to 
conflict situations can be moulded into a multi-person, 
multi-path “journey”, representing the journey which 
the divided communities undertake as part of a rec-
onciliation process. A smart map can portray two (or 
more) different interpretations of the same events, cor-
responding to alternative routes on a smart map. Care-
ful design can ensure that visitors are led to explore 
both, or several, “stories” (routes), rather than imposing 
a particular storyline which might try to create a reduc-
tive interpretation.
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