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Abstract
TV service providers now offer a variety of features, including broadcast-related ones like electronic programme guides, 
catch-up and recording features, but also Internet access and a variety of TV applications. These new features turn TV devices 
into more versatile and interesting platforms, but also clog the screen with more content than ever. Since this content is 
mainly visual, this means that TVs have even more inaccessible content for visually impaired people. This paper presents 
the design of a solution that audio renders the TV application’s user interface through a mobile device. Resorting to a mix of 
accessibility experts and user studies, we compared multiple feedback versions containing different contextual information. 
Participants reported that the use of repetitive sentences should be avoided; concise feedback feels smoother and quicker 
but, for some, lacks information while extended feedback can be annoying and take too much time though is appropriate for 
learning phases. For menus, most participants suggested to include the position of an element and the number of elements. 
The results helped to identify the critical information to convey to the user and to tailor two modes differing in the amount 
of contextual information provided, suitable for differently skilled users. Additionally, we condensed the findings into a list 
of design guidelines which can be generalized to other auditory interfaces meant to be operated by a VI user.

1 Introduction

Smart TV, also known as Connected TV, refers to any TV or 
set-top box that can be connected to the Internet and access 
content beyond the broadcast content that public digital 
services or private cable providers usually offer. Most Con-
nected TVs provide that content through TV applications, 
similarly to what happens with mobile devices. Examples of 
popular TV applications include Netflix, Facebook or You-
Tube. The user interface of these applications tends to be 
simpler than desktop oriented applications. Nevertheless, 
it is highly reliant on visual content which can pose serious 
accessibility barriers to users with visual impairments. The 
variety of information displayed has been growing in content 
and complexity from the old analog TVs, through digital 
receivers and current Smart TVs. The lack of feedback about 
what is rendered on the screen is one of the main causes for 
these users not fully enjoying the capabilities of their televi-
sions or stopping them from upgrading to newer sets [15].

Driven by a universal access vision, it is important to find 
a reliable solution with improved accessibility and accepted 
by visually impaired (VI) users. This is a complex task due 
to (1) the multiple existing Smart TV and TV applications 
that do not share common interface metaphors and elements, 
and (2) the characteristics of the target users and the require-
ment to convey clearly what is happening in the TV screen. 
This feedback must contain accurate information and at the 
same time not burden the user with too much detail, which 
would risk annoying users.

TV accessibility has been the focus of research efforts 
[12, 19, 21] but these have mainly concentrated on elderly 
people. There is a lack of literature detailing auditory feed-
back designed for VI users and TV applications. This work 
pursues this opportunity to contribute to a more accessible 
TV experience.

Smart TVs are characterized by an integration trend with 
mobile devices. In this paper we explore how this capabil-
ity can be used to ameliorate the accessibility barriers of 
Smart TV, by allowing users to interact with their televisions 
through a device that already offers better accessibility solu-
tions. Toward that end, we developed a software infrastruc-
ture that interprets the interface of applications rendered on 
TV and connects it with a mobile application. A VI user 
can then control the TV application through the mobile 
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application. This is similar to existing TV remote control 
applications for mobile devices, but with enhanced features 
designed for the target population. The system is able to 
analyze and interpret the user interface of TV applications 
and build a document containing its structure and element 
properties. Then, the mobile application audio renders this 
information to the user.

Determining which information should be presented to 
fit the users’ needs is the goal of the studies presented. We 
experimented with the rendering of labels of focused items, 
orientation of menus, listing of elements, elements around 
the focused one, segmentation of the interface into blocks 
and indexation. Different versions were implemented that 
present the contextual information with more or less detail.

The design process followed was iterative and involved 
representatives of different stakeholders. The initial version 
of the TV interface interpretation software and mobile appli-
cation was grounded on a literature analysis and experience 
from past projects. This version was evaluated by acces-
sibility experts, which resulted in an improved version. The 
second version was then evaluated in user trials with VI 
users, leading to suggestions for further improvements to 
be realized in a third version. This version was tested again 
in a new user study.

The findings helped to identify and tailor two different 
feedback modes: (1) Concise, which conveys short but criti-
cal information to the user; and (2) Verbose, which conveys 
additional contextual information that assists less experi-
enced users. Additionally, the data gathered with the con-
ducted studies allowed us to propose a set of guidelines that 
can be applied to other auditory interfaces.

In the remainder of this paper, we start by presenting 
background information about the problems VI users face 
operating their television sets. This is followed by related 
work on existing solutions supporting VI TV consumers, and 
on the integration of mobile and TV devices. Afterward, we 
present the methodology followed, the proposed technical 
solution, and describe in detail both the expert and the user 
evaluations. We conclude with a summary of the lessons 
learned so far and planned future developments.

2  Background and related work

This section presents related work in the area of TV acces-
sibility. First, it identifies accessibility barriers and describes 
available solutions for generic TV accessibility, such as 
Audio Description (AD). Then, it focuses on TV applica-
tions and the integration of mobile and TV platforms.

2.1  The use of TV by visually impaired people

Comcast and the American Foundation for the Blind (AFB) 
report the results of a survey [14] of people with visual dis-
abilities (626 visually impaired participants) showing that 
a majority spend four or more hours watching TV per day, 
almost as much as sighted users. Sixty-five percent of those 
surveyed encountered problems with looking up what’s on 
TV and 53% experienced difficulty in following along with 
key visual elements. Less than half are aware of assistive 
technologies like audio description and talking TV guides. 
Those who are aware report that assistive technologies like 
audio description, text-to-speech and voice control are help-
ful as they watch television.

In [36], Oliveira et al. report the results of a study that 
had the goal of identifying VI users’ problems and needs 
concerning the consumption of television. Ten participants 
were involved in the study of which five were partially blind. 
The authors reported that the participants watch TV on aver-
age 2 to 3 hours a day. The genres enjoyed the most were 
movies and series (42%), talk-shows and game shows (32%) 
and information (26%). Regarding interaction limitations, 
two participants stated they need help to adjust the televi-
sion volume and other basic functions. The majority of the 
participants also feel that Digital TV introduced barriers 
to the way they consume TV. This was mostly caused by 
interactive services such as the Electronic Program Guide. 
Some participants reported that they had issues with the lack 
of feedback using the menus and got lost. All participants 
reported using the remote control and learned by themselves 
the location of the keys. On the bright side, participants find 
the Audio Description service very useful, more so if they 
could customize some of its properties such as the narrator’s 
voice, speed and volume. They would also like to see fea-
tures such as audio feedback of the different options availa-
ble in the interface, possibility to switch language and access 
to a list of available audio description supporting channels.

2.2  Available solutions for VI people

2.2.1  Assistive technologies

“Assistive device” or “assistive technology” refers to any 
device that helps a person with any type of impairment or 
disorder to communicate with other people or interact with 
a device [33]. Assistive technologies often refers to tools, 
software or devices that help a person to clearly under-
stand what is being said or shown and to easily express 
thoughts and actions.

One of the most used types of assistive technologies for 
VI users is the screen reader. Screen readers are able to 
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convey to the user the information presented on the screen 
through audio. One example of such technology is the Job 
Access With Speech (JAWS) [20], capable of controlling 
the operating system as well as navigating through Web 
pages in a computer. Another example, also widely used, is 
the NVDA screen reader [35]. Screen readers are essential 
for people with visual impairments and are used on other 
types of devices as well. People with visual impairments 
interact with their mobile devices using software like 
Google Talkback [23] for Android devices, or VoiceOver 
[5] for IOs devices.

Bigham et al. proposed WebAnywhere [9], a web-based 
and self-voicing web browser which can be accessed from 
any web browser without the need for any software instal-
lation. The content is sent to a server-side component that 
converts text to speech. Similarly, De Rosa and Justice [17] 
describe WebReader, a screen reader based on JavaScript for 
the web which does not require additional software and is 
free to use. WebReader can read all the headers or links; read 
all the headers of a given type (e.g., H1); stop the prompt 
and read again the current or the previous header or link, or 
move to the next; read the main content; identify and focus 
the main content. Ashok et al. [7] combine the screen reader 
with speech recognition in Capti-Speak and get better accu-
racy and usability results when comparing with traditional 
keyboard-controlled screen readers.

2.2.2  Audio description

Audio Description (AD) is the only TV specific solution 
for VI people mentioned in [8]. AD, by rendering the vis-
ual only information of broadcast content through speech, 
is known to make the visual content of films, soap operas, 
documentaries and other kinds of broadcast TV programmes 
more enjoyable, interesting and informative for VI specta-
tors. Major TV content producers (like Netflix1) and film 
studios (like Disney2) are increasingly including AD in their 
offerings.

The result is an increase in confidence and self-esteem 
as this group of users is able to discuss TV programmes 
without the fear of having misinterpreted the narrative or 
without the need for a family member or friend to describe 
the situation presented in the scene [40].

Despite being a very useful tool for the VI, AD is not 
capable of dealing with other important issues of modern 
TV sets. If a VI person cannot interact and navigate through 
the services and features provided by the TV, no amount of 
AD will be of use to them.

2.2.3  Audio rendering TV’s screens

A European Blind Union report [42] states that, in order for 
a blind person to manage their digital receivers without any 
assistance, certain adaptations are needed. These include 
features like audio feedback of on-screen menus and for 
channel identification, font customization, increased audio 
description and an easy-to-handle remote control.

In [26], the authors present an Electronic Programme 
Guide (EPG) application which can be controlled using a 
mobile application or a remote control both endowed with 
speech recognition. The application’s user interface is con-
veyed to the user through text-to-speech.

In the industry, companies such as Apple, Samsung and 
Google seem motivated to address the accessibility problems 
of their products. Apple TV offers access to VoiceOver, the 
built-in screen reader from Apple, commonly used by VI 
people who are iPhone owners. VoiceOver tells the users 
exactly what is on the TV screen through text-to-speech and 
incorporates gestures, which users are already familiar with, 
in their remote control [4]. Similarly, Samsung TV’s Voice 
Guide [38] enables the television to read the text presented 
on the screen (for every menu and the EPG) as well as other 
important information such as volume, current channel and 
programme information. Android TV follows the same steps 
and allows the use of TalkBack, the assistive technology 
available on Android smartphones [22]. Comcast’s X1 [13] 
offers a “talking guide” featuring a female voice that reads 
aloud selections like program titles, network names and time 
slots as well as DVR and on demand settings.

2.2.4  Haptic feedback

When browsing the internet, haptic solutions have been 
implemented to inform the presence of HTML elements on 
a user interface by using different techniques such as force 
feedback [30] or tactile pin representations [29]. Kuber et al. 
[28] proposed a structured approach to design assistive hap-
tic feedback for use when exploring the Web. The use of 
Braille was also applied in a web browser for smartphones 
in [25]. In spite of being a crucial medium for blind and 
partially sighted people, the number of people able to read 
braille is small3 and the braille display devices are expensive.

As mentioned before, solutions already exist that pro-
vide visually impaired people with the semantic content of 
video (e.g., audio description) for TV. However, SensiTV 
[1] aims to convey emotions present in movies. Affi et al. 
focus on emotion recognition in multimedia content and 

1 https ://www.netfl ix.com/brows e/audio -descr iptio n
2 https ://www.youtu be.com/watch ?v=O7j4_aP8dW A

3 European Blind Union, Making Information Accessible for All. 
URL: http://www.eurob lind.org/publi catio ns-and-resou rces/makin 
g-infor matio n-acces sible -all

https://www.netflix.com/browse/audio-description
https://www.youtube.com/watch?v=O7j4_aP8dWA
http://www.euroblind.org/publications-and-resources/making-information-accessible-all
http://www.euroblind.org/publications-and-resources/making-information-accessible-all
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the exploration of different modalities that can be used to 
translate those emotions. SensiTV makes use of lights, 
vibrations, emoticons, background mood music and the 
properties of subtitles to express the emotion to the user. 
Regarding VI users, vibrations and background music 
would be the most important modalities for this goal. 
Jieun Kim et al. [27] address the problem similarly, using 
different emotion recognition techniques, by providing a 
handheld device that applies different vibration patterns 
(amplitude, duration, delay and number of repetitions) 
accordingly to the emotion they wish to show. Addition-
ally, Ariyasu et al. [6] synchronize broadcast programmes 
with haptic feedback through sonic transducers to enhance 
the viewer experience.

Haptic feedback can prove to be useful also in the con-
text of TV applications with the use of a mobile device or 
vibrating remote control, especially for transmitting cues of 
existing events.

2.3  Connected TV applications

Current TV platforms offer access to popular applications 
familiar to users on other devices. These applications can 
either be installed using the popular app stores, such as the 
ones from Apple or Google if the TV runs their operative 
systems or accessed as Web-based applications (i.e., based 
on HTML5 and JavaScript). Support and access to these 
applications should also be provided for the VI.

In [15], the authors, after analyzing several commer-
cially available TV platforms, report that most of them use 
a Web-based runtime environment. Consequently, it can 
be expected that these TV platforms bring to their users 
similar accessibility barriers they already face on Desktop 
platforms. Solutions designed to improve TV accessibility 
should resort to the knowledge that is already available for 
the design of Web applications for personal computers. This 
analysis groups TV applications found on current TV plat-
forms into two classes: (1) TV applications, usually simpler 
and well designed, taking into account the characteristics of 
TV sets though with less functionality and content than their 
Web counterparts; (2) Web applications that can be accessed 
through the browser, if provided by the TV platform, which 
are more complex and suited to a desktop view.

Projects such as GUIDE [12] tried to solve some of the 
accessibility issues of TV applications by providing auto-
matic adaptation of the user interface (e.g., contrast, font 
size, etc.). Although they were designed for elderly people, 
some are suitable for low vision users. Adaptations chang-
ing the layout of the application, however, were not well 
received by content producers. Therefore, a solution tailored 
for this group of users is of great interest and value for both 
viewers and content creators.

2.4  Integrating TV and mobile devices

Modern TV platforms are already integrated with mobile 
devices, which can be a key factor to support multimodal, 
accessible interaction. Currently, these devices provide, 
through a variety of applications [16], features such as pro-
gramme guide information, related content on the web, or 
synchronization between shows and content [32, 41].

By taking advantage of the integration of second screens 
(i.e., mobile devices with their full capabilities) with TV 
platforms, these could be used as an alternative input and 
output device. This creates an opportunity for those users 
that are already familiar with the assistive features of their 
mobile devices. Additionally, it offers a solution that does 
not occlude the main television screen, which is particularly 
important when a VI spectator shares the living room with 
family or friends.

3  Methodology

For the development of our proposed solution we followed 
an iterative design process, according to user-centered 
design (UCD) [34] principles, ensuring an active participa-
tion and involvement of target users. In our process, we also 
introduced expert design cycles in an attempt to streamline 
the initial phases of the development process. The first step 
in UCD is to define the context of use. For our solution, the 
users are VI people, the product is an assistive technology 
for TV platforms and the environment is the living-room (or 
other rooms where TV is consumed). After the initial defi-
nition, the development process followed iteratively, with 
four phases already completed: Early Requirements phase; 
Accessibility Expert Evaluation phase; and two user study 
phases. Between each phase, there is an implementation 
period where the requirements elicited in the previous phase 
are implemented in increasingly high-fidelity prototypes.

In the first phase, requirements were collected by gather-
ing information from the literature, a survey with VI partici-
pants, and a usability study of off-the-shelf TV applications 
with VI users. From this phase, it resulted the design of the 
first prototype. The description of its architecture and com-
ponents can be found in the following section.

The Accessibility Expert Evaluation phase makes use 
of the perspective and knowledge of experts to collect new 
information to improve the initial prototype. This evaluation 
screens the prototype for possible barriers and bugs that can 
frustrate target users. Improvements were then implemented 
to start preparations for the next phase. A detailed descrip-
tion of the procedure and results from this phase can be 
found in Sect. 5.

In the first User Study phase, we again collect informa-
tion directly from the end users. Being the first User Study 
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in the development process, we were not looking for a sum-
mative assessment that would compare accessibility advan-
tages and improvements of our proposed solution with other 
solutions. Therefore, a formative assessment is preferable 
to understand the users’ expectations about the system and 
their overall experience while using it. The results from this 
phase can be found in Sect. 6.

After analyzing the results of the first user study, further 
improvements to the interactive prototype were proposed 
and implemented. Section 7 presents these improvements 
and reports results from a follow-up User Study.

The studies involving VI users from a supporting insti-
tution were authorized and approved by the psychology 
department of the institution, with the head of the depart-
ment serving as a gatekeeper between the researchers and 
the volunteers. In all studies, a written consent form was 
handed out to each participant informing the goals of the 
study and how the procedure would be conducted. For VI 
participants, the consent was read out loud and for those who 
could not sign it, an audio confirmation was recorded. All 
data were anonymously collected.

4  Early requirements and first prototype

A literature analysis was conducted to understand the prob-
lems VI users face when using their TV sets at home. We 
searched the ACM Digital Library for articles using keyword 
search. The keywords used in the search included “TV,” 
“interaction,” “accessibility,” “usability” or “user study.” We 
also included in the analysis other articles that were referred 
by the relevant articles we identified in the original search.

The findings from the analysis guided a survey with 26 
visually impaired people in order to characterize their TV 
experience. The more frequently reported difficulties were 
accessing the programme guide and recording a show with 
their TV sets at home. Participants were asked if they used 
or had knowledge of any type of assistive technology for TV. 

Only two have reported using radio provided Audio Descrip-
tion, a service offered by the public broadcast service of 
their country. In this study, the lack of accessibility of the 
participants’ TV sets was evident, as well as some of the 
requirements of the target users for a better solution. Overall, 
the participants of these studies showed dissatisfaction with 
the level of accessibility of their TV services and the lack of 
feedback was singled out as the main cause for this.

Additionally, a usability study with 5 VI participants was 
conducted where it was concluded that TV applications, 
from the former Opera TV, now called VewdOS4 platform, 
were not accessible as no participant could complete the 
requested tasks. Although the participants were using a 
known assistive technology for web content (JAWS), it was 
clearly difficult for the users to access the different sections 
of TV applications. The source of the problems originated 
from TV applications being designed in a different way from 
regular web pages. While JAWS navigation is mostly based 
on headers and links, TV applications expect keyboard com-
mands to navigate and retrieve information, thus causing the 
problems found.

Taking all this into account, we proceeded to the design 
and implementation of a prototype that is expected to cope 
with the barriers found in these studies.

4.1  Architecture

Figure 1 depicts the architecture for the assistive technol-
ogy solution. The components are distributed between two 
devices: the Set-Top Box (or Smart TV) and the mobile 
device. In the Set-Top Box, reside the components related 
with the extraction of the content presented on the screen 
(e.g., menus, applications, etc.) and in the mobile device are 
the components which decode and convey the content to the 

Fig. 1  System’s architecture

4 VEWD OS. Website: https ://www.vewd.com/produ cts-servi ces/
vewd-os/

https://www.vewd.com/products-services/vewd-os/
https://www.vewd.com/products-services/vewd-os/
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VI user through speech synthesis. The mobile application 
also serves as an alternative method of input for controlling 
the TV, sending commands that will be converted to key 
events (as if sent by a remote control) in the Set-Top Box.

4.2  Set‑top box application

In order for an assistive technology such as this to convey 
to the VI user what is happening on the TV screen, it needs 
to have knowledge of the TV application’s user interface. In 
order to be able to build a solution as generic as possible, 
one of the elicited requirements for this technology is to be 
language independent and compatible with any type of TV 
application (e.g., JAVA, HTML, etc.). For this reason, we 
opted to use a standard User Interface Description Language 
(UIDL) to represent the TV application’s interface so that 
it could be manipulated in the mobile application. Because 
it has been successfully used in a TV platform before [18], 
the User Interface Markup Language (UIML) was chosen. 
UIML is an XML-compliant language that supports a declar-
ative description of a user interface in a device-independent 
manner. The two most important nodes in a UIML document 
are the structure and style, where the content of the applica-
tion is described. The module responsible for building this 
description is the UIML builder. Working together with 
the UIML module to assist in the identification of the UI 
structure, the Segmentation module is responsible to group 
elements into blocks. The two modules are explained in the 
following sections.

The proposed approach has two major advantages. First, 
it is universal, simply requiring that a converter from the 
language used for the TV application and UIML be devel-
oped (which we have done to convert from HTML and CSS 
to UIML). Second, it is independent of the application. It 
will work for new applications and it will continue working 
when existing applications are updated.

4.2.1  UIML builder

As mentioned before, most TV applications are Web-based. 
For this reason, our initial implementation of the UIML 
builder targeted Web technology. In the future, implementa-
tions targeting other application languages can be developed.

The process starts when the TV application is loaded and 
the script is injected by the browser running the Web appli-
cation. We implemented a browser (based on Electron5) to 
perform the script injection, but Smart TV or Set-Top Box 
manufacturers could easily do the same with their devices’ 
browsers. The UIML builder goes through the DOM tree 
of the loaded application in search for the visible elements. 

From these elements, it starts building the structure of the 
application in the UIML document. This section is com-
posed by <part> tags with id and class properties. The id is 
reused from the HTML element id if it has one; otherwise, 
the UIML builder generates an id for the element. The class 
property matches the tag name of the element. Because not 
all elements are eligible in a UIML document, the applica-
tion’s structure in UIML is made to be as close as possible 
to the Web application. Simultaneously, the style section is 
also built by taking information from CSS and HTML nodes, 
including text from label and alt properties.

4.2.2  Segmentation

Before sending the UIML document to the mobile device, 
additional information regarding the visual presentation of 
the TV application is collected. The segmentation module 
identifies visual groups of elements, which are cataloged as 
blocks and their orientation. The purpose of this information 
is to help the screen reader on the mobile device convey 
to the user possible menus, or other meaningful groups of 
items, as well as their screen orientation (horizontal or verti-
cal), offering the user a better perception of which command 
to send to navigate within the application.

In order to segment the application, we use a page seg-
mentation tool. As described by [3], Web pages are typi-
cally designed for visual interaction and include a number 
of visual segments. Usually, they are used to segment a 
Web page into a number of logical sections such as head-
ers, footers or menus. Page segmentation tools try to iden-
tify these segments automatically. Block-o-Matic [39] was 
integrated into the Segmentation module for this purpose. 
Block-o-Matic takes advantage of three different sources of 
information: content, geometric and logical structure of the 
Web page. The content distinguishes the HTML elements 
used to hold and organize content. The geometric structure 
allows representing the page’s objects based on their visual 
presentation while the logical structure describes the con-
nections between blocks. The outcome of this process is a 
segmented Web page.

By analyzing the blocks created by Block-o-Matic, a new 
property is added to the style section of the UIML document 
which includes the block id to which an element belongs 
to and its orientation (calculated based on the geometric 
properties of the block). When this process is completed, 
the UIML document is sent to the server, which will forward 
it to the connected mobile device. Every time, the browser 
receives a navigation command (i.e., key event), and a new 
UIML is generated to update the UI status on the mobile 
device also.

5 Electron Website: https ://elect ronjs .org/

https://electronjs.org/
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4.3  Server

This system uses a regular client–server architecture with 
socket based connections. The server component is respon-
sible for routing messages between the TV application envi-
ronment and the mobile application environment. Messages 
from the Set-Top Box are mainly UIML documents while 
the mobile device sends mostly key codes, representing the 
commands issued by the user.

4.4  Mobile application

The mobile application is the main interface through which 
VI users interact with the TV applications and menus in 
the Set-Top Box. The application parses the information 
received from the Set-Top Box and conveys it to the user 
through a speech synthesizer. The current version was imple-
mented for Android devices and is compatible with Talk-
Back. Its interface simulates a remote control with adapted 
features for the blind. The initial version of the interface 
makes available to users Navigational (i.e., Left, Right, 
Up and Down), Confirmation, Read all, Repeat and Stop 
commands. We retained a visual interface for users with 
residual vision. Its design (size, contrast and spacing) was 
later improved with the feedback from the different studies.

Although it can be argued that introducing an additional 
application to control the TV application leads to an increase 
in the cognitive load of the user, there are two mitigating 
factors: (1) the mobile application is replacing the remote 
control; therefore, the number of devices stays the same; 
(2) mobile devices are the most accessible platforms at the 
moment.

4.4.1  Navigation

TV-based applications are usually navigated using the four 
direction keys available in a remote control. The mobile 
application sends these commands by converting them into 
key codes and a Set-Top Box script converts them into key 
events which are interpreted by the TV application.

4.4.2  Screen reader

Audio is the primary source of entertainment from the 
TV but also the source of information about interfaces 
and content for the visually impaired. VI users are used to 
overlapping audio sources with the use of assistive tech-
nologies in mobile and desktop environments. Mind that 
the audio sources are maintained in two different devices 
(entertainment audio comes from the TV, description of 
the UI comes from the mobile application). The content 

from the TV application is parsed from the UIML docu-
ment and composed together in sentences by the Screen 
Reader module. This feedback can be triggered by two 
different actions:

– Navigation feedback. After a navigation command is 
sent and a new UIML is received containing informa-
tion about the newly rendered interface, the applica-
tion informs the user about the focused element and 
any additional information relevant for navigation such 
as other options from the menu or possible navigation 
directions;

– Content feedback. When the user explicitly asks the sys-
tem to read the interface by pressing the Read button, the 
application conveys to the user all the content present in 
the TV application’s UI.

Three navigation feedback options were implemented, 
containing more or less information regarding the options 
available to the user.

– F1—Focus. This version only informs the user about the 
current focused element by saying “The focus is on <ele-
ment>”. It provides minimal information but gives the 
user quick feedback;

– F2—Siblings. This version also includes information 
about the siblings of the focused element, informing the 
user about possible selections in the current menu. The 
sentence is formed in the following way: “The focus is on 
<element> and there are other <n> elements: <element1 
... <element

n
 ”;

– F3—Navigation Map. This version tells the user which 
element will be selected for each navigable direction. The 
sentence is built according to the following template: 
“The focus is on <element>. If you go <direction

x
 you 

will select <element
x
 ...”.

Regarding content feedback, two different versions were 
implemented:

– L1—Linear, where every element is read sequentially;
– L2—Blocks, where the information is grouped in seg-

ments or blocks. With this option the sentence is built 
as follows: “Begin block. <element1 ... <element

n
 . End 

block.” for each block identified.

5  Accessibility expert evaluation

This section presents the results of the second phase, includ-
ing the experts’ evaluation and the resulting improvements 
to the prototype.
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5.1  Methodology

Five accessibility experts were recruited via snowball 
sampling and ranged from researchers with more than 10 
years of experience in this field to PhD students (with at 
least 3 years of experience) that are actively researching 
in the area of accessibility in fields such as mobile and 
web accessibility, or automated accessibility evaluations, 
focusing on visually impaired users. The participants 
evaluated themselves in a 5-point Likert scale in terms of 
accessibility expertise level ( M = 4.6, SD = 0.55 ), famili-
arity with assistive technologies ( M = 3.6, SD = 1.67 ) and 
TV applications ( M = 2.8, SD = 1.3).

The Set-Top Box was simulated in a desktop computer. 
Participants did not have access to the monitor, and an 
Android phone was provided with the application. This 
study was made in a laboratory environment and each indi-
vidual session lasted around 1 hour. We asked the experts 
to “think aloud” while experimenting with it. We regis-
tered their thoughts, comments and suggestions. While 
tasks were asked in no specific order (see Table 1), a list 
of the applications’ features was provided to the experts 
to make sure the participants tried and assessed all of the 
functionalities. Two TV applications from the Vewd store, 
using different templates, were employed in the evaluation 
(Fig. 2). The three different conditions for focus feedback 
(Focus, Siblings and Map) and the two regarding screen 
reading (Linear and Blocks) were randomly assigned dur-
ing the session and all tested.

5.2  Results

This section presents the results of the analysis of the reg-
istered thoughts, comments and suggestions of the acces-
sibility experts.

5.2.1  Navigation feedback

Overall, the differences between Focus, Siblings and Map 
were easily perceived by the experts.

Focus presented less contextual information to the 
user and participants felt somewhat lost. One participant 
thought there was only one option in a menu while another 
stated “The only thing I know is that the focus is on Pause 
but I do not know anything else.” Another participant 
found this to be the more pleasant version to interact with.

Siblings gives additional information about the selecta-
ble elements in a menu. Most participants felt that in spite 
of having this “general information” of what they can 
select, “only by experimenting” they can know the direc-
tion of the element they want to focus on.

Map solved this problem for some participants: “Now 
I can understand the order of the menu as well as the 
submenu” and it “gives more clues about my location.” 
However, one expert stated that the feedback “should be 
faster. It is more clear but complex and tiring, it should 
be simpler.”

Fig. 2  Vewd store’s Cocorico (left) and IG Moda (right) applications

Table 1  Tasks performed in both TV applications

Application Task Description

Cocorico Locate yourself
Navigate to a specific menu item
Choose a video and try to pause it
Return to the list of videos
Describe the structure of the application

IG Moda Locate yourself
Navigate to a specific menu item
Choose a news article
Retrieve a specific piece of information
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5.2.2  Content feedback

When comparing Linear with Blocks, the experts pre-
ferred the latter. One expert mentioned the blocks informa-
tion helps to understand the structure of the page but “there 
should be more context,” such as position and orientation 
of the blocks. Block makes “sense in an exhaustive read-
ing” scenario but “it should read the menus first, then the 
content.” Overall, Linear confused the participants as most 
could not differentiate informative content from menu items.

5.2.3  Interaction

Regarding interaction, some of the issues found are related 
with the design options implemented in the TV applications. 
One had circular menus while the other did not and some 
menus were difficult to reach. One expert commented that 
“it makes no sense to go to the upper menu from the article. 
I think people with visual impairments would have difficul-
ties to navigate in this application.” Additionally, most par-
ticipants had problems when navigating in the video player. 
This is mostly a result of the video player implemented in 
the TV applications, which have a navigation bar that disap-
pears after a few seconds (and requires a key press to enable 
it again). This behavior of the video player was not reported 
by the system. One of the participants tried to pause the 
video using the Stop button in the mobile application.

The navigation in the TV application had some issues 
specific to the navigation modes. Siblings does not inform 

users about the orientation of the menu causing some par-
ticipants to navigate left or right when they should go up or 
down or vice versa. One expert reported that he would prefer 
Map while learning the TV application but then he would 
go with Focus (with less feedback). It was also suggested 
that the four directions should be reduced to two, similar to 
the interaction modes provided by TalkBack and VoiceOver.

5.2.4  Suggestions and comments

Regarding feedback, the experts suggest that, instead of 
repeating the same content, the system should tell the user 
that there are no more options in the direction the user is 
navigating, when that is the case. Feedback should also be 
more fluid and the sentence “The focus is on ...” should 
be removed as “it becomes annoying”. Additionally, more 
context should be added to the content feedback in Blocks 
regarding position and orientation. The Stop button should 
be used to skip options, instead of completely stopping the 
feedback.

Regarding the mobile application’s interface, the experts 
suggested to scale up the buttons and maximize the space 
used, as this will reduce problems for VI users when explor-
ing the interface with their fingers using TalkBack.

New feature suggestions include different modes for more 
experienced users (with less feedback and more function-
alities) and a button to localize the user in the application 
(similar to the navigation feedback).

Fig. 3  Mobile app UI: Old (left) 
and new (right)
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5.2.5  Implications for the next iteration

Overall, this study has produced important feedback to 
improve the assistive technology and no major issues were 
found that would prevent a study with VI participants. Tak-
ing into account, the suggestions from the accessibility 
experts an updated prototype was implemented. The inter-
face was updated with larger buttons (see Fig. 3). The Stop 
button now skips portions of the sentence making it possible 
to go trough the different options quickly. Blocks and Sib-
lings have been upgraded to include information about the 
orientation of the content. In Blocks, feedback now informs 
if the current menu is vertically or horizontally oriented. 
In Siblings feedback also provides the orientation of each 
block. The additional feedback aims to help the user locate 
herself or himself in the page, the content and which direc-
tional keys to use to navigate within the menus.

Other issues found during the study were addressed. 
When users navigated too fast, the system would lag behind, 
raising synchronization issues between the feedback being 
provided by the mobile application and the content being 
rendered in the television. This was solved by optimizing the 
Set-Top Box script and interrupting the speech in the mobile 
application when required. Not all suggestions regarding 
feedback were implemented in the updated prototype as we 
were expecting to hear the perspective of our target users as 
well. Therefore, after completing the additions and a stable 
version of the system was ready, the study with VI users 
was prepared.

6  User study

This section presents the results from the third phase of this 
design process, a user study of the improved prototype.

6.1  Methodology and participants

Similar to the previous study, the focus of this phase is a 
formative assessment of the prototype. We followed the 
same methodology that was described in the previous study, 
but using the improved prototype.

We recruited 12 visually impaired participants 
from an institution supporting visually impaired peo-
ple. The participants ranged from 25 to 62 years of age 
( M = 44.9, SD = 12.23 ), all male with some kind of 
visual impairment (Seven participants reported to have 
some residual sight, the remaining were blind). On aver-
age, participants lost their vision since their early twenties 
( M = 20.8, SD = 15.94 ). From observation of their interac-
tion with desktop and mobile devices (all based on screen 

readers), it was discerned that participants do not rely on 
sight when using interactive devices even though they report 
to be partially sighted.

Participants evaluated themselves in a 5-point Lik-
ert scale in terms of familiarity with assistive tech-
nologies ( M = 3.67, SD = 0.89 ) and TV applications 
( M = 1.92, SD = 0.90 ). Note that most of the participants 
were students in the institution and still learning some of 
the assistive technologies available for the different devices, 
mainly screen readers. For this study, only users of smart-
phones, the main interaction device in our system, were 
recruited. When using computers, most participants report 
using NVDA (8) or JAWS (4), while when using mobile 
devices they use VoiceOver (5) or TalkBack (7).

This study follows the same setup as the previous eval-
uation and each session lasted around 90 minutes. We 
explained the UI and functionalities before starting the ses-
sion and let participants experiment until they felt comfort-
able. Participants used a smartphone provided by us and 
the study was conducted in the institution facilities. Partici-
pants were asked to “think aloud” while experimenting the 
prototype and performing the tasks (see Table 1), with an 
observer registering their comments and suggestions.

6.2  Results

This section presents the results of the analysis of the obser-
vations and transcriptions collected in the user study.

6.2.1  Navigation feedback

Most participants felt they need more information when 
using Focus. “This way a person feels lost” or “It lacks 
information” were some of the comments. However, three 
of the participants reported that less information is better 
because it is less confusing and more useful after knowing 
the application. Only one participant said explicitly that this 
was the preferred feedback mode.

There was no clear preference between Siblings and 
Map. Each was chosen by 5 participants. It was mentioned 
several times that Siblings presents “too much information.” 
Map was not considered an annoyance, except when the 
entire article was read when giving the directions to the user.

Most of the participants issued a common request for the 
three versions: notification of the current option (numerical) 
position in the menu and the total number of items in the 
menu (similar to what is done in TalkBack or VoiceOver).

6.2.2  Content feedback

There was no clear preference between Linear and Blocks. 
The former was selected by 4 participants while 5 chose the 
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latter, with the remaining showing no preference. Blocks 
were considered useful by most but “boring.”

6.2.3  Interaction

Usually, iPhone users employed sequential navigation while 
Android users mainly used exploration. Some participants 
used a mix of the two methods. Participants that used 
sequential navigation, swiping left and right, were slower 
and interrupted the speech more often.

Regarding interaction with TV applications, most dif-
ficulties were related with the disappearing video player 
menu and scrolling news articles. The disappearance of 
the video player menu was not perceived by the VI partici-
pants as there is no feedback other than the visual. This was 
explained to the study participants and they overcame the 
issue by issuing two consecutive commands. The second 
issue happens when a scrollable article is focused. In this 
situation, the Down (and Up) button switches its behav-
ior from navigation to scroll until the end of the article is 
reached. Once again, there was no feedback other than the 
visual, which meant that the participants did not perceive 
this change.

Importantly, some participants had difficulty in under-
standing the concept of the mobile device serving as a 
remote control and realizing that there were two different 
applications running. These participants expected the TV 
application to run in the smartphone, instead of using the 
smartphone as a controller of the TV application. This 
resulted in different behaviors that are representative of this 
lack of understanding. When trying to pause a video, several 
participants tried to use the Stop button of the mobile inter-
face. In other situations, participants used the Read button to 
activate the Info button in the TV application. Additionally, 
VI users are used to linear navigation in their applications, 
not to the horizontal and vertical navigation of TV applica-
tions. However, after a short time interacting with the appli-
cation these difficulties receded.

Some participants swiped through all the options in the 
mobile interface expecting new options and content from 
the TV application.

6.2.4  Suggestions and comments

All participants reported that using the mobile device to con-
trol the television was an adequate solution. However, one 
said “it would be more inclusive if the remote control had 
audio feedback,” while another would prefer an interaction 
similar to the smartphone.

Most participants stated that the feedback sentences 
should be generally shorter, removing the “The focus is on 
...” from the beginning and the “If you go <direction> ...” 
in Map. Several participants suggested to add the index 

of menu items. The Repeat button should only repeat the 
navigation feedback as the content can be triggered with the 
Read button, making Repeat redundant.

The majority of the participants suggested to have two 
modes of feedback: Verbose mode where more context and 
feedback is described to the user (Siblings or Map); and a 
Concise mode where less information is conveyed to the 
user, useful when she or he is already familiar with interac-
tion and applications (Focus).

6.2.5  Implications for the next iteration

Following the participants’ suggestions, two modes of feed-
back were implemented: the Verbose mode which offers 
more contextual information about the interface of the TV 
applications to the user (this mode includes the possibility to 
choose between Siblings or Map and always makes use of 
Blocks); and the Concise mode where minimal information 
is reported to a more experienced user (Focus and Linear).

The “Repeat” button is now named “Locate” and prompts 
the navigation feedback as the previous functionality was 
deemed redundant. Additionally, information considered 
useless by the participants was removed from the rendered 
sentences such as “The focus is on...”. When Map finds a 
huge piece of information (i.e., greater than 100 characters), 
it is no longer described, instead “Block of text” is rendered. 
All navigation feedback includes the index and total number 
of elements in the menu.

By scanning HTML elements for tags or properties that 
hint for the presence of a video player in the application, two 
commands are now sent (one to activate the video player 
control and one to perform the actual user action) when the 
focus is on the video player. This adaptive technique pre-
vents the VI user from having to deal with the disappearing 
menu issues and having to perform two actions instead of 
one. Additionally, an earcon [10, 43] was implemented to 
warn the user if a command did not produce any change in 
the TV application. This feature helps the user to understand 
if a menu is circular or not; if a certain command is useless 
in that context; and avoids the repetition of feedback if noth-
ing has changed.

7  User study with updated prototype

This section presents the results from a new user study 
which aims to evaluate the improvements originating from 
the previous phase. It is also the last validation study before 
a new iteration cycle that will implement adaptive and mul-
timodal features which are expected to further improve the 
accessibility of TV applications for VI users.
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7.1  Methodology and participants

The methodology for this study is similar to the ones con-
ducted before, with all the procedures done in the same way 
as the previously presented studies.

Five participants were recruited from the same institution 
as the previous study, all with experience using smartphones 
and assistive technologies from different devices. Participants 
ranged from 33 to 57 years of age ( M = 47.6, SD = 9.15 ), 
three males and two females with a visual impairment (only 
one participant reported to have some residual sight, the 
remaining were blind). Participants evaluated themselves in 
a 5-point Likert scale in terms of familiarity with assistive 
technologies ( M = 4.20, SD = 0.45 ) and TV applications 
( M = 1.80, SD = 0.84).

7.2  Results

This section presents the results of the analysis of the tran-
scriptions and observations resulting from this user study.

7.2.1  Interaction

While interacting with the smartphone, only one of the par-
ticipants used the swipe technique to cycle between the but-
tons in the mobile application. Similar to the previous phase, 
this user presented difficulties situating himself in the TV 
application as this participant kept swiping and interrupting 
the speech synthesizer. Specifically, when asked to select a 
predetermined video or option, the participant ignored the 
feedback given by the mobile application and swiped the 
screen making TalkBack speak over the information needed 
to perform that task. The remainder of the participants used 
finger exploration to find the desired buttons. Those who 
opted for this technique had smoother and quicker interac-
tions, expressing no difficulties interacting with the mobile 
application and consequently with the TV applications.

7.2.2  Feedback modes

In general, the participants could understand the differences 
between the two versions of the Verbose mode (Siblings 
vs Map) as well as the differences between the Concise 
and Verbose modes. No major difficulties were found when 
interacting with the different modes.

All participants agreed that the Verbose mode “describes 
everything” while the Concise mode presents less informa-
tion and “it’s more direct.” When comparing Siblings and 
Map after the session, participants report that the former 
presents the information in a more extensive way which 
can be “too much” and “takes too much time” (specially on 
menus with several options). However, it gives the user a 
notion of what “is there.” The latter is simpler, more useful 

and “gives indications of where can I go”. In the end, four 
out of five preferred Map while the other participant pre-
fers Siblings “because I like to understand all the available 
options”.

All participants agreed that the Concise mode has the 
information they need to navigate and interact with the TV 
applications although they would prefer to start with the 
Verbose mode to learn it first.

8  Design guidelines

After carefully analyzing the results from the three studies 
presented, we condensed the findings into a list of design 
guidelines which can be generalized to auditory interfaces 
running in other devices and environments meant to be oper-
ated by a VI user. The guidelines are listed below.

Beginner and expert users of auditory interfaces need 
different levels of descriptions. For some participants, it 
became evident that less information, allowing for quicker 
interaction and rapid understanding of what is happening on 
the screen, is more important than detailed but exhaustive 
descriptions. For others, understanding the layout of the TV 
application is more important, since it allows for smoother 
and safer interaction. Alonso et al. [2] also proposed that the 
presentation should make provision for several detail levels. 
On the one hand, novice VI users will want to receive as 
much information as possible of each interface element as 
they learn to use the application. On the other hand, expert 
users will only want to receive the information that they need 
to do the job. This highlights the importance of providing 
different options or modes that fit the preferences of the user 
(which can change with time and experience). Taking this 
into account, it is recommended that an auditory interface 
has at least the two modes presented in this paper.

Concise descriptions for expert users of auditory 
interfaces should include at least the label of the focused 
element, its index and total elements in the container. 
Alonso et al. [2] points out that the element’s name has to 
appear first in speech to enhance navigation speed and Raja-
pakse et al. [37] concluded that there should be sufficient 
amount of depth cues to identify the current position, spe-
cially in a two dimensional audio interface. In our studies 
some participants mentioned that the inclusion of an index 
of the focused element and the total number of elements 
in the menu should be included in all feedback versions. 
This is an indication that VI users rely mainly on this infor-
mation in their navigation, thus an auditory interface that 
offers concise feedback should at least include this important 
information.

When the auditory interface is not linearized the ori-
entation of the container should be conveyed. In [37], the 
authors reported that VI users perform better with linearized 
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solutions due to the frequent usage of linear interaction 
models in their current day-to-day activities. However, 
the authors suggest that for nonlinearized navigation there 
should be an easily understood navigational layout. Experts 
from the first study identified issues concerning navigation 
within the TV application. These were related with the lack 
of feedback regarding the menus’ orientation, causing partic-
ipants to navigate in wrong directions. An auditory interface 
that does not implement linear navigation should include the 
orientation of the container in its feedback.

Earcons should be used in auditory interfaces to signal 
non-circular menus or actions without effect. Participants 
could identify circular menus correctly, whereas participants 
navigating non-circular menus experienced several problems 
such as insisting in the same direction although the feedback 
returned was always the same. To mitigate this issue, it is 
recommended that earcons are implemented warning the 
user that their action did not produce effects. Brewster and 
Crease [11] could overcome menu selection issues and menu 
slips or mis-selections with the use of earcons.

It should be conveyed to the user when user interface 
elements disappear or hide after a period of inactivity. 
Sometimes user interfaces contain elements that disap-
pear after a period of inactivity. This should be avoided. 
If not, then it should be conveyed to the user (e.g., through 
an earcon) or overcame by adaptive features making this 
issue unnoticeable. For instance, in Mercator [31] whistling 
sounds are used to notify the appearance or disappearance 
of pop-up windows. In our case study, the problem of the 
video player was resolved with an additional command sent 
to activate the video player control menu before sending the 
intended one. Additionally, this solution avoided the need to 
perform two commands in a short period of time to maintain 
the menu visible.

Auditory interfaces should be designed in a way that 
do not clash with audio-based assistive technology. It 
was identified in the studies that sometimes the auditory 
feedback was interrupted by the native assistive technology 
of the mobile device mainly provoked by using the swipe 
technique. Although the system was compatible with it from 
an input perspective, the feedback produced by the assis-
tive technology clashed with the feedback produced by the 
mobile application. If the auditory interface runs in parallel 
with other assistive technologies, an effort should be made 
to avoid this problem. One solution could be the use of con-
current speech renders with different pitch properties [24].

9  Conclusions and future work

The development of assistive technology is a challenging 
process. The participation of end users in the development 
process of interactive solutions has been recognized as very 

important. We could argue it is paramount when the interac-
tive solution targets impaired populations. For that reason, 
employing UCD methods is mandatory. In the design pro-
cess reported in this article, we aimed to combine expert 
based evaluations with user studies. The former aim to assess 
and identify accessibility problems in the system’s concept, 
design, interaction and user interface. Specially in the earlier 
stages of development, this informal method of evaluation 
can be very beneficial for the development process. When 
conducted prior to user testing it can reduce the number and 
level of accessibility barriers that participants would face. 
Although one can argue results can be influenced by the bias 
of the experts, gathering a diversified set of experts in terms 
of experience and fields inside human–computer interaction 
(e.g., web accessibility, mobile accessibility) mitigated this 
effect and provided a reliable and sound source for feedback.

User studies are one of the most important tools of the 
UCD approach as it involves the target users in the develop-
ment process. Although one can expect that users would not 
give feedback as technically detailed as experts, the amount 
of knowledge users have about the tools they are used to in 
their every day lives can be surprising. While many of the 
conclusions reached by the experts were also found by the 
VI participants, other identified requirements were never 
mentioned by the experts. While this could be an argument 
for not conducting an expert evaluation, it has to be pointed 
out that the resources (human and time) required for the 
expert evaluation are much lower, thus justifying it.

The input received from the users helped in the design of 
two feedback modes that were not previously planned but 
emerged naturally from the observed interactions. Follow-
ing the participants’ feedback, the grouping of the different 
contextual feedback options led to the Concise and Verbose 
modes. The amount of information the Verbose mode offers 
about the content and navigation of the TV application was 
indicated by the participants as suitable for the initial learn-
ing phase. However, participants did not enjoy such informa-
tive content for long periods of time, reporting that it can be 
“too much” and “takes too much time.” The Concise mode 
offers less information but gives a quicker and responsive 
interaction which is the ultimate goal of the majority of the 
users after some time spent in the Verbose mode.

Comparing with existing solutions, our proposal has the 
potential to increase the accessibility of TV applications by 
providing users of assistive technology with more informa-
tion about the contents of TV applications and how the con-
tent is structured, and by offering users the possibility to 
switch between feedback modes, with two modes suited to 
different contexts: one for when the user needs more infor-
mation about the TV application, maybe due to not being 
familiar with it yet, and another for when the user does not 
need all that information and a better user experience can be 
achieved with shorter, more focused feedback. Additionally, 
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the proposed solution was tested with existing TV applica-
tions and did not require any changes to the applications, 
which represents an advantage for vendors of TV applica-
tions that will be able to reach a larger audience without the 
need to adapt their products.

Future work comprises the integration of multimodal 
interaction, including speech recognition for text input or for 
giving commands, haptic feedback and adaptive features, the 
need for which was identified in the reported studies: auto-
matically adapting the interaction with TV applications to 
the way the user interacts with her or his smartphone (espe-
cially in trying to address the differences between swipe and 
exploration methods of interaction with mobile assistive 
technologies) and adapt the control application features to 
the level of expertise of its user.
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