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Abstract
Efforts to make online media accessible to a regional audience have picked up pace in recent years with multilingual cap-
tioning and keyboards. However, techniques to extend this access to people with hearing loss are limited. Further, owing 
to a lack of structure in the education of hearing impaired and regional differences, the issue of standardization of Indian 
Sign Language (ISL) has been left unaddressed, forcing educators to rely on the local language to support the ISL structure, 
thereby creating an array of correlations for each object, hindering the language building skills of a student. This paper 
aims to present a useful technology that can be used to leverage online resources and make them accessible to the hearing-
impaired community in their primary mode of communication. Our tool presents an avenue for the early development of 
language learning and communication skills essential for the education of children with a profound hearing loss. With the 
proposed technology, we aim to provide a standardized teaching and learning medium to a classroom setting that can utilize 
and promote ISL. The goals of our proposed system involve reducing the burden of teachers to act as a valuable teaching 
aid. The system allows for easy translation of any online video and correlation with ISL captioning using a 3D cartoonish 
avatar aimed to reinforce classroom concepts during the critical period. First, the video gets converted to text via subtitles 
and speech processing methods. The generated text is understood through NLP algorithms and then mapped to avatar cap-
tions which are then rendered to form a cohesive video alongside the original content. We validated our results through a 
6-month period and a consequent 2-month study, where we recorded a 37% and 70% increase in performance of students 
taught using Sign captioned videos against student taught with English captioned videos. We also recorded a 73.08% increase 
in vocabulary acquisition through signed aided videos.

Keywords  Indian Sign Language (ISL) · Profound and severe hearing loss · Bilingual education · Oralism · Total 
communication (TC)

1  Introduction

India, a country with a population of 1.3 billion people, 
nearly a fifth of the world population [7], is estimated to 
have people with hearing loss of the order of 5 million [8]. 
According to the Government of India Disabled Persons Sta-
tistics Survey 2016 [35], 32.5% of this number is constituted 
of children. In the survey, for the age-group 5–9 years old, 
209 of a sample set of 100,000 children and for the age-
group of 10–14 years old, 212 of a set of 100,000 children 
have been found hearing impaired. A significant portion of 
this population, namely 32% of these children have a pro-
found hearing loss, and 39% are diagnosed with severe hear-
ing loss [35]. A child with hearing loss faces immense obsta-
cles in the development of speech and language capabilities. 
Hearing loss limits the child’s schooling, higher education 
and impacts future professional opportunities.
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Moreover, different methods of teaching used for the 
hearing impaired in India add to a lack of structure and 
approach with regard to overcoming this hurdle. Within 
India, there exist three prime methods of teaching the hear-
ing impaired, namely Indian Sign Language, Oralism and 
Total Communication. Oralism [14] is the education of stu-
dents with hearing loss through oral language by use of lip 
reading, speech and mimicking the mouth shapes and breath-
ing patterns of speech. Total Communication (TC) [38] is an 
approach to the education of people with hearing loss that 
aims to make use of many modes of communication such as 
signed, oral, auditory, written and visual aids, depending on 
the particular needs and abilities of the child. Sign language, 
although a preferred mode of communication around the 
globe, is attributed to the least amount of usage of the three 
methods in India. Total Communication remains the most 
widely adopted methodology. The philosophy behind this 
technique is that it provides the child with multiple instances 
of modes to rely on. One of the drawbacks of TC is that it 
deprives the child of complex language learning (English or 
ISL) and combines both while teaching, which might attrib-
ute to confusion [38]. A majority of schools also follow the 
Oralism methodology that may not successfully aid educa-
tion in cases of profound and severe hearing loss.

Research has established the childhood advantage for lan-
guage acquisition is linked to efficient sign (word) recogni-
tion [20]. The learning of English among hearing-impaired 
children appears to benefit from the acquisition of even a 
moderate fluency in ASL [21]. Vocabulary is an essential 
part of the educational process which helps the students 
become proficient in English or American Sign Language. 
Skills in American Sign Language are linked to increased 
English literacy for children for whom access to spoken word 
is limited [9, 31]. There exists a direct correlation between 
English literacy and Sign language fluency for children with 
hearing impairment. When children repeatedly hear unfa-
miliar words throughout a story, their vocabulary recog-
nition increases [18, 26]. However, Children with hearing 
loss are at a higher risk of decreased incidental vocabulary 
through stories being read aloud by adults [28]. In a field 
study carried out with pre-teaching and DVDs with ASL 
sign captions, a sufficient increase in early age vocabulary 
word acquisition in children with profound and severe hear-
ing impairment was found [4]. A tool that can countermand 
manual repetition and move toward inculcating technology 
(digesting everyday media) for easy word–sign mapping and 
continuous repetition could create a powerful platform for 
students classroom/home learning.

Our team began with a 6-month empirical study in Padsad 
Karnabadhir Vidyalaya, Nashik, which led to an artifact con-
tribution [39] through a sign language-based video caption-
ing prototype. The prototype was validated at Sheila Kothav-
ala Institute for the Deaf, Bangalore, where the expected 

impact of the artifact was consistent with our observations 
and inferences from the empirical study.

The initial research involved establishing an understand-
ing of the sign language education scenario in India on the 
field. We interacted with stakeholders in the ecosystem—
students, teachers, administration and executives— and 
delved into their pain points with the help of semi-structured 
interviews. After a comprehensive discussion using partici-
patory design, we decided to pursue a tool which would 
act as a teaching aid that provides, textual and signage cues 
on videos and maps the understanding of students for the 
topics encountered. We then attempted to validate the need 
for such a system through A/B testing and carrying out an 
observational study [17] with the students where they were 
able to grasp better and retain information learned through 
the captioning offered by the system. The classroom environ-
ment was our target, so we conducted the field research at a 
school. Exploring other fields where technology can assist 
the hearing impaired might lead to more solutions in such 
spaces, which would eventually pave the way toward an all-
inclusive solution.

The system thus operates in an educational setting and 
aims to improve communication and learning for the hearing 
impaired. Hearing-impaired children prefer to use signing 
as a method of communication with their teacher and peers 
as opposed to oralist methods or spoken language [12]. Our 
field research also bolstered this inference in studies con-
ducted with teachers of children with hearing loss. Despite 
this, an inclination toward adopting oralism exists in schools, 
which might be owing to multiple reasons such as:

1.	 Hearing parents of children with hearing loss prefer oral-
ist methods to assimilate children into their household;

2.	 Limited resources in sign language for the community. 
For example, ISL proficient teachers are limited; ISL 
resources are not widespread. Problems in mainstream-
ing owing to non-sign accommodating society infra-
structure.

We propose a technology-supported solution to bridge the 
resource gap among people with hearing loss (in ISL—their 
preferred mode of communication). The proposed system 
leverages already existing educational videos online and 
provides sign captioning available during the run of the 
video. The purpose of our platform is to create an interface 
that serves content in the primary language of the hearing-
impaired community that makes it easy to correlate map-
pings and collectively form an efficient system for learn-
ing and evaluation of young students during their language 
building years.

The system is built around a database of 3D generated 
signs that act as the sign captions for the video. Subtitles or 
speech processing is used to infer the audio content of the 
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video, and it is then sent to the Natural Language Processing 
module which has a Subject–Object–Verb rule-based gram-
mar, and sentences are converted to this format; eventually, 
the video is overlayed with the 3D sign captions.

We further evaluated this system at a different school in 
Bangalore, Sheila Kothavala Institute for the Deaf. A phase-
wise trial was conducted with ten children of profound and 
severe hearing impairment splitting them into two groups. 
A pre-evaluation test was held to gauge the knowledge of 
the students followed by a comparison between learning 
and understanding between the two groups. The evalua-
tion metric used was percentage improvement in the control 
versus experimental group from the pre-evaluation results. 
We recorded a 37% and 70% increase in performance of 
students taught using Sign captioned videos against students 
taught with English captioned videos. We also recorded a 
73.08% increase in vocabulary acquisition through signed 
aided videos.

We intend to freely distribute this tool to the schools and 
set up the environment for daily usage.

This research work is part of a validation study. For the 
validation study, we have chosen two schools for students 
with hearing loss, one in Nashik and another from Banga-
lore, India. We chose the school for the validation study so 
that we get a representative population for this study. Since 
this research work is based on a validation study, we have not 
sought any Institutional Ethical Committee (IEC) approval, 
which we will seek for the effectiveness study in the future.

2 � Related work

2.1 � Commercial products for people with hearing 
loss

Efforts to aid the hearing impaired have long since been 
focused on communication through translation of signage. 
A few leading commercially available translation tools from 
around the globe are discussed here. The ‘HandTalk Transla-
tor’ Application [34] converts Brazilian Portuguese audio to 
Brazilian Sign Language. This product is market ready and 
available on the Google Play Store. It uses an interactive 
avatar with facial expressions and fluidity. However, it aids 
only one part of the communication from the non-signer to 
the signer. MotionSavvy’s ‘Uni’ [24] leverages leap motion 
technology to convert audio and vice versa to American Sign 
Language. Currently in R&D phase, its interactions are lim-
ited only to hand movement and do not take into account 
facial expressions as a part of signage.

Platforms and resources to ease communication with the 
hearing impaired have also been developed and maintained 
by various groups and organizations who promote Sign 
Language Learning. Within India, ‘Talking Hands’ [33] 

a web-based platform provides an extensive dictionary of 
Indian Sign Language. It is used for educational purposes 
and interactional videos to develop skill sets. However, this 
platform lacks responsiveness and contains a limited subset 
of commonly used signs for language development. ‘Ram-
akrishna Mission’ [25] provided the first and most widely 
adopted online resource for ISL signs but presented a limited 
user interaction and a lacking vocabulary set of signs. ‘Sign-
Talk’ [32] acted as a relay service between the signer and the 
interpreter and was by far the most evolved system to serve 
people with hearing loss in India. The platform, however, 
required paid interpreters and necessitated the need for an 
interpreter to be present to relay the request. This service is 
no longer operational. Coming to the most straightforward 
mode of communication, to manually hire a sign language 
interpreter, due to the need and lack of ISL teachers still 
remains a constant struggle and unaffordable circumstance 
for most coming from impoverished neighborhoods.

2.2 � Experimental/research work in sign language 
recognition

A large set of papers focus on sign language recognition 
for alphabets and numbers and consider them as isolated. 
One approach was to generate a depth and motion profile for 
each sign language gesture and use the feature matrix thus 
generated with a multi-class SVM classifier [1]. Agarwal 
and Thakur [1] used both depth and motion information to 
create their feature vectors which allowed to capture motion 
relationships as well. Another approach by Lang et al. [16] 
presents Hidden Markov Models to recognize signs based 
on Kinect input data. These approaches generally focus on 
higher-level features due to the use of Kinect which does 
not provide finger-level predictions. It would be far from 
ideal in the real world where signs are not isolated and have 
much contextual information where such methods would fail 
to perform.

Experimental- and prototype-based solutions such as 
glove-based wearables have been used quite extensively 
across the world. Wearable gloves that teach sign languages 
such as GyGSLA [30], gloves that help communicate sign 
language alphabets, and gloves that help with words and 
sentences exist. Much research has been done with glove-
based and sensor-based methods, and they exist mostly in 
the prototype phase. However, glove-based gesture rec-
ognition requires that the user wears a cumbersome data 
glove to capture hand and finger movements. It hinders the 
convenience and naturalness of human–computer interac-
tion. The limitation faced by this approach is the inability to 
obtain meaningful data complementary to gestures to give 
the full meaning of the conversation, such as facial expres-
sions, eye movements, and lip-perusing [2]. Further, these 
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are superficial in accounts of the construct of Indian Sign 
Language as with an adaptation of regional dialect for gram-
mar support.

Much experimental research has also been carried out 
in this field with deep learning methods breaking through 
previous accuracy barriers. Convolutional Neural Network, 
Hidden Markov Model-based approaches have found high 
precision levels on popular sign language datasets [42]. 
These approaches use RGB, RGB-D, and video stream data 
to identify sign language gestures without imposing the 
constraints from glove-based methods such as a 3DRCNN-
based method proposed by Ye et al. [40] which uses three-
dimensional CNN’s along with Recurrent Nets to recognize 
sign language from RGB, depth and motion data. Research 
by Huenerfauth [13] features a novel project for the machine 
translation of English to ASL and identifies the need to pro-
duce classifier predicates in user interface applications for 
the deaf. Another interesting deep learning-based approach 
investigated by Ahmed [3] uses Sequence-to-Sequence 
LSTMs to generate captions from videos of American 
Sign Language, and another study evaluates the usability 
of Automatic Speech Recognition (ASR) technology to be 
used as a real-time captioning tool [15]. These methods offer 
a promising avenue for developing communication systems 
to bridge the gap between the hearing and hearing impaired.

From a large number of commercially available products 
and prototype-based solutions, we infer that much work usu-
ally tries to establish a single solution to solve the problem 
of communication between a hearing-impaired person and 
a hearing person. During our field research, we observed 
that such a solution in the current context might not obtain 
the desired levels of accuracy. Another factor that would 
render these approaches hard to implement is the difference 
in Sign Language modalities used by different schools across 
India. Some schools might use variations of ASL; some even 
prefer to use their signs based on other popular Sign lan-
guages. However, targeting specific environments where 
not just communication but also learning can be selectively 
improved by imposing environmental and contextual con-
straints might be a more feasible way to develop technology-
based assistance systems. Specific environments would limit 
the sample space of possible interactions, and a system could 
be developed using a subset of sign language to be adept at 
assisting in that particular scenario.

2.3 � Role of sign language in the development 
of children with hearing loss

A study by Mayberry and Eichen [20] found that language 
acquisition is not unique to speech alone and in hearing-
impaired children is linked to efficient word-to-sign rec-
ognition. Further, the subjects of this study based on their 
age of acquisition had a higher and faster level of linguistic 

understanding particularly in grasping sentence meaning. 
Another study of the education of people with hearing loss 
in Italy [23], linked learning of sign language as an essen-
tial factor in the cognitive advancement of hearing-impaired 
children. A study to increase vocabulary using DVDs [4] 
was also found to be effective when accompanied by pre-
teaching of signs from teachers, thereby proving to be a use-
ful aid for teachers in a classroom setting. Further systems 
that utilize computer animated tutors recorded an increased 
level of vocabulary acquisition in hearing-impaired children 
[6, 19]. Vcom3D software that incorporates avatars as a part 
of educational lessons, recorded an increase in comprehen-
sion of a story, from 16 to 67% after watching Signs (vs. 
being read) for a study conducted at Florida School for the 
Deaf and Blind [37].

3 � Materials and methods

The Indian population lacks awareness of education of peo-
ple with hearing loss, activities, language and many other 
aspects. This is credited to the limited interaction between 
hearing people and people with hearing loss due to com-
munication barriers, interpreter inefficiencies, and possibly 
cultural differences. To formulate our research statement, 
interaction with people from the community was integral. 
Culture and society among people with hearing loss vary 
across different regions of India, much like the hearing 
populous. Interactions and observations with the children 
in a hearing-impaired school led us to carve out our system. 
The following include the insights and gatherings of our in-
person research work carried out over the six months with 
Padsad KarnaBadhir Vidyalaya, Nashik, Maharashtra, India.

3.1 � Initial study design

Our initial fieldwork included regular visits, interactions and 
semi-structured interviews with hearing-impaired students, 
teachers, and parents at Padsad Karnabadhir School, Nashik, 
India. The team visited a list of hearing-impaired schools in 
the area and decided to choose Padsad as they were among 
the few schools that chose to use signage as a medium of 
instruction (with the Total Communication Method). Many 
schools relied on Oralism only for teaching, and, due to this, 
we were not able to involve these schools in our study.

Based on the previous research conducted on Sign Lan-
guage communication systems, we offered to build an initial 
prototype in participatory design [17], a system that con-
verts Indian Sign Language to audio and vice versa using 
Microsoft Kinect v2 that is, as a communication aid. How-
ever, following multiple visits to the school, we found that 
such a tool given its limitations such as the cost of having 
a Kinect device in every classroom along with processing 
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power for each device, might not be beneficial. The schools 
also acknowledged that such a system might not be among 
their priorities due to their focus on imparting lingual skills 
to the students over communication with hearing people.

In the multiple visits we:

1.	 Interacted one on one with the teachers discussing their 
routine preparation for teaching a particular topic/les-
son to the students. The day-to-day routine of teachers 
started far before the actual classes, where they went 
through the entire syllabus as prescribed by the State 
Board and outlined the critical aspects needed to under-
stand the lesson, after which teachers went back to the 
drawing board and noted down all this line by line. We 
noted the typical process of how a teacher prepared for 
a particular topic and compared it against how the same 
is done in a mainstream school;

2.	 Participated in classroom settings where we observed 
how students consumed information from the teachers. 
This allowed us to establish a proper understanding of 
how information flows in a classroom and different com-
plications and intricacies involved. During class, teach-
ers would point out word by word and further explain 
using gestures to the students in the class; compound 
words are broken down to first the spellings and more 
straightforward concepts more relatable to the class. 
Each class required manual repetition, sometimes as 
much as 30 times weekly for a five-worded sentence. 
During Classroom sittings, we collected data on how 
each student was responding to different topics, their 
proficiency with the Signing, answers to questions fur-
nished by the teachers and finally overall grasp of a par-
ticular topic;

3.	 Observed and spoke to students and understood how 
they learn topics taught in a classroom. Students here 
were mostly from impoverished backgrounds, often 
found it hard to get back into sign-based communica-
tion, given their parents at home used different signage 
(some signs that were used to associate everyday activi-
ties and words). Most students’ parents have menial jobs 
and found it hard to dedicate time to their child’s lan-
guage and cognitive development.

3.2 � Observations of preliminary study

The observations were utterly different from what we had 
expected based on our reading of literature and limited 
knowledge of hearing-impaired education in India. One of 
the major surprises was the inconsistency in Sign Language 
usage and the idea of Total Communication which com-
bines different methods and allows the students to work with 
what they can best understand. Exposure to this methodol-
ogy and the current scenario of classroom teaching led us 

to re-evaluate the need for a Kinect-based communication 
system. Based on our classroom settings, we observed that 
the process of knowledge transfer between the teacher and 
student could be eased using technology. Although many 
tools exist to make learning and education more comfortable 
for the mainstream audience, these tools have not penetrated 
the space for people with hearing disabilities in India. A 
school teacher had to repeat the same topic a number of 
times for every student to have a complete understanding, 
which is effort and time-consuming. It has worsened by the 
fact that the student did not have another method to under-
stand the topics on their own. The curriculum followed was 
the same as regular schools, and where students from main-
stream schools have the opportunity to try and understand 
these lessons on their own, these students were not able to 
do this due to the lingual barrier.

3.3 � Inferences of preliminary study

After gathering these observations, we sat down with senior 
teachers and decided on an interface that could reduce the 
workload on the teachers and students. An interface that 
would help children watch videos without the teacher having 
to interpret and convey context for every single sentence was 
the proposed target by the teachers. It was directly derived 
from our observations during classroom settings. During 
this interaction, we proposed a system that would overlay 
the video of signs from an openly accessible dataset and 
synchronize with the target video. We wanted to incorporate 
as many features of the daily classroom teaching as possible 
into the system, considering the number of regional lan-
guages in India, such a system in only one language would 
barely be useful. We identified multiple issues with adoption 
due to factors like costs, value addition, etc. Although the 
proposed system adopts some aspects of the total commu-
nication methodology, it promotes sign language primarily 
and makes it easier for classrooms to use signage. Currently, 
no such learning methods exist in India or elsewhere that 
convert videos to sign language automatically. Often, these 
require interpreters to add and record this signed content to 
videos online manually.

3.4 � Procedure and participants of subsequent 
study

The next phase included in-person interactions with children 
with different ability levels of partial, severe and profound 
hearing loss with video content to evaluate the inclusion 
criteria [17] related to the severity of disability and perfor-
mance. This phase was set up with the help of a professional 
audiologist, who guided us on setting the right environment 
and conditions for this test. We asked teachers to select the 
highest performing students in their class and observed them 
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while they were asked to understand and explain videos with 
subtitles. It helped us gain an insight into comprehension 
and knowledge gathering among the children, who followed 
lessons sentence-wise and thus content from the videos as 
well. Their speed of grasping information was a lot slower 
than the pace of the video, and they relied heavily on the 
subtitles and attempted to break all texts down to base 
signs for understanding. We recorded our observations and 
designed specific components of the system in accordance 
which is highlighted in Sects. 4.3 and 4.4.

4 � System implementation

4.1 � Implementation approach

The system proposed in this paper mimics the assimilation 
process of the people with hearing loss in consuming main-
stream media outlets (television, events, speeches, conversa-
tion, etc.) as outlined in Fig. 1. Information exchange occurs 
through a sign interpreter acting as a medium between the 
two parties (two-way communication) or simultaneous sign 
translation for one-way communication. In our paper, we 
focus on the second case where every new source of media 
needs to be translated for assimilation. It renders a plethora 
of content inaccessible by sheer virtue of lack of translation 
medium. The necessity of human intervention in this process 
forms a barrier to learning and communication; automating 
this has witnessed multiple attempts, though they are by no 
means comprehensive. Such efforts need to incorporate mul-
tiple modalities to emulate a human interpreter.

The operational flow outlined in Fig. 1 relies heavily 
on the human interpreter, integral at each step. Due to its 
nascent state, Indian Sign Language (ISL) still lacks basic 
grammar constructs. To accommodate this, ISL is adopted 
across India by using ISL signs and local grammar structure. 
As a result, the interpreter is expected to be context and 
region aware in order to sign efficiently. There is also a need 
for sincerity and diligence on the part of the interpreter. Such 
a dependency on the interpreter who may be susceptible to 
errors may affect the quality of information received at the 
destination. The interpreter may also introduce bias which 
could lead to differences in information consumed at the 
endpoints.

The system proposed in this paper paves the way for the 
reduction in dependency on the interpreter and establish-
ing standardization in the process of information exchange. 
Another significant advantage offered is the ability to con-
sume mainstream media privately.

The pipeline implemented in our algorithm derives from 
the operational flow highlighted earlier.

As shown in Fig. 2, the input to the pipeline is in the form 
of YouTube videos or audio sources. The pipeline renders a 
smooth animated video at the output end. The pipeline can 
be broken down broadly into these sub-modules described 
below.

1.	 Information Entry: Information entry refers to the entry 
sub-module where the input source is given into the 
pipeline; this input can be speech and subtitles (from 
YouTube videos/audio).

2.	 Information Processing: Information from the entry sub-
module is processed to gain textual information. Speech 

Fig. 1   Assimilation of information from mainstream media (Operational Flow)
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input is converted to text and merged with subtitle infor-
mation to obtain the best match representation of the 
data.

3.	 Information Understanding: The pipeline now possesses 
text representation of the input. At this point, we try to 
capture the context and message via Natural Language 
Processing. This understanding relies on the structure 
of the intended output media. In this case, we look at 
the Indian Sign Language structure and extract elements 
accordingly.

4.	 Mapping: Our information is resonant with sign lan-
guage structure and can now be used to generate rel-
evant output form. The mapping takes places between 
identified words and context to 3D avatar gestures stored 
in our database. This avatar gestures database is central 
to our application as it acts as an interface to exchange 
information.

5.	 Interaction: Interaction is the interface between the 
input entry and consumption of output. An overlay con-
tainer on videos provides a closed captioning equiva-
lent to the end user. This interaction container can be 
re-sized, paused or sped to provide maximum control 
of the method of understanding. This feature is based 
on a study we conducted on learners with hearing loss 
representing different modes of grasping information.

The pipeline provides a complete end-to-end solution to 
process video or audio input and is central to the avatar 
database dictionary. A full and populated database could 
provide a large output to bolster understanding among the 
end users. The interaction first starts with the user logging 
onto the portal and pasting the link of the desired video that 

requires translation; the system then consolidates a file of 
pre-recorded avatar-based signs to form a single file loaded 
from the back end. The web portal also allows teachers to 
record signs of words unrecorded from previous videos, 
which are translated later by the back-end team upon valida-
tion. An interactive application renders signs for the general 
educational purposes from the now-populated database of 
sign mappings.

4.2 � System components

Each of the modules involved in the pipeline is mutually 
exclusive and shares only the previous output to the next 
input relationships.

4.2.1 � Information entry module

YouTube videos or audio sources contain a plethora of infor-
mation that with due processing can be made accessible to 
the hearing-impaired community. With YouTube gaining 
popularity, content is offered in a lot of different languages 
via community-contributed captions or auto-generated cap-
tions. These captions generally provide an accurate repre-
sentation of oral or visual information in the media. This 
module looks first for user-captioning and, if unavailable, 
proceeds to store auto-generated captioning from YouTube 
(L1). This module continues to gather speech/audio infor-
mation from the video (L2). In the case of non-YouTube 
media, only the second step applies. This priority for user-
captioning helps increase the accuracy of later stages in the 
pipeline. Speech is stored in a standard format as required 
by most transcription APIs. Once the user has entered the 

Fig. 2   Logical workflow of modules
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video link in the text entry area, we use the YouTube Data 
API to fetch the captions list and subsequently the captions 
in the required language through an API call. We prioritize 
user-entered captions and then fallback to auto-generated 
captions if the user-entered captions are unavailable for the 
video. We fetch the captions in the WebVTT format with 
relevant timing information. If the user-entered captioning is 
not found, we also pass the audio from the video to Google 
Speech to Text API and Microsoft’s Cognitive Speech Ser-
vices and create a timed transcription.

4.2.2 � Information processing module

The processing module functions to create a consumable 
form of data for the Understanding module. A modality that 
can be processed by mainstream algorithms such as text is 
the target for this module. In the L1 phase of information 
entry, the auto-generated captioning is used as the text form. 
Consequently, in the L2 phase, the audio captured is con-
verted to text using Transcription APIs. On completion of L1 
and L2 processing, we converge the information contained 
in both. L1 captions and vice versa solve inconsistencies in 
the Speech API. A weighted procedure is used to make an 
appropriate target from L1 and L2 processing outputs. Sen-
tence structure and words from L1 when user annotated are 
taken as high confidence, and L2 is skipped in this scenario. 
In a situation where L1 is auto-generated captioning, we use 
L2 to reinforce the confidence of assumptions made by L1. 
This reinforcement is handled through a check for intersec-
tion of words along different intervals of time. If a word 
occurs in both L1 and 2 APIs in the L2 mode at a particular 
time interval, it is considered high confidence with a score 
of 1. We assign a confidence score relative to a number of 
intersections. We thus create a parallel chain of words at 
each time interval with respective confidence scores through 
L1 and 2 APIs from L2. Figure 3 represents this chain with 
probabilities assigned to each word.

4.2.3 � Information understanding module

Information is now in the form of text that can be interpreted 
and understood by NLU systems. We used Python’s NLTK 
libraries to gather relevant subsets from the text corpus. 
These subsets depend on the structure of the target—Indian 
Sign Language. Indian Sign Language is highly context ori-
ented and emphasizes the subject. Grammatical nuances of 
the English language such as conjunctions and pronouns are 
not highly used in ISL. ISL sentence structures are mostly 
SOV (Subject–Object–Verb) [41]. The reasoning and vari-
ations of this is another area of research in ISL. The SOV 
structure helps us gain an understanding of the lingual con-
structs that our Understanding module needs to be aware 
of. We use NLTK’s POS taggers (Part of Speech taggers) 
from the Penn TreeBank Dataset [27] to infer different parts 
of speech from the chain of words. Our algorithm identifies 
what parts of speech are essential for the next module by 
following the SOV (Subject–Object–Verb) model. First, we 
use the different parallel word chains from Fig. 3 as tokens 
and perform POS tagging on these words. We extract the 
Subject, Object and Verb from these group of words through 
noun and verb forms and use them to form a sentence in the 
SOV form [11]. In case multiple subjects, objects or verbs 
are found in the parallel word chains, and we select the ones 
with the highest intersection scores. These SOV sentences 
are then sent to the mapping module to comprehend.

4.3 � Mapping module

4.3.1 � Modeling

Gestures are mapped onto a 3D modeled avatar, (see Fig. 4), 
that captures each word-to-sign correlation. Microsoft 
Kinect v2 Plugin on the iClone software was used to map 
all hand gestures and body postures. Finger intricacies and 
movement were captured manually. Avatars were chosen 
based upon cartoonized aspect to grasp the attention of 

Fig. 3   Word chains for a sen-
tence from L1 and 2 L2 APIs
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children, big eyes, natural characteristics, i.e., someone that 
students can relate to as a guide. Each word is mapped to 
a gesture, and each gesture settles down to a base position 
making the transition between words seamless and each sign 
start afresh from the canvas. Gestures were recorded based 
on a Solar System video for grade 6, as presented in Fig. 5, 
Science lesson, based on the .srt file downloaded, and all 
words with mappable Signs were saved onto the database, 
thereby populating signs specific to translation.

We incorporated multiple features were into the UI 
based on classroom interaction and research. For instance, 
a replay button was added to repeat the last word and the 
previous sentence, and this was done to reinforce learning 
and also tackle the problem of repetition faced by numerous 
teachers. Subtitles were included in the regional vernacular 

language to directly correlate word to sign the sign appear-
ing (Marathi). Further, the signed caption window was made 
detachable and re-sizable for convenience, and an easy to use 
interface was implemented to allow increased usability. The 
system also allows for a teacher module, to map unrecorded 
words and recording signs for these words, thereby, populat-
ing the database as and when needed.

4.4 � Evolution of the system

Based on the observations from our field research, we started 
with assembling a video corpus which comprised of NCERT 
Class-wise video lessons used by teachers for a thorough 
understanding of the texts [22]. Post-collection of the cor-
pus, we designed the architecture of the proposed system. 
To illustrate the proof of concept (Fig. 6) to the school 
authorities, we used pre-recorded signs and embedded it as 
per the word occurrence in a YouTube video of ‘What a 
wonderful world by David Attenborough.’ After a demo and 
comprehensive feedback session, we decided to add multi-
ple features such as speed control, repeat sentence/sign and 
animated avatar-based sign captioning to boost attentiveness 
which led us to work toward our final proposed system.

5 � Data collection procedure

A complete audio or video to sign caption pipeline allows 
the hearing-impaired user to understand and infer content 
from the input source. In the event of an important video 
where the user may not be familiar with the signs, content 
from the video allows mapping of signs to contextual visual 
information from the video, helping with sign education. 
For a video that may not possess a plethora of visual or sign 
infer-able cues, the sign captioning helps with understanding 
and learning video content. The collective performance of 
the system can be justified as learning and understanding.

Fig. 4   3D child avatar

Fig. 5   WorkFlow, final translation of a solar system video with 3D signed avatar
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Details on program implementation and measurement 
on the progress of the program are described in what 
follows.

Phase 1: Baseline Phase

1.	 Sit with the participant at a table and ask them to try 
to sign any words they recognize on the flash cards. 
Explain that if they do not know the word it is fine 
to guess or we can skip to the next card;

2.	 Show the participant one flash card. If the partici-
pant signs it correctly, place it in a pile to the right 
otherwise place it in a pile to the left;

3.	 At the end of the session, praise the participant for 
their participation. Then, allow them to return to 
class;

4.	 Record a check for the cards in a pile on the right 
onto the data collection checklist for that participant;

5.	 The purpose of this phase is to gauge the words 
known by the students.

Phase 2: Understanding of content through sign cap-
tions

1.	 Divide participants into two groups randomly based 
on the evaluation in the Baseline phase;

2.	 One group is shown video content with English cap-
tioning, and another is shown the same with added 
sign captions. (Video contains words whose signs 
students are familiar with, as gathered from the 
Baseline phase);

3.	 Video context-based questions are presented to the 
student, and answers are documented in an organ-
ized, predetermined approach;

4.	 At the end of the session, praise the participant for 
their participation;

5.	 This exercise is to be performed over multiple vid-
eos to compare understanding levels with/without 
sign captioning.

Phase 3: Learning of content through sign captions

1.	 All students are included for evaluation in the Base-
line phase;

2.	 The students are taught signs for previously 
unknown words and taught new signs through illus-
trative videos with sign captioning;

3.	 Sign understanding-based questions are presented 
to the student, and answers are documented in an 
organized, predetermined approach;

4.	 At the end of the session, praise the participant for 
their participation;

5.	 This exercise is to be performed over multiple vid-
eos to compare learning levels of signs with/without 
sign captioning.

The Baseline phase is used to estimate the current learn-
ing level of a child: A primary researcher first records if 
the students can correctly identify signs A–Z alphabets, 
1–10 numbers and A–Z words. In the next phase, Under-
standing phase, we estimate the understanding level of the 
above signs, to evaluate the effect of the tool in a similar set 
of signed captions versus English captions. The class was 
divided into two sections; one was shown English captions 
videos, and the other half was shown Sign captions videos 
for A–Z alphabet and 1–10 numbers videos. After that, the 
students were given an MCQ quiz for A–Z signs and 1–10 
numbers to gauge their understanding of these signs; the 

Fig. 6   Translation of ‘What 
a wonderful world by David 
Attenborough’ (Rough Proto-
type)
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questions required knowledge of the order of alphabets and 
numbers, missing letter or number. The quiz consisted of 
Signed questions for the Signing group and simple English 
text for the English captioning group.

In the final phase, Learning phase, we estimate the level 
of active learning of vocabulary words by watching an A–Z 
words video with Signed captions; this was carried out for 
all ten students. Along with the video, the researcher also 
paused and pre-taught finger spelling for each word along 
with an emphasis on the associated sign. Then, a quiz fea-
tured identification of words by looking at the signs alone; 
the quiz also consisted of similarly spelled words in the 
options to ensure the accuracy of learning and a higher dif-
ficulty level. Researchers ensured no feedback was given 
to the participant to avoid any impact on the participant’s 
performance that might lead them to exhibit demand char-
acteristics [17].

All of the above data were recorded by the primary 
researcher using flash cards in 30-min sessions every con-
secutive day over two months. A second researcher simulta-
neously and independently carried out the same steps using 
Google Forms to correlate the data, which yielded a 100% 
accuracy of results thereby maintaining procedural fidelity.

6 � Results

By using the proposed methodology, a phase-wise trial was 
conducted with the prep class at Sheila Kothavala Institute 
for the Deaf [29], with a sample group of ten research partic-
ipants having a profound and severe hearing impairment. At 
the time of the study, Sheila Kothavala Institute for the Deaf 
followed the curriculum by the Karnataka School Board and 
taught signs using ASL and ISL. A pre-screening of the 
system was carried out by the school for a demo video to 
learn foods consumed by farm animals before the permis-
sion for our case study was granted. All the staff employed 
were trained in Deaf Education. A–Z alphabet, 1–10 num-
bers and A–Z words signed animations used for the study 
were referred from the National Association of the Deaf and 
issued database by Gallaudet University [5] and personally 
verified by teachers from the school. After the trial, graphs 
were plotted to record both pre- and post-assessment to 
evaluate the understanding and learning of signs.

Our evaluation was carried out in accordance with a pre-
vious study used to record the effectiveness of DVDs as a 
tool, presented in American Sign Language to increase the 
vocabulary recognition of hearing impaired or hard of hear-
ing children [4]. The study was carried out over multiple 
baseline designs over three sets of vocabulary words. Fig-
ure 7 represents both the Baseline and Learning phases of 
the ten students for signs of A–Z Alphabets. A relative com-
parison of understanding levels of these signs can be gauged 

by the difference in baseline and learning data points. Chil-
dren with signed captioned teaching videos for A–Z alphabet 
signs fared better than children with A–Z English captioned 
teaching videos during the assessment of the understanding 
level of signs. Children taught via signed video also recorded 
a higher accuracy and were much quicker during their 
assessments, whereas children taught through English cap-
tions would take time to decipher the text through signs and 
relatively struggled during evaluation. The baseline scores 
of 26 alphabet signs were normalized to a grade point of 10, 
which was also the number of questions asked in the quiz.

Figure 8 records the data entry points of Baseline and 
Learning phases for 1–10 number signs. A relative compari-
son again in the teaching methods pre-assessment reveals 
that children with signed captioned teaching videos fared 
better than children taught with English captioned 1–10 
numbers video. The baseline score computed out of 10 for 

Fig. 7   Baseline and Understanding phases for A–Z alphabet signs

Fig. 8   Baseline and Understanding phases for numbers 1–10 signs
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numbers (1–10), and the quiz of 15 questions was scored 
and normalized to 10.

Finally, Fig.  9 depicts a comparison of results from 
the Learning phase with the baseline, representing A–Z 
word–sign knowledge of all students of the class. The stu-
dents had no prior knowledge of the signs, hence the flat-
lined baseline. The learning curve represents the acquired 
vocabulary words in just 3–4 sessions of watching a signed 
captioned video of common A–Z words. After that, students 
were quizzed out of 26 questions normalized to a grade point 
of 10. All students see a significant increase in vocabulary 
acquisition on incidental exposure to signed captioned 
videos.

7 � Discussion

The phase-wise trial conducted at the Sheila Kothavala 
Institute for the Deaf [29] and the various insights gained 
from Padsad Vidyalaya, Nashik [36], helped us identify 
that hearing-impaired children learn and understand better 
when sign language is involved. The trials centered around 
the ability to sign language to contribute to better learning 
and understanding outcomes in the children. As found in 
Justiceś work [18], language learning of children appears 
to benefit when novel words are introduced in a simple set-
ting as opposed to complex prompts. Additionally, previous 
studies verify increased vocabulary recognition on repeated 
usage of unfamiliar words [18, 26]. As in other studies [4, 
10, 18, 26], children in our study recorded an increase in 
their vocabulary recognition by participating in repeated 
probes in which the target vocabulary was repeated. For the 
understanding-based trials, the children were divided ran-
domly into two groups. The first group was assisted with 
sign language captions, while the second group was exposed 

only to English captions. Table  1 shows the outcomes 
regarding score averages for the understanding tasks. UAS 
denotes Understanding Average Score, and BAS represents 
a Baseline Average Score. The BAS score gap gives us the 
baseline performance difference between the two groups, 
and the UAS score gap gives us the understanding of task 
difference between the two groups. The BAS score gap gives 
us the base difference between the performance of the two 
randomly selected groups regarding a standard test con-
ducted to test their knowledge regarding understanding or 
learning. The UAS score gap gives the difference in the per-
formance of the same two groups regarding the understand-
ing tasks presented to them. A small BAS difference with a 
high UAS difference would suggest that the group with the 
higher UAS performed significantly better than the other 
group on a particular set of tasks. In our case, the particular 
set of tasks were performed using two different approaches, 
and a high UAS for one approach would give strength to 
that approach as students with similar baselines were able 
to perform better using one of the two approaches. In the 
A–Z task, for a small BAS difference, there is a huge UAS 
difference in favor of sign assistance. For the 1–10 task, the 
BAS difference is quite large between the two groups which 
may translate to a large difference in the UAS difference as 
well. However, all the students attain a perfect score of 10 
with sign assistance, whereas the same improvement is not 
seen for the Pure English group.

In the task of understanding A–Z, the first group had a 
Baseline Average Score (BAS) of 9.44 and the second group 
had a baseline average of 8.72. The Understanding Average 
Score (UAS) of group 1 was 9.4 and for group 2 was 6.2. 
There was an understanding average score difference of 3.4 
in favor of group 1 for a baseline difference of 0.58. Simi-
larly, for the number understanding test, the BAS for group 
1 was 8.4 and for group 2 was 6.4; the UAS for group 1 was 
10, while the UAS for group 2 was 6.6. For a baseline differ-
ence of 2, there was a difference of 3.4 in favor of group 1.

From both these understanding trials we infer that stu-
dents were able to understand better and answer questions 
related to A–Z and numbers between 1–10 when assisted 
by sign captions.

Fig. 9   Baseline and Learning phases for A–Z words signs

Table 1   Understanding outcomes

Task type Group type BAS UAS

Understanding A–Z Sign assistance 9.44 9.4
Pure English 8.72 6.2
Score gap 0.72 3.4

Understanding 1–10 Sign assistance 8.4 10
Pure English 6.4 6.6
Score gap 2.0 3.4
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The latter part of the trial involved collecting data on 
how students could be aided in not just understanding but 
also learning itself using sign assistance. The students were 
initially unaware of the words with a BAS score of 0 which 
meant not knowing any of the words associated with each 
later was then able to identify the word based on the spell-
ings when provided with sign cues. Their average learning 
score for this task improved by 7.308; in just a mere six sit-
tings, we noticed a significant increase in vocabulary acqui-
sition of students. Through this, we can infer that students 
can learn effectively using signed assistance in a classroom 
setting.

8 � Conclusion

Our research puts forward the need for sign assistance to aid 
with understanding and learning for students with a hear-
ing disability from an early age onward. From our various 
trials, we conclude that sign assistance helps the children 
learn, remember and understand the content better. It is also 
widely supported by the previous research which outlines 
the benefit of sign language for understanding and learn-
ing language and grammar. Based on these observations, 
we propose a system that can ensure life-long learning by 
providing sign assistance to the hearing-impaired students 
from consuming mass media such as the likes of YouTube. 
The system is scalable and easy to use in a classroom setting 
which can make a beneficial addition to boost the knowledge 
base of students who otherwise find it hard to understand 
and learn content outside their classrooms. Our research 
also highlights different modules that comprise the system 
and how each module was crafted based on student–teacher 
interactions and observations to ensure maximum engage-
ment from the students. The system can become common-
place in schools across the country if aided by similar efforts 
in recording and maintaining a database of all possible signs 
and grammatical structures, something that is sparsely pre-
sent as of today. Due to lack of awareness and resources in 
Indian Sign Language, the system may not be able to decode 
complex grammatical structures and interactions. Our future 
research work will be conducted on what scale these systems 
can be currently implemented and adopted as teaching aids 
with a limited sign language database at our disposal.
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