
Vol.:(0123456789)1 3

Univ Access Inf Soc (2019) 18:107–126 
https://doi.org/10.1007/s10209-017-0580-6

LONG PAPER

Toward the gestural interface: comparative analysis 
between touch user interfaces versus gesture‑based user interfaces 
on mobile devices

Gonzalo Pomboza‑Junez1 · Juan A. Holgado‑Terriza2   · Nuria Medina‑Medina2 

Published online: 24 October 2017 
© Springer-Verlag GmbH Germany 2017

SICLLE allows the personalization of the gestures, which 
optimizes the gestural dictionary and achieves an easier 
learning and use. In addition, SICLLE incorporates a hear-
ing guide which replaces the typical visual control, reaching 
total acceptance in the experiment conducted with real users.
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1  Introduction

Human–computer interaction HCI is an interdisciplinary 
discipline addressing the intersection of people and technol-
ogy [24], which has evolved strongly from the first computer 
programs where all events were based on textual input–out-
put devices [71]. As the interactivity of the software grows, 
the importance of HCI research intensifies and new advances 
appear to improve the relation human–computer. A lot of 
HCI advances have emerged from the knowledge of the 
human mind, which can be visualized as a processor divided 
into three interacting subsystems: (a) a perceptual system 
(managing visual and auditory stores generated from the 
stimulus), (b) a cognitive system (making decisions about 
how to respond the stimulus using long-term and short-term 
memories) and (c) a motor system (responsible for carrying 
out the response) [6]. In this line, HCI research is being 
made on critical human issues, such as perception, cogni-
tion, emotion and multimodal interaction [24].

From a developmental and planning perspective, soft-
ware, at least highly interactive software, must be conceived 
and developed with HCI as one of its higher priorities. In 
order to ensure good HCI design, a number of principles 
must be respected. Following [32] these principles should 
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include: (a) knowing the user (interaction and interface must 
fit the needs of the target user), (b) understanding the task 
(users must comprehend the job to be completed through 
the use of an interactive system), (c) reducing memory load 
and refresh the user memory, (d) striving for consistency, (e) 
preventing errors and allowing an easy reversal of the erro-
neous actions and (f) reflecting a correspondence between 
the actions in the system and the actions in the daily life.

With varying degrees of wisdom and balance, existing 
software systems implement very different types of interac-
tion. According to [57], this interactivity can be classified 
depending on the mechanism used to interact: (a) standard 
interaction through the keyboard, the mouse or other remote 
control allowing point & click, (b) interaction using special 
peripherals such as a steering wheel, a joystick or a guitar 
(for instance), (c) tactile interaction, touching the screen 
with a single finger movement to select the available options, 
(d) interaction by voice, (e) active interaction, where the user 
employs different peripherals (e.g., gloves, video cameras) 
or performs gestures to interact with their own body while 
devices as gyroscopic sensors or accelerometers are used to 
capture their movements and (e) pervasive interaction, which 
integrate the context of the user as part of the system and 
objects in the environment become also interactive. Laws 
like Fitts [14] and its variants [42] have been fundamental 
to improve the design and construction of interfaces, guid-
ing in addition, efforts to achieve simple and friendly inter-
faces. A consequence of these studies are the advances that 
have experienced the natural user interfaces (NUI), which 
try to integrate hardware and software to achieve a much 
more direct and efficient interaction between the user and 
the computer [15].

In this point, NUI emphasize the HCI principle of natural-
ness and integrate several of the types of interaction men-
tioned above. Thus, the underlining desire in this field, that 
is, the invisibility of the human computer interface, requires 
the capacity to maintain a conversation in natural language 
or to interpret human gestures together with the adoption of 
a metaphoric model in the system. Inevitably, this interac-
tive structure requires a process of learning by the users 
who must know the range of verbal vocabulary and/or body 
gestures allowed by the system. However, this initial effort 
enables unique opportunities during the interaction [13] and 
natural interfaces are continually incorporated to more and 
more systems in different domains, such as interaction in 
virtual reality environments (Lv et al. [41]), interaction with 
robots (iCub applied by Li et al. [40]), mobile healthcare 
(m-health) (OTELO system applied by Garawi et al. [18]), 
learning contexts (WikiNect development by Mehler et al. 
[43]), just to mention some examples.

NUI allow users to be able to feel completely immersed 
into the devices they use [58], and immersion is precisely the 
main characteristic that promotes more effective user-system 

communication in NUI in comparison with the traditional 
graphical user interfaces (GUIs) where the mode of interac-
tion is supported by WIMP stands (windows, icons, menus 
and pointers). Within WIMP, the touch screen user interface 
(TUI) is a special case of GUI to achieve interaction. The 
aim behind the natural paradigm is to remove barriers and 
offer a style of interaction more similar to the utilized in the 
real world; conveniently, the use of gestures can provide 
an attractive and natural alternative [31]. Following these 
authors, gestures are a body movement (through fingers, 
arms, hands, head or the face) which transmit meaningful 
information or are used to interact. Gestures can be static 
(a fixed posture) or dynamic (a continuous change of the 
posture with time) and it is necessary to specify the begin-
ning and end of each gesture in terms of time and space 
[31]. Some gestures may have different meanings depend-
ing on the context (previous and subsequent gestures). In 
consequence, gesture recognition is a non-trivial task which 
must be tackled with meticulousness to achieve an expres-
sive communication with the user.

Besides, and not less important, this new form of interac-
tion enables users to distance themselves from the devices 
being handled, allowing the system to take into account the 
diversity of its users [16]. Consequently, individuals with 
certain disorders such as Parkinson’s disease, dyspraxia, 
motor neuron diseases and paralysis could benefit from ges-
ture interaction. Similarly, people with temporary problems 
in their motor skills and seniors with difficulties during the 
performance of tasks requiring fine motor ability could find 
a very acceptable solution in this new paradigm of interac-
tion. Particularly, the same applies to those confined to bed 
or who must remain in a position that prevents the habitual 
use of an electronic device. People with severe visual dif-
ficulties could also overcome many persistent obstacles they 
suffer from their daily relation with software applications 
(especially in mobile devices). Likewise, gesture-based 
interaction may be embraced as an additional or comple-
mentary mode of interaction in a multimodal system (in 
line with the multimodal interaction that regulates life itself 
[70]). This allows any user to benefit from this alternative, 
introducing natural interaction by gestures as an instrument 
to achieve a universal access.

On the other hand, the user’s need in communication is 
prevailing and today it is the smartphone that covers this 
need, presenting the user a TUI to achieve the interaction. 
The industry tries to provide new and better features to these 
devices, in terms of both hardware and software, becom-
ing a powerful computer system, despite its small size [67]. 
However, this rapid development, in many cases, has ignored 
special needs (momentary or definitive) of the user [30], for 
example, having to adopt special anatomical positions of 
body typical for sick or rest (lying down). By disease, the 
dorsal decubitus position (the person lying on his/her back, 
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parallel to the ground) is the most common and also possibly 
the one that causes greater discomfort and imprecision in the 
use of TUIs, which in other circumstances would be easy 
and accurate. The problem for the user is complicated ever 
more when restrictions of movement in their extremities are 
added (arms, legs, neck) or even vision (e.g., eye surgery), 
which limits the use of resources of these devices.

This paper analyzes the potential advantages that a natu-
ral user interface may have by contactless gesture (GBUI) 
versus a TUI, applied in the handling of a mobile device at 
different anatomical positions. The more common anatomi-
cal positions that hinder the handling of the device and affect 
the accuracy of an action on a mobile device (henceforth 
considered in this study) are standing and lying down. These 
are the two more usual positions in everyday life, for healthy 
people the first, and for sick, disabled or comfortable people, 
the second. Subsequently, and taking into consideration the 
positive results of the experimental study performed by 25 
users, a proposal of interaction supporting GBUI to make 
phone calls with smartphones has been made. This study 
case has been chosen for being the most common and obvi-
ous use of this devices. The proposal includes an architecture 
specific for this type of interaction and a software solution 
based on it. The software solution is independent of the 
anatomical position of the user, allows to manage phone 
calls, operates with a proper phone book, proves a voice 
help and allows to personalize the gestures implemented in 
the library.

The paper is organized as follows: Sect. 2 offers a pano-
ramic view of the related works that use gesture interaction 
and raise its application in several areas; Sect. 3 presents the 

proposal and the research approach; Sect. 4 shows the design 
of the iteration tests and the evaluation parameters. Section 5 
outlines the software tools used to apply the interaction test; 
Sect. 6 explains the testing TUI versus GBUI, experimental 
protocol used in trials, and discusses the obtained results; 
Sect.  7 presents a specific GBUI application executed 
on mobile devices as a case study, determining how it is 
designed and validated; finally, Sect. 8 presents conclusions 
and further works.

2 � Related works

We present previous works related to the use of gesture in 
HCI according to several aspects: gesture interaction, gesture 
recognition, gesture application and gesture accessibility. 
Table 1 summarizes the analyzed works.

2.1 � Gesture interaction

Multimodal human–computer interaction (MMHCI) poses 
new paradigms and establishes a communication model, 
where the context of the interaction has a significant impact 
on aspects such as the information that is transferred, when 
the transfer was made and how it was performed [69]. This 
requires understanding three aspects: the system (the com-
puter technology and its usability), the user who interacts 
with it and the interaction between the user and the system 
[27]. In this context, MMHCI seeks to combine several tech-
niques to build a different type of natural interface where 
the user interacts through their senses [27]. However, even 

Table 1   Overview of studies using gestures including our proposal

Reference Interaction Contact Device of recognition Gesture Main application

Sanna et al. [66] Body No Camera, smartphone Static Control of dron
Francese et al. [17] Body Yes/no Several Dynamic Control of games
Yang et al. [75] Facial Yes EMG Dynamic Virtual keyboard
Hasan and Abdul-Kareem [22] Hands No Camera Static Recognition using neural networks
Kiliboz and Güdükbay [33] Hands Yes/no Polhemus PatriotTM Dynamic Detection and recognition technique
Heo et al. [23] Facials, Hands Yes/no Camera, data glove, EMG Both Control of games
Pomboza and Holgado-Terriza [55] Hands No EMG Static Control of home devices
Erden and Çetin [12] Hands No Camera, PIR Dynamic Control of devices
Dinh et al. [11] Hands No Camera Both Control of devices
Ohn-Bar and Trivedi [50] Hands Yes/no Camera Both Control of automotive devices
Chen et al. [7] Body, Hands No Camera, accelerometer Both Fusion framework for recognition
Kühnel et al. [34] Hands Yes Smartphone, IMU Dynamic Control of devices by hands’s movements
Premaratne et al. [56] Hands No Camera Dynamic Control of devices
Blazquez Cano et al. [4] Hands Yes Smartphone Both Touch screen technology
De Waard et al. [10] Visual/auditory No Smartphone, GPS camera None Electronic navigation map
This work Hands/auditory Yes Smartphone, sEMG Static Analysis TUI versus GBUI, SICLLE 

software
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though the human being has five senses, so far no form of 
interaction manages to combine all of them. Fortunately, the 
gesture offers a great advantage in the interaction, because it 
combines sight (gesture image), touch and knowledge (mean-
ing) [48].

The application of gesture in communication with the 
machine is not new, and many research works have been 
oriented to achieve interaction using body [17, 66], facial 
[75] and manual gestures [11, 12, 22, 33, 50]. In fact, the 
gesture in the human being can be considered a form of com-
munication [46]. In this sense, the gesture is a typical feature 
of our species that best adapts to achieve a natural interac-
tion with the machine [61]. The hand gestures, in relation to 
others generated by the human body, may be so simple that 
they go unnoticed, or so complicated that it even causes pain 
in performing them [62]. The gesture may be performed on 
surface (contact) or on air (without contact). In addition, 
depending on whether the gesture involves movement or no, 
it can be classified as dynamic or static, respectively [46]. 
The capacity of expression of the manual gesture is such that 
it ranges from simple libraries (one or several gestures) to 
complete gestural languages called sign language. The most 
used sign language is the American sign language (ASL) and 
its variants for different languages and regions.

2.2 � Gesture recognition

Various methods have been used to capture and interpret 
the gesture, some of them combining hardware and soft-
ware [23], using gloves [77], images [1], infrared devices 
[12] and sensors of multiple and varied types [12, 33, 54]. 
These methods have been driven largely by the significant 
development experienced in signal processing technologies 
and mathematical models, admitting in its refinement tech-
niques of artificial intelligence (AI) [3, 8, 55, 59]. All this 
has allowed to identify and classify the gesture more quickly 
and effectively [2, 8, 36, 49, 55]. Within these methods, the 
recognition of hand gestures based on electromyographic 
(EMG) signals has obtained very good results [8, 55, 74]. 
EMG signals present in the muscles activity (arm and fore-
arm) permit the recognition of the hand gesture. The EMG 
signals are detected by electrodes, which may be of surface 
(sEMG) or intramuscular (iEMG) [21], whose measure-
ment ranges from microvolts to millivolts. These ranges 
are directly dependent on the signal strength, in addition 
to location and type of electrode [3, 25]. The results in the 
identification of this type of signal using sEMG electrodes 
have proven to be highly effective [53]. For example, using 
a linear array of electrode [74], a sEMG wireless set [8] or 
a set’s sEMG placed around the arm [39]. In this context, 
Al-Timemy et al. [3] achieve a correct identification of ges-
ture movement in people with amputated limbs. Currently, 
wearable sensors incorporate EMG electrodes and inertial 

measurement units (IMUs) that capture the biosignals [35, 
53] and motion data, and transmit these information by Blue-
tooth or WiFi [7, 55].

2.3 � Gesture application

Along with technological advancement and in synchrony 
with the search for new and better interfaces, the gesture has 
been applied in multiple contexts, ranging from the execu-
tion of certain actions (e.g., movements in games) to com-
plete solutions of management and control (e.g., manage-
ment of home devices) [54, 56]. Examples include control 
devices [20, 44, 54], limb replacement prosthesis [3, 59, 60] 
and medical diagnosis [5, 19].

Several research works have been presented in which 
the smartphone is used in combination with gestures. 
These works use the resources offered by mobile comput-
ing devices and exploit their computationally power and 
rich functionality. Among all its functions (agenda, notes, 
photos, videos, etc.), communication between people (mes-
sages, calls, etc.) is perhaps the most relevant, as was deter-
mined by Jung et al. [29]. However, also, the smartphone 
has been used in others areas, such as remote control of 
household devices [34], point of sale in e-commerce appli-
cations [4], monitoring device on u-health platforms [45], 
navigation assistant and geographical location help [9, 10] 
and tour guide [73]. All these solutions interact with the 
user through the contact gesture (“touch”) [29], of one or 
more fingers, on a surface or touch screen (resistive, capaci-
tive, etc.) within a specific area [28, 51]. The touch can be 
performed in static or dynamic form. For example, the men-
tioned tour guide [73] uses dynamic touch (zoom gesture) to 
expand map areas, while in the case of control of household 
devices presented in [34] the static touch is used to achieve 
the remote control. With respect to the use of one or two 
hands to apply the gesture, Lee et al. [37] determine that 
in most cases the user utilizes only one hand, which causes 
fatigue, sometimes pain, and increases stress. In addition, 
the touch screen enables the user to interact directly with the 
information that is displayed, though it requires accuracy in 
touch gesture (static and dynamic) [26, 51].

2.4 � Gesture accessibility

The degree of comfort and accuracy of the user has an 
important role in the design of gestural interfaces [62], and 
its application has been remarkable both in home [54, 55] 
and industrial applications [50]. However, the affectation to 
the senses (sight) can make a simple gesture, such as touch, 
difficult to realize with accuracy [28, 38]. Likewise, the 
motor skills in humans may be affected, either by acciden-
tal causes or as a result of a degenerative problem (disease) 
in the central nervous system [26, 72]. Similarly, a loss of 
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accuracy in the movement and coordination occurs due to 
a person’s age or his/her anatomical position at some point 
[28, 38]. All these aspects compromise, temporarily or per-
manently, fine motor skills of the hands of a person [16, 52, 
64], causing errors in handling devices that require some 
degree of accuracy.

To help overcome these problems, many accessibil-
ity solutions have been proposed (e.g., voice recognition, 
free hands, image recognition), some of them embodied in 
devices and operating systems (OS). An operating system 
that has incorporated accessibility solutions (e.g., keyboard 
zoom to facilitate the touch) is Android. Nevertheless, these 
accessibility solutions have not had a significant impact on 
the degree of user acceptance, especially in older adults 
[76]. Thus, incorporating a hand gesture interaction option 
to smartphone management would be a good alternative. 
In fact, those people who at any given moment (illness or 
accident) suffer problems of mobility, loss of vision, deaf-
ness, etc., would have greater opportunities for communi-
cation and use of a smartphone. For healthy persons, the 
hand gesture interaction may be useful to resolve certain 
circumstances (screen break, busy hands, special position, 
etc.), which is important because today smartphones have 
become a universal communication medium [51].

2.5 � Importance of this research

As is shown in Table 1, several reviewed works use the cam-
era for gestural recognition. However, these solutions must 
handle problems of occlusion, illumination and focus. For 
its part, other proposals use touch gestures through a touch 
screen, forcing the user to have accuracy in the touch and 
good visual recognition. Finally, those using sEMG elec-
trodes offer a better guarantee of gesture recognition at the 
cost of being, little or moderately, intrusive. Hence, smart-
phone applications based on sEMG electrodes that imple-
ment wireless communication could become an integral sys-
tem of support to the user. Solutions of this type should be 
integrated within the OS provided by the manufacturer, and 
would greatly overcome the limitations of using the touch 
screen on smartphone devices.

In conclusion, a solution based on gestures without con-
tact, using a personalized gestural library and adapted to 
the mobile device, that allows the management of applica-
tions or services in a smartphone, would be very helpful. 
During the performed revision, no previous work proposing 
smartphone applications which use EMG signals for gesture 
recognition has been found. Additionally, previous studies 
that analyze the index of difficulty and accuracy in this con-
text have not been found either. However, this is essential to 
guaranty the useful of the gesture. Consequently, the present 
paper attempts to address both detected shortcomings.

3 � Approach

Our aim is to assess the suitability of gesture-based user 
interfaces in mobile devices. To achieve this, it is neces-
sary to perform a study that allows comparing this new 
interface with respect to a classic touch user interface. 
Thus, we present an analysis based on the difficulty and 
loss of accuracy of the user when interacting with the 
mobile device using TUI and GBUI, alternating between 
two different anatomical positions. These positions are 
“normal” when the individual is standing and “special” 
when the individual is lying down. Consequently, this 
paper maintains the following approach:

•	 Design of the interaction test (Sect. 4) for the subsequent 
comparison between TUI and GBUI. In order to define 
the test, a previous analysis of a set of smartphone GUIs 
was performed. This study identified the so-called Impor-
tance Zones on which the iteration test is defined. The 
evaluation parameters of the interfaces are also estab-
lished to comparison;

•	 Development of software applications for testing the 
difficulty and accuracy (Sect. 5), one for each type of 
interface (TUI and GBUI);

•	 Testing TUI versus GBUI (Sect. 6), where a total of 25 
volunteers participated in a total of 250 trials. In the 
GBUI, the gesture recognition is achieved using a wear-
able that captures the electromyographic signals through 
sEMG electrodes. The wearable is placed on the user’s 
forearm and sends data to a mobile device using Blue-
tooth protocol. This allows freedom of movement of the 
hand and greater comfort to the user. Additionally, the 
concept of gesture control tree (GCT) proposed by [54] 
has been implemented to determine its validity in the 
gesture navigation and the degree of acceptance on the 
part of the user. An analysis of the difficulty and accu-
racy of the two types of interface, per position, was also 
performed and discussed;

•	 Definition of an architecture for GBUI. This architec-
ture is based on layers on which the application called 
SICLLE (emergency call control interactive system) 
has been implemented (Sect. 7). SICLLE is compat-
ible with Android devices, and the gestural navigation is 
achieved by applying the concept of GCT. The gestures 
are processed and identified turning into commands for 
phone calls and contact book management. The system 
has a library of voice tags to guide the user; in this way 
replacing visual monitoring. In addition, it is possible 
to customize the gestures defined in the system associ-
ated with each action or command, making it even more 
user friendly. A brief usability study of SICLLE was per-
formed to validate user acceptance in which participated 
all volunteers of the test of difficulty and accuracy.
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4 � Design of the interaction test

4.1 � Analysis of devices and interfaces

Smartphones, as obvious, cover a large segment of the 
mobile market geared to make “telephone calls.” For this 
reason, the interaction tests were designed for this particular 
case, although it may be argued that results obtained could 
be extrapolated to any mobile device (e.g., tablets). Other 
types of tasks in a smartphone could be useful for analysis, 
such as handling the phone book, opening and closing appli-
cations and accessing configuration options.

The user interaction in the last generation of smartphones 
is managed currently by the use of a touch user interface 
and not by the use of a natural interface based on gestures. 
The screen is built by a multi-touch display, which allows 
the pressure of one or more fingers. The interaction is per-
ceived when a finger presses a specific area of the screen. In 
general, this area is graphically represented by a widget or a 
button in order to ease its identification by the user and the 
consequent action that the application should perform next.

To design the tests, we first carried out an analysis aimed 
at determining the average characteristics that the smart-
phone to be used in the tests should meet, and a study of 
the user interface of the applications installed by differ-
ent manufacturers on smartphones to make phone calls. In 
both cases, 12 smartphones from different manufacturers 
(Samsung galaxy S6, Sony Xperia Z5, Motorola Moto E, 
Bq Acuarius A4.5, Sony Xperia M2 and others), grouped 
into three categories (high, medium and low range), were 
analyzed.

In the first analysis, it was possible to determine that a 
midrange device with screen size between 4 and 5 inch, 
weight between 130 to 155 g and a resolution of 960 × 540 
pixels, would be more appropriate to carry out the tests. 
Consequently, we have used a Sony Xperia M2 smartphone 
with screen size of 4.8 inch, weight of 148 g, resolution of 
960 × 540 pixels and dimensions of 139.9 × 71.1 × 9.6 mm 
for testing.

In the second study, it was possible to determine that 
the user interfaces in charge of call management on differ-
ent smartphones manifest a similar structure with common 
areas, in spite of each smartphone having a specific cus-
tomization layer or a specific Android version (Lollipop 
and Marshmallow). On the other hand, we determined that 
the user follows an equivalent navigation sequence in the 
interaction with the applications. Nevertheless, no custom 
or accessibility options were activated.

4.2 � Importance zones

Common areas define specific zones that the applica-
tion can identify to manage the phone calls. We named 

Importance Zones these areas, which are shown in Fig. 1 
and described below.

Recent calls zone This zone allows the user to select and 
navigate among the recent calls. Calling from this zone 
requires to slide a finger from right to left or top down, 
identify the contact and finally touch the selected contact.

Contacts zone This zone allows the user to scroll 
through their contacts and choose the one he/she want to 
call by phone. It requires the same steps as the previous 
zone.

Information zone It allows the user to see the contact 
which is being called. It is also displayed when an incom-
ing call is accepted. It requires a visual control.

Decision zone In this zone, we can accept or end a 
phone call. For accepting a phone call, it is necessary to 
touch the zone and keep pushing down, while the finger is 
sliding from left to right, make a move of touch and push 
down and slide the finger either right, left or up. To end a 
phone call, a touch to this area is necessary.

For a TUI, the natural way to interact with Importance 
Zones is by touching consecutively these zones in an order 
following a specific sequence. Whenever an interaction 
by a touch is perceived by the system, the system reacts 
executing an action as long as the interaction is occurred 
within the importance zone.

For a GBUI, the interaction is made in a different way 
because there is no contact with the device. The system 
requires a mechanism to recognize and identify the gesture 
that user is making. In this study, we selected a gesture-
based user interface based on the contraction and exten-
sion of the forearm muscles by the analysis of the EMG 
signals captured by sEMG electrodes of an armband. The 
interaction is perceived whenever the system is able to 
identify a specific gesture from a gesture catalog stored 
by the system. Once an interaction is determined from the 
identification of a gesture, the system reacts executing an 
action.

Fig. 1   Importance Zones on a Android smartphone
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4.3 � Definition of the interaction test

The interaction test has been defined on several sequences 
over Importance Zones identified in Fig. 2. We defined Inter-
action Point to any instant of time on which the system per-
ceives an interaction. In a TUI, the interaction point takes 
place when a user touches an Importance Zone. In contrast, 
an interaction point in GBUI takes place when the system 
detects the making of a hand gesture.

The interaction test is composed of three stages. Each 
stage comprises a sequence of interaction points that must 
be accomplished following an order. The satisfaction of each 
interaction point is a goal to be achieved. The goals can be 
represented by nodes, graphically. Then, touch-goals and 
gesture-goals are the two kinds of goals that the user must 
satisfy with respect to each UI.

Figure 2 shows an example of the correlation between 
goals and Importance Zones which contains the goals with 
respect to the TUI. Thus, we have: (a) Stage 1, in which all 
goals are fulfilled (brown continuous line); (b) Stage 2, in 
which 1, 2, 3 and 7 goals are achieved (green dashed line); 
and (c) Stage 3, in which a subset of 4, 5, 6 and 7 goals are 
achieved (blue dotted line).

4.4 � Definition of evaluation parameters

The parameters to be evaluated in the interaction test are the 
interface difficulty index and the accuracy of the interaction. 
The interface difficulty index is only applicable to the TUI, 
while the accuracy of the interaction is applicable to both 
interfaces.

Index of difficulty. Taking into account that it is necessary 
to execute fast and precise movements which have their limi-
tations on the user’s ability to execute them, we followed the 
Law of Fitts to optimize the design space [14]. According 

to the Law of Fitts, the Index of Difficulty (ID) for a motor 
task [42] is expressed as a relationship between twice the 
amplitude or distance A and the width W of the ultimate 
goal as quickly and accurately as possible (accurate, for the 
moment, implies a small but consistent error rate), in terms 
of base-two logarithm. The ID is expressed as follows:

Because A and W are both measures of distance, the ratio 
within the logarithm is without units [42]. Equation (1) eval-
uates ID by attempting to reach the necessary steps to make 
a call, at any position, from each of the importance zones 
described in Sect. 4.

Accuracy of the interaction. To measure the accuracy 
(ACC), we used the definition proposed in previous works 
[54] that expresses the ACC as a relationship between the 
successes (positive) divided for all made attempts (positive 
more negative) to reach a goal. This relationship is described 
in Eq. (2).

5 � Software applications for testing

Two applications were designed to execute the interaction 
tests, one for each type of interface (TUI and GBUI). Both 
applications were developed for Android devices. In each 
of them, the user follows a sequence of interaction points 
to achieve a goal, in our case related to the management of 
callings.

Applications for TUI. The touch is a user-defined gesture 
for touch-based interaction which requires a direct contact of 
the finger with the touch-surface (touch screen). The interac-
tion points are activated whenever a touch is made within a 
specific Importance Zone, as shown in Fig. 3.

Furthermore, the distribution of the Importance Zones 
is essential to achieve an optimal performance of the inter-
actions between the user and the mobile device. For the 
design of the interaction test, Google’s recommendations for 
graphic interface design on mobile devices were taken into 
consideration. The separation and size of icons (11.5 mm) 
tried to fit the study carried out by Jin et al. [28] who verified 
that larger sizes do not produce a significant loss of reaction 
time (RT) of the user and therefore do not affect their perfor-
mance on TUIs. Each touch-goal is numbered and can have 
two states: active or inactive. In the active state, the goal is 
visible and is waiting to register an action. When the status 
is inactive, the goal is hidden and no action can be registered 

(1)ID = log2

(

2A

W

)

(2)ACC =
Positive

Positive + Negative

Fig. 2   Sequences of interaction points defined over Importance 
Zones on TUI
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on it. Figure 3 also shows the distribution of nodes through 
the screen in the interaction tests.

Applications for GBUI. In this case, the user can make 
gestures without contacting any surface of the smartphone, 
whenever the gesture was previously stored in a gesture 
catalog. The identification of the gesture is the significant 
element which activates an interaction point in the mobile 
device. It is achieved in our case by a recognition process 
from the EMG signals collected by the sensors of the mobile 
device. For this reason, every gesture has associated an 
interaction point (and consequently a gesture-goal) with the 
corresponding action when the goal is accomplished. The 
predefined gestures in this study are described in Table 2.

Unlike TUI, the gesture-goals can take place at any time 
whenever a valid gesture is identified; no important zones 
should be determined before activating the interaction 
points. However, the system must control that interaction 

points occur following a specific sequence to be considered 
valid as in TUI, as shown in Fig. 4.

To facilitate the tracking of the gesture-goals sequence 
in GBUI, the gestural control tree (GCT) was implemented 
[54]. GCT arranges the identification of gestures in separate 
levels in order to know what the next valid gesture is from 
the previous valid gesture within the sequence. That is, when 
a gesture is recognized in a specific level, the system can 
only identify a gesture of the next level. In this way, the ges-
ture cannot take place at the same time because GCT levels 
impose restrictions in the sequence. The GCT used for the 
GBUI interaction test is shown in Fig. 4.

6 � Testing TUI versus GBUI

6.1 � Experimental protocol

Twenty-five volunteers participated in the experiments to 
compare the TUI interaction with the GBUI interaction, 
using everything designed in Sects. 4 and 5. All volunteers 
had experience in computer science and strong knowledge 
in the handling of mobile devices. The ages ranged from 20 
to 50 years (Mean = 33.44, SD = 8.7) (six females and 19 
males). All were owners of a smartphone and had experience 
with “hands-free” utilities.

The positions used in this study were normal and special. 
In the normal position, the user was standing with both feet 
resting on the floor. In the special position, the volunteer was 
lying on a fully reclined sofa, keeping his/her head without 
any support (pillow), with a direct view of the screen of the 
smartphone at the level of his/her eyes.

A total of five trials per participant were performed for 
each position (normal and special). Each trial had a duration 
of 10 s controlled by software. During this time, the user was 
executing the interaction test and the system was registering 
every attempt made by the user. An attempt is considered 
valid when a valid interaction point is accomplished within 
a sequence; in all other cases, it is annotated as invalid.

To calculate the ID and the ACC in TUI, all the touch 
sequences defined (Fig. 5) have been used. For the calcula-
tion of ACC in GBUI, the successes (also called within-goal 

Fig. 3   Distribution of touch-goals (icons) for the TUI interaction test

Table 2   Gestures used in the gestural interface

Gesture Name Description

 

Open hand All fingers extended out of the palm

 

Palm-inwards Fingers together except the thumb. 
A slight turn to the left, keeping 
your wrist firm

 

Palm-out Fingers together except the thumb. 
A slight turn to the right, keeping 
your wrist firm

 

Close hand All fingers collected in the palm

Fig. 4   Sequence of gesture-goals for each stage in GBUI interaction 
test
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or positives) and errors (also called without-goal or nega-
tives) were considered.

6.2 � Testing TUI

In this experiment, the users executed the interaction test 
using the software application implemented for TUI. The use 
of the hands during the trials was the following: A hand was 
used to hold the mobile device and the other hand (dominant 
hand or hand of gesture) to perform the touch. It was not 
allowed to change of hands once the trial was started.

The trial started when the user touched goal 1 of the 
first stage and then continued to touch the next goals of the 
sequence, as shown in Fig. 5. The sequences of the interac-
tion test are described below:

•	 Stage 1: The volunteer touched goals 1 to 7 in the 
sequence indicated by their order numbers (all goals were 
touched);

•	 Stage 2: The volunteer performed the touch on the goals 
according to the following sequence: 1 to 7, 2 to 7 and 
3 to 7. Goals 4, 5 and 6 were not touched because there 
was hidden in this stage;

•	 Stage 3: The volunteer touched the goals in this sequence: 
4 to 7, 5 to 7 and 6 to 7. In this stage, the goals 1, 2 and 3 
are not touched because there were hidden at this stage.

To obtain the data required for the calculation of the ACC, 
the following procedure was carried out. If the touch was 
made in accordance with the expected sequence, the num-
bers of positive attempts were increased (+1). Otherwise, 
the negative attempts were increased. It was not allowed to 
go to the next stage, if all the touches of the previous stage 
had not been completed. In each trial, the account of positive 
and negative attempts was reset. The totals attempts, posi-
tive and negative, were stored in a database file for further 
processing and analysis.

6.3 � Testing GBUI

In this experiment, the software application implementing 
the GBUI was used. Unlike the previous case, the user did 
not touch the smartphone during the trials. The goals were 
gesture-goals, that is to say, the volunteer had to execute the 
indicated gesture in the sequence established in each stage. 
To identify the gestures, we used the armband MYO,1 which 
is described in Fig. 6. MYO is a wearable device which 
measures the EMG signals and sends the raw data through 
Bluetooth to a fully computing device (computer or smart-
phone) for processing the data in order to recognize the 
gesture.

MYO incorporates a total of eight electrodes of sEMG 
type. The sEMG electrodes have three contact zones with 
the skin, whose characteristics minimize the presence of 
induced noise, and their configuration on parallel bars, 
which surround the forearm, ensures consistency of the 
measurements [54]. No gel is required for its use. Further 
details can be found on the Web site of the manufacturer.2 
The IMU (accelerometer, gyroscope and magnetometer) was 
not used in the trials.

MYO was placed on the right or left forearm depending 
on whether the user was right or left handed. He/she was not 
allowed to change the armband from one arm to the other. 
The default calibration was maintained and the technique 
applied by [54] was used to avoid loss of calibration in each 
user.

The sequences were performed using the GCT (Fig. 7), 
which decomposes the sequences in seventh or fourth lev-
els. The sequences performed by the volunteers were the 
following:

•	 Stage 1: The volunteer performs the start gesture (ges-
ture-goal 1), then executes the option gestures from 2 to 

Fig. 5   Stages of the TUI interaction test (obtained from the interac-
tion test of Sect. 4.3

Fig. 6   Armband MYO components

1  MYO is a trademark of Thalmic Labs Inc.
2  (https://www.thalmic.com/)

https://www.thalmic.com/
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6 and finishes with the action gesture (gesture-goal 7). 
All gesture-goals are executed;

•	 Stage 2: The gesture-goals 1, 2, 3 and 7 are executed;
•	 Stage 3: The gesture-goals 4, 5, 6  and 7 are executed.

The volunteer also receives notifications through audio 
messages for each gesture-goal. If the gesture was accepted, 
the “coin” sound was emitted. Otherwise, the “plop” sound 
was heard. In case of success (goal reached in the expected 
order), the smartphone emits an audio message in order to 
expect the next gesture-goal. This avoided the visual super-
vision of the mobile device, advancing in the sequence 
quickly and effectively. A maximum wait time of 10 s was 
set. If no gesture was detected in that period of time, and did 
not reach the last gesture-goal 7, the reading was canceled 
and a new sequence was started next. The calculation of 
ACC was similar to the TUI.

6.4 � Results and discussion

Applying the experimental protocol described in the previ-
ous section, the relevant tests were carried out, in which 
participated each one of the volunteers. Subsequently, the 
comparative analysis of the two types of interface was per-
formed using each anatomical positions provided in this 
investigation. The results are presented next.

6.4.1 � TUI

Proceeding according to Eq. (1), we have been able to deter-
mine the ID for the TUI (see Table 3, where the values used 
for A and W are also included). As it is observed, the ID has 
a greater variation in stage 2 (Fig. 5), because the distance 
between each two goals demands more movement (e.g., 
the movement from goal 1 to goal 7 in stage 2 reached an 

ID = 3.94). The difficulty to reach a goal can increase when 
the smartphone has a larger screen size. Then, the larger 
separation of goals should be avoided in order to reduce 
the ID. On the other hand, we may have problems when the 
smartphone has a high resolution with a small screen size. 
In this case, the interaction points are too small to apply 
touch. Some solutions have been provided adopting imple-
mentations based on offscreen areas that can be visualized 
by the zoom utility [9, 63]. This also can indicate that trian-
gular designs with vertexes at the top or bottom of the touch 
screen area should be avoided.

In Fig. 8, we can see the average of attempts made by 
each volunteer: the positives or success (+) at the time of 
placing the goal and the negatives or errors (−) committed in 
each trial. The successes give a clear idea about of precision 
of the volunteers in normal (+) and special (+) position. For 
example, volunteer 5 had problems locating the goal in nor-
mal position. However, in special position achieved similar 
levels to other volunteers. In the case of the voluntary 15, it 
was observed that the opposite occured.

A slight decrease in the average number of attempts in the 
special (+) position relative to the normal (+) position may 

Fig. 7   Stages and levels of the GBUI interaction test (obtained of 
interaction test of Sect. 4.3)

Table 3   ID reached by TUI

Goals A (mm) W (mm) ID

1–2, 2–3, 4–5, 5–6 20 11.5 1.80
5–7 45 11.5 2.97
6–7, 4–7 50 11.5 3.12
3–4 55 11.5 3.12
2–7 85 11.5 3.89
1–7, 3–7 88 11.5 3.94

Fig. 8   Positive versus negative attempts using TUI
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also be noted. This means that most users slow down the 
touch in special position. However, in the case of volunteers 
3 and 6 quite the opposite occured, achieving a high degree 
of success in special position. Some volunteers reported 
experiencing fatigue in the hand that held the mobile device, 
and consequently discomfort to try of touch on the device 
in special position.

The average of positive attempts in the normal posi-
tion reached 17.616 (SD = 2.131) in contrast to the average 
of the attempts in the special position that reached 17.48 
(SD = 1.936). Thus, despite the fact that the volunteer in 
some cases was shown some instructions to improve the 
comfort of the interaction (taking the smartphone with one 
hand), the results did not improve. The average of negative 
attempts (−) reached 0.464 (SD = 0.377) in normal position 
and 0.632 (SD = 0.522) in special position. In this sense, 
some volunteers (2, 6 and 17) highlight in normal position 
and others (10, 11 and 13) in special position.

Regarding the ACC in the TUI in the studied positions, 
Fig. 9 shows a loss, although minimum, of ACC in the spe-
cial position which reached 0.965 (SD = 0.029) compared 
to the normal position that reached 0.974 (SD = 0.021). 
Exceptionally, some volunteers reached an accuracy simi-
larly high in the two positions. Some volunteers achieved 
absolute accuracy (i.e., volunteers 1, 4, 7 and 9), in both 
positions with this type of interface (see Figure 9).

6.4.2 � GBUI

Figure 10 shows the average number of attempts made by 
each voluntary when trying to reach the gesture-goal in the 
gestural interface, for each one of the positions studied. As 
in the previous case, the successes (+) at the time of plac-
ing the gesture-goal and the errors (−) committed in each 

test are shown. It can be seen that, in this type of interface, 
the volunteer achieved a greater number of successes at the 
special position, compared to the normal position.

An average of 7.416 (SD = 1.696) was reached in the nor-
mal position, in contrast to an average of 7.8 (SD = 1.664) 
in the special position. In addition, we can argue that 60% 
of the volunteers improve the successes in special position, 
which is remarkable for the GBUI. As can be seen, the vari-
ation is minimum between one position and another. Perhaps 
the strongest advantage of this type of interface is that it does 
not depend on the distance or size of the importance zone 
(goal), and being independent of contact, we can assume 
that it adjusts their behavior to each user. This further indi-
cates that the gesture fits much better to the needs of user 
interaction without causing excessive fatigue. The average 
of negative attempts (−) reached 0.84 (SD = 0.775) in nor-
mal position and 1.008 (SD = 1.038) in special position and 
remained low except for volunteers 7, 8, 14 and 16 in special 
position.

ACC levels of the GBUI are shown in Fig. 11. The ACC 
were very similar both in the normal position (ACC = 0.898,  
SD = 0.095) and in special position (ACC = 0.885, 
SD = 0.112). This indicates that GBUI is in some degree 
independent of the position (normal or special) taken by the 
volunteer to perform the gesture.

For several volunteers (i.e., 4, 5 and 12), the improve-
ment in accuracy, in special position, was very evident. In 
other cases, the accuracy remained very similar, perhaps 
independent of the anatomical position of the volunteer. 
The majority of volunteers had no major problems with this 
type of interface and they adapted straightforward to the 
use of gestures. Only volunteer 9 was able to reach absolute 
levels of accuracy in both positions, while in contrast, only 

Fig. 9   ACC levels using TUI
Fig. 10   Positive versus negative attempts using GBUI
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volunteer 14 presented a significant loss of accuracy in spe-
cial position.

6.4.3 � Comparing TUI versus GBUI

We try to give a general picture of the behavior of the ana-
lyzed interfaces. Figure 12 allows to observe the accuracy 
behavior in both the TUI and the GBUI. Each interface is 
compared according to the anatomical positions analyzed 
in this paper, that is to say in normal position as in special 
position.

Figure 12a shows that the accuracy achieved by volun-
teers using the GBUI at the normal position is very similar in 
many cases and, in some cases (although a few), exceeds the 
accuracy achieved with the TUI, during the trials performed. 

A notable variation of accuracy (below 0.9) could also be 
observed in volunteers 4, 5, 6, 7, 8, 11, 12, 14 and 16 when 
using the GBUI, because for them the TUI was more precise. 
The other volunteers seem to be appropriately adapted to the 
use of the GBUI in the normal position while always main-
taining a relative similarity. The TUI reached an average 
accuracy of 0.974 (SD = 0.021), while the GBUI reached 
an average accuracy of 0.898 (SD = 0.095) in this position.

Figure 12b shows how the GBUI outperforms or matches 
the TUI in special position (volunteers 9, 10, 13, 17, 18, 19, 
22 and 24). There are exceptions (below 0.9) such as the 
volunteers 3, 5, 6, 7, 8, 11, 14, 15 and 16, in which the GBUI 
shows a decrease of accuracy. However, the other volunteers 
show a better coupling with the gestural interface and even 
improve their accuracy in the special position (volunteers 
10, 13, 17, 18, 19, 22 and 24). The TUI reached an average 
accuracy of 0.964 (SD = 0.029) while the GBUI reached 
an average accuracy of 0.885 (SD = 0.112) in this position.

7 � SICLLE: emergency call control interactive 
system

The analysis carried out has led to the conclusion that the 
GBUI is similar to the TUI for the management of phone 
calls. Thus, an application with a GBUI may be very suit-
able. With this aim, an application for mobile devices 
named SICLLE (emergency call control interactive sys-
tem) has been implemented using the GBUI described 
in Sect. 5. This application can be particularly useful for 
people who require gestural interaction for convenience 
or for any special needs (e.g., illness, physical limitation, 
visual problems).

Fig. 11   ACC levels using GBUI

Fig. 12   Comparison of ACC levels using TUI versus GBUI
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7.1 � GBUI architecture

Figure  13 shows the architecture used to implement 
SICLLE. This architecture can be applied to develop any 
mobile application for phone calls with GBUI and gesture 
recognition through EMG signals. Its design is based on 
layers and is described below:

•	 Data layer This layer is responsible for capturing the user 
gestures. In SICLLE, this layer is instantiated using an 
armband MYO. This gestural capture device captures the 
gesture through sEMG electrodes. This layer sends data 

to the upper layer using the Bluetooth protocol with low 
power (BLE) and faster information exchange;

•	 Application layer This layer is in charge of the interpreta-
tion of gestures and processing of commands. This layer 
comprises the smartphone or mobile device (MD) which 
receives the data sent by the under layer. In SICLLE, a 
midrange smartphone with Qualcomm quad-core proces-
sor MSM8926 of 1.2 MHz, with 1 Gb RAM, 8Gb flash 
memory, compatible with Bluetooth 4.0, OS Android 5.1 
was chosen. This device conforms to the requirements 
of size, weight and resolution set in Sect. 4. The MD 
receives data sent by data layer. Then, the data are pro-
cessed through several stages. After applying a gesture 

Fig. 13   System architecture of SICLLE
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recognition process, the MD identifies a valid gesture 
comparing it with all the gesture patterns stored in a 
Gestural Dictionary (GD). Once the gesture is identi-
fied, a command will be associated from the Command 
Dictionary (CD) in order to be executed in the MD dur-
ing the call. In addition, a voice message library (VL) 
has been implemented. Its main objective is to store the 
audio messages to notify the users of the selected action 
(option). Several voice messages inform the user of the 
chosen action as well as any other in progress.

•	 SP layer It consists of the service provider (SP) of mobile 
telephone. The SP is the one responsible for establishing 
the call using the phone network, either fixed or mobile, 
and takes into account additional variables, such as bal-
ance, cost and protocol,, to provide the required service.

7.2 � Commands and gesture library

The commands implemented in SICLLE through ges-
tures are described in Table 4 (similar gestures have been 
used in [47, 54, 56, 65, 68]). Consequently, every gesture 
is a command which is associated with a specific action. 
These actions allow the management of phone calls in a 
smartphone.

SICLLE, once executed, acts as a conventional terminate-
and-stay-resident program (TSR) in device memory waiting 
for the opening gesture. As soon as the interaction is initi-
ated the software is awaiting for a gestural command for call 
management or phone book (SICLLE has its proper phone 
book).

7.3 � SICLLE design

The design of an application based on GBUI requires to 
resolve two issues: (a) to set the gesture control in order to 
specify how the recognized gestures are managed and (b) to 
design the views using traditional TUI that are executed in 
smartphone in order to configure the application.

The user interaction with gestures must be performed 
according to the gestural control tree (GCT) shown in 
Fig. 14. GCT indicates the valid sequences of the gestures 
that are allowed by the GBUI of SICLLE.

SICLLE includes also some views using traditional TUI 
to facilitate its configuration. Figure 15 shows some screens 
used to modify the configuration of the system, as described 
in the following.

Table 4   Gestural commands used in SICLLE

Command Action and description

Open Hand It allows the user to initiate the interaction, or request 
an urgent call to a preset contact

Palm-inwards It cancels the call request, or in calendar mode, allows 
the user to move a contact to the left

Palm-out It accepts the call request, or in calendar mode, allows 
the user to move a contact to the right

Close Hand It closes the current call, or in calendar mode, assigns 
a contact for preset urgent call

Fig. 14   The gesture control tree (GCT) defined for the SICLLE sys-
tem

Fig. 15   SICLLE screenshots
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Find device This option allows the user to link the GCD 
device with the MD. If there are several gesture capture 
devices, only one will be associated at a time. The appli-
cation enables Bluetooth communication with the mobile 
device if required.

Setup It allows the assignment of a gesture to an action or 
command, taking into account those gestures implemented 
and included in the gestural dictionary. The user can person-
alize his/her gestural interaction.

Management This option allows access to the phone book 
of the smartphone, which is shared with the phone book 
of SICLLE. The user can add, modify and delete contacts 
in both phone books. The appropriate configuration allows 
the assignment of a contact number as preset for a call. The 
photo of the contact is displayed, if available.

Help It shows the set of gestural commands (gestures) 
available in the application for the users into the screen of 
the smartphone. A brief description of the assigned action 
to each command is also given. Voice messages are related 
to each action.

7.4 � Validating SICLLE

With the aim of validating SICLLE, a new experiment was 
conducted. Thus, the user experience of the smartphone with 
the described GBUI was analyzed while the users utilized 
SICLLE to make phone calls. All the volunteers who par-
ticipated in the previous study participated in the validation 
as well (25 in total). With the aim to facilitate user learn-
ing, the gestures used were the same as those utilized in the 
interaction test for GBUI (Sect. 4). The GCT implemented 
in SICLLE (Fig. 14) also shows the command associated 
with each gesture.

7.4.1 � Experimental protocol

During testing, SICLLE worked adequately, allowing users 
to manage phone calls through a gesture-based interface 
without any physical contact. Two types of phone calls (the 
two cases described in Fig. 14) were considered: (a) calls to 
a preset contact and (b) calls using the phone book. In the 

case of (b), four contacts were added to the phone book of 
each participant and the participant was unable to see them 
until the search was required. Moreover, users were free to 
place and move as they wished. Ten trials were performed 
by each user, five of type (a) and five of type (b). For both 
tests, the GCT shown in Fig. 14 was used.

To call a preset contact (a), the time limit was 20 s. 
No error was made in this type of calls. The average time 
to complete this task was 10.9 s. (SD = 1.05). In certain 
cases, the telephone service provider was responsible of 
time delays. The time was measured until the phone tone 
sounded, because in this moment, the user finished the call 
with the corresponding gesture (goal 3).

To call a contact in the phone book (b), the name of 
the contact was given. Then, the user had to find the con-
tact in the phone book and call him/her. The navigation in 
the phone book was performed using the GCT shown in 
Fig. 14. The average time to complete this task was 14.46 s 
(SD = 0.66).

It should be noted that some volunteers experienced prob-
lems of gesture recognition at the beginning of the interac-
tion. This was due to the physical and anatomical conditions 
of their body, especially of the muscular development of the 
forearm of each person. This caused loss of calibration of 
the GCD device. To solve the problem, the recommendation 
given by [54] was used. All trials started when the correct 
response of the GCD device was confirmed.

7.4.2 � Results and discussion

After using the software, the users were interviewed about 
their experience with the use of SICLLE. All of them 
(100%) expressed greater level of comfort in not having 
to hold the mobile device, particulary in special posi-
tions (for instance, in a lying position). In addition, 19 
participants (76%) emphasized the difficulty of using the 
smartphone in a lying position. All users (100%) agreed 
that SICLLE can be very useful in case of problems of 
mobility or vision.

Additionally, several questions on the facility of learn-
ing (questions 1–3) and subjective satisfaction (questions 
4–6) on SICLLE were made. These questions are shown 

Table 5   Questionnaire use of 
SICLLE

No. Question

Q1 Was it easy to learn and use the call management in SICLLE?
Q2 Was it easy to learn and use the interaction levels in SICLLE?
Q3 Was it easy to use the same gesture in different options of the SICLLE interface?
Q4 Do you consider the interaction in SICLLE more pleasant than the traditional 

one to make phone calls?
Q5 Has the voice aid been appropriate?
Q6 Would you be willing to install the application on your smartphone?
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in Table 5, and the users responses are summarized in 
Fig. 16.

According to the answers of the users, it is possible to 
argue that: (Q1) 56% of users consider that SICLLE is 
easy to learn and use to manage telephone calls; (Q2) 80% 
found that it was easy to interact using levels in SICLLE; 
(Q3) 76% manifest that it was easy to use the same ges-
ture in different SICLLE options; (Q4) 64% consider that 
the use of SICLLE has been more agreeable in contrast 
to the traditionally app; (Q5) 92% consider the aid by 
voice appropriate in SICLLE; (Q6) 100% state that they 
would agree to install SICLLE on their smartphone (for 
occasional and emergency use, especially).

These results seem to indicate the viability of SICLLE 
and hence also support the gestural interaction character-
istics implemented in the proposed GBUI. This form of 
natural interaction could be incorporated as a multimodal 
alternative to make phone calls in smartphones, which 
will benefit users with some restrictions or disabilities 
(Parkinson’s disease, paralysis, problems in motor skills, 
visual difficulties, convalescence, etc.) but also to any 
user in certain situations (emergency, screen break, a spe-
cial anatomical position, etc.).

8 � Conclusions and future works

Human–computer interaction is transformed as well as 
the technology used to achieve it. Thus, the technologi-
cal advances in natural interaction are enriching the user 

experience in very diverse applications. The gesture as a 
natural user interface has proved its competence in different 
contexts to control and manage devices. The present paper 
has shown the ease of use of a classic TUI in contrast to a 
new proposal of GBUI in smartphones. With this aim, two 
main contributions are made: the comparative analysis of 
both interfaces and an application for management of phone 
calls in smartphones using GBUI.

The analysis of the interfaces has been performed in 
two basic positions, very common among users of smart-
phones, which are “normal” when the individual is standing 
and “special” when the individual is lying down. The first 
position represents a common position for healthy individu-
als, while the second is used to represent sick, disabled or 
comfortable individuals. This analysis evidences the high 
accuracy which the natural user interfaces can have based 
on gestures compared to touch screen user interfaces. To 
achieve a valid estimation, a test was performed with 25 
participants who performed an interaction test structured in 
three stages using two software applications: the first, based 
on TUI interaction, and the second substantiated on GBUI 
interaction. 

The results obtained indicate that the GBUI achieves 
an average ACC of 89.8%, in contrast to the higher aver-
age accuracy achieved by the TUI, which reached 97.4% in 
the standing position. Conversely, in the lying down posi-
tion, GBUI achieved an average ACC of 88.5%, while TUI 
reached an average ACC of 96.5%. The GBUI average ACC 
percentages, although not comparable with the high accu-
racy rate achieved by the TUI, are very reasonable giving a 
good response, independently of the anatomical position of 
the user (only 1.3% difference between the two positions). 
On the other hand, GBUI has additional properties to TUI, 
which can be more convenient in specific contexts. GBUI, 
by definition, is independent of the touch (goal) area and 
does not require any contact during the interaction, which 
suggests that users with visual impairments could gain many 
benefits by using it in a mobile application. In addition, 
the GBUI based on the proposed architecture has unique 
advantages that only contactless interaction (using sEMG 
and Bluetooth communication) and free hand gestures can 
offer. Accordingly, in GBUI there is no occlusion, it is inde-
pendent of the luminosity, it releases the user from visual 
tracking and offers great possibilities of accessibility. 

During the study, it was also determined that the ID of a 
mobile device, keeping constant the size of the touch area 
(goal) varies in direct relation with the required touch dis-
tance. The ID found with A = 20 mm and W = 11.5 mm, 
reached 1.80. However, at longer distances (between 50 and 
55 mm) the ID increases to 3.12, and when the distance is 
increased to 88 mm, the ID reaches a value of 3.94. This 
also suggests that, at a greater distance, the ID increases, 
even though the size W of the goal is kept constant. This 

Fig. 16   User responses to the questionnaire
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shows that the index of difficulty to reach a goal can increase 
according to a larger screen size, as, for example, may 
occur in tablets. In our specific case, using a smartphone 
of medium range (height = 139.9 mm × width = 71.1 mm),  
the ID is in the order of magnitude of between 1.80 and 
3.94. In this sense, a significant advantage of the GBUI is 
its independence of the distance.

SICLLE, an emergency call control interactive system, 
has been developed using a layered architecture specific 
for GBUI in mobile devices proposed in the present paper. 
SICLLE is a simple application to manage calls and phone 
book in compatible Android smartphones. SICLLE imple-
ments the concept of gesture control tree to achieve an effec-
tive gesture-based interaction through gesture-goal (gesture 
associated with interaction point). The GCT implemented in 
SICLLE allows to reuse the same gesture at different levels 
of the GCT and facilitates the tracking of the sequence of 
gesture-goals in GBUI. In addition, it enriches the alterna-
tives of use of the gestural library implemented in the mobile 
device. To measure their degree of satisfaction and use, a 
validation test was performed. Twenty-five users participated 
in the trials using SICLLE to make direct calls (preset calls) 
and calls using the phone book. The obtained results show 
that the users expressed greater level of comfort (64%) in not 
having to hold the mobile device with one hand to interact 
with it, particularly in special positions (for instance, in a 
lying position). In fact, 19 participants (76%) emphasized 
the difficulty involved in using the smartphone with tradi-
tional TUI in lying position. According to the answers about 
SICLLE, 56% of users consider it was easy to learn and use 
to manage telephone calls, while 80% found that the interac-
tion by levels was easy to learn; for 76% it was easy to use 
the same gesture in different options; 64% argued that the 
use of SICLLE was more agreeable in contrast to the TUI 
interaction; 92% consider the aid by voice appropriate and 
timely; finally, 100% would consent to installing SICLLE on 
their smartphone. This suggests that SICLLE can provide to 
users an alternative for managing their phone calls. In that 
sense, all users (100%) agreed that SICLLE can be very use-
ful in case of problems of mobility or vision.

Note that the GBUI architecture presented in this paper 
can be extensible to other kinds of mobile applications, as 
well as the results of the comparison between GBUI and TUI 
can be used as a reference in other contexts, even for people 
with special needs. Thus, all these facts seem to indicate 
that technology advances in gestural interaction at a steady 
pace and multimodal interaction opens new expectations. 
This allows us to imagine a great variety of interaction pos-
sibilities by means of gesture, using wearable devices that 
incorporate computing capacity, mobility and multiple com-
munication protocols (among others).

As future work, we intend to expand the gestural library, 
using techniques of machine learning, which could be 

adopted as a standard control gestural language. An addi-
tional objective is to apply innovative concepts such as the 
CGT to other types of gesture (body, facial, etc.) to explore 
the full potential of the GBUI interaction. In addition, new 
sensors could be incorporated in combination with sEMG 
(e.g., iR) to enhance the user interaction. In parallel, we 
intent to propose other measures (complementary to ID and 
accuracy) to evaluate the effectiveness and precision of the 
gestural recognition in GBUI. Finally, it is also a challenge 
to develop other architectures that allow multi-protocol com-
munication, as well as, to implement real-time control ges-
tural interfaces for home (e.g., multimodal games) and for 
industry (e.g., robotic control).

Acknowledgements  This work was supported by the Secretariat of 
Higher Education, Science, Technology and Innovation SENESCYT of 
Ecuador, and the Spanish Ministry of Science and Innovation, as part of 
the DISPERSA Project (TIN2015-67149-C3-3-R), and by the Andalu-
sia Research Program under the project P11-TIC-7486 co-financed by 
FEDER (European Regional Development Fund ERDF).

References

	 1.	 Abid, M.R., Shi, F., Petriu, E.M.: Dynamic hand gesture recogni-
tion from bag-of-features and local part model. In: Proceedings 
of 2012 IEEE International Workshop on Haptic Audio Visual 
Environments and Games (HAVE 2012), IEEE, pp. 78–82 (2012). 
doi:10.1109/HAVE.2012.6374443

	 2.	 AdnanIbraheem, N., Zaman Khan, R.: Survey on various gesture 
recognition technologies and techniques. Int. J. Comput. Appl. 
50(7), 38–44 (2012). doi:10.5120/7786-0883, http://research.
ijcaonline.org/volume50/number7/pxc3880883.pdf

	 3.	 Al-Timemy, A.H., Bugmann, G., Escudero, J., Outram, N.: Clas-
sification of finger movements for the dexterous hand prosthesis 
control with surface electromyography. IEEE J. Biomed. Health 
Inform. 17(3), 608–618 (2013). doi:10.1109/JBHI.2013.2249590

	 4.	 Blazquez Cano, M., Perry, P., Ashman, R., Waite, K.: The 
influence of image interactivity upon user engagement when 
using mobile touch screens. Comput. Hum. Behav. 1–7 (2017). 
doi:10.1016/j.chb.2017.03.042, http://linkinghub.elsevier.com/
retrieve/pii/S0747563217301991

	 5.	 Buchner, H., Petersen, E., Eger, M., Rostalski, P.: Convolutive 
blind source separation on surface EMG signals for respiratory 
diagnostics and medical ventilation control. In: 2016 38th Annual 
International Conference of the IEEE Engineering in Medicine 
and Biology Society (EMBC), IEEE, pp. 3626–3629 (2016). 
doi:10.1109/EMBC.2016.7591513, http://ieeexplore.ieee.org/
document/7591513/

	 6.	 Card, S.K., Newell, A., Moran, T.P.: The Psychology of Human–
Computer Interaction. Lawrence Erlbaum Associates Inc., Hills-
dale, NJ (1983)

	 7.	 Chen, C., Jafari, R., Kehtarnavaz, N.: Improving human 
action recognition using fusion of depth camera and inertial 
sensors. IEEE Trans. Hum. Mach. Syst. 45(1), 51–61 (2015). 
doi:10.1109/THMS.2014.2362520, http://ieeexplore.ieee.org/
document/6934998/

	 8.	 Chen, X., Wang, Z.J.: Pattern recognition of number ges-
tures based on a wireless surface EMG system. Biomed. 

https://doi.org/10.1109/HAVE.2012.6374443
https://doi.org/10.5120/7786-0883
http://research.ijcaonline.org/volume50/number7/pxc3880883.pdf
http://research.ijcaonline.org/volume50/number7/pxc3880883.pdf
https://doi.org/10.1109/JBHI.2013.2249590
https://doi.org/10.1016/j.chb.2017.03.042
http://linkinghub.elsevier.com/retrieve/pii/S0747563217301991
http://linkinghub.elsevier.com/retrieve/pii/S0747563217301991
https://doi.org/10.1109/EMBC.2016.7591513
http://ieeexplore.ieee.org/document/7591513/
http://ieeexplore.ieee.org/document/7591513/
https://doi.org/10.1109/THMS.2014.2362520
http://ieeexplore.ieee.org/document/6934998/
http://ieeexplore.ieee.org/document/6934998/


124	 Univ Access Inf Soc (2019) 18:107–126

1 3

Signal Process. Control 8(2), 184–192 (2013). doi:10.1016/j.
bspc.2012.08.005

	 9.	 Chittaro, L.: Visualizing information on mobile devices. Com-
puter 39(3), 40–45 (2006). doi:10.1109/MC.2006.109, http://
ieeexplore.ieee.org/document/1607948/

	10.	 de Waard, D., Westerhuis, F., Joling, D., Weiland, S., Stadtbäu-
mer, R., Kaltofen, L.: Visual map and instruction-based bicycle 
navigation: a comparison of effects on behaviour. Ergonomics 
0139(April), 1–14 (2017). doi:10.1080/00140139.2017.12826
28

	11.	 Dinh, D.L., Kim, J.T., Kim, T.S.: Hand gesture recognition 
and interface via a depth imaging sensor for smart home appli-
ances. Energy Procedia 62(62), 576–582 (2014). doi:10.1016/j.
egypro.2014.12.419

	12.	 Erden, F., Çetin, A.E.: Hand gesture based remote control system 
using infrared sensors and a camera. IEEE Trans. Consum. Elec-
tron. 60(4), 675–680 (2014). doi:10.1109/TCE.2014.7027342

	13.	 Fernandez, R.A.S., Sanchez-Lopez, J.L., Sampedro, C., Bavle, 
H., Molina, M., Campoy, P.: Natural user interfaces for human-
drone multi-modal interaction. In: 2016 International Conference 
on Unmanned Aircraft Systems (ICUAS), IEEE, pp. 1013–1022 
(2016). doi:10.1109/ICUAS.2016.7502665

	14.	 Fitts, P.M.: The amplitude of movement. J. Exp. Psychol. 47, 
381–391 (1954)

	15.	 Flores-Abad, A., Ma, O., Pham, K., Ulrich, S.: A review of space 
robotics technologies for on-orbit servicing. Prog. Aerosp. Sci. 
68, 1–26 (2014). doi:10.1016/j.paerosci.2014.03.002, http://link-
inghub.elsevier.com/retrieve/pii/S0376042114000347

	16.	 Flowers, K.A., Robertson, C.: The effect of Parkinson’s disease 
on the ability to maintain a mental set. J. Neurol. Neurosurg. Psy-
chiatry 48(6), 517–529 (1985). doi:10.1136/jnnp.48.6.517

	17.	 Francese, R., Passero, I., Tortora, G.: Wiimote and Kinect. In: Pro-
ceedings of the International Working Conference on Advanced 
Visual Interfaces—AVI ’12, ACM Press, New York, New York, 
USA, pp 116–123 (2012). doi:10.1145/2254556.2254580

	18.	 Garawi, S., Istepanian, R., Abu-Rgheff, M.: 3G wireless com-
munications for mobile robotic tele-ultrasonography systems. 
IEEE Commun. Mag. 44(4), 91–96 (2006). doi:10.1109/
MCOM.2006.1632654

	19.	 Gokgoz, E., Subasi, A.: Effect of multiscale PCA de-noising 
on EMG signal classification for diagnosis of neuromuscu-
lar disorders. J. Med. Syst. 38(4), 31–38 (2014). doi:10.1007/
s10916-014-0031-3

	20.	 Guerrero, F.N., Spinelli, E.M., Haberman, M.A.: Analysis and 
simple circuit design of double differential EMG active elec-
trode. IEEE Trans. Biomed. Circuits Syst. 10(3), 787–795 (2016). 
doi:10.1109/TBCAS.2015.2492944

	21.	 Hargrove, L., Englehart, K., Hudgins, B.: A comparison 
of surface and intramuscular myoelectric signal classifica-
tion. IEEE Trans. Biomed. Eng. 54(5), 847–853 (2007). 
doi:10.1109/TBME.2006.889192, http://ieeexplore.ieee.org/
document/4154997/

	22.	 Hasan, H., Abdul-Kareem, S.: Static hand gesture recognition 
using neural networks. Artif. Intell. Rev. 41(2), 147–181 (2014). 
doi:10.1007/s10462-011-9303-1

	23.	 Heo, H., Lee, E.C., Park, K.R., Kim, C.J., Whang, M.: A realis-
tic game system using multi-modal user interfaces. IEEE Trans. 
Consum. Electron. 56(3), 1364–1372 (2010). doi:10.1109/
TCE.2010.5606271

	24.	 Hooper, C.J., Dix, A.: Web science and human–com-
puter interaction. Interactions 20(3), 52–57 (2013). 
doi:10.1145/2451856.2451868

	25.	 Hug, F.: Can muscle coordination be precisely studied by surface 
electromyography? J. Electromyogr. Kinesiol. 21(1), 1–12 (2011). 
doi:10.1016/j.jelekin.2010.08.009

	26.	 Ismirle, J., OBara, I., Swierenga, S.J., Jackson, J.E.: Touchscreen 
voting interface design for persons with disabilities: insights from 
usability evaluation of mobile voting prototype. In: Proceedings 
of the Human Factors and Ergonomics Society Annual Meeting, 
60(1), 780–784 (2016). doi:10.1177/1541931213601179

	27.	 Jaimes, A., Sebe, N.: Multimodal humancomputer interaction: a 
survey. Comput. Vis. Image Underst. 108(1–2), 116–134 (2007). 
doi:10.1016/j.cviu.2006.10.019

	28.	 Jin, Z.X, Plocher, T., Kiff, L.: Touch screen user interfaces for 
older adults: button size and spacing. In: Stephanidis, C. (ed.) Uni-
versal Access in Human Computer Interaction. Coping with Diver-
sity, Lecture Notes in Computer Science, vol. 4554, Springer, Ber-
lin, pp. 933–941, (2007). doi:10.1007/978-3-540-73279-2_104, 
http://www.springerlink.com/index/10.1007/978-3-540-73279-2, 
http://link.springer.com/10.1007/978-3-540-73279-2

	29.	 Jung, Y.: What a smartphone is to me: understanding user val-
ues in using smartphones. Inf. Syst. J. 24(4), 299–321 (2014). 
doi:10.1111/isj.12031

	30.	 Kane, S.K, Jayant, C., Wobbrock, J.O, Ladner, R.E.: Freedom 
to roam: a study of mobile device adoption and accessibility for 
people with visual and motor disabilities. In: Proceeding of the 
Eleventh International ACM SIGACCESS Conference on Com-
puters and Accessibility—ASSETS ’09, ACM Press, New York, 
NY, USA, pp. 115–122 (2009). doi:10.1145/1639642.1639663

	31.	 Kaushik, D.M., Jain, R.: Gesture based interaction NUI: an 
overview. Int. J. Eng. Trends Technol. 9(12), 633–636 (2014). 
doi:10.14445/22315381/IJETT-V9P319, https://arxiv.org/
abs/1404.2364

	32.	 Kim, G.J.: Human-Computer Interaction: Fundamentals and Prac-
tice. CRC Press, Boca Raton (2015)

	33.	 Klboz, N.Ç., Güdükbay, U.: A hand gesture recognition technique 
for human–computer interaction. J. Vis. Commun. Image Repre-
sent. 28, 97–104 (2015). doi:10.1016/j.jvcir.2015.01.015, http://
linkinghub.elsevier.com/retrieve/pii/S10473203

	34.	 Kühnel, C., Westermann, T., Hemmert, F., Kratz, S., Müller, A., 
Möller, S.: I’m home: defining and evaluating a gesture set for 
smart-home control. Int. J. Hum. Comput. Stud. 69(11), 693–704 
(2011). doi:10.1016/j.ijhcs.2011.04.005, http://linkinghub.else-
vier.com/retrieve/pii/S1071581911000668

	35.	 Lara, O.D., Labrador, M.A.: A survey on human activity recogni-
tion using wearable sensors. IEEE Commun. Surv. Tutor. 15(3), 
1192–1209 (2013). doi:10.1109/SURV.2012.110112.00192

	36.	 LaViola, J.J.: 3D gestural interaction: the state of the field. ISRN 
Artif. Intell. 2013(2), 1–18 (2013). doi:10.1155/2013/514641

	37.	 Lee, M., Hong, Y., Lee, S., Won, J., Yang, J., Park, S., Chang, 
K.T., Hong, Y.: The effects of smartphone use on upper extrem-
ity muscle activity and pain threshold. J. Phys. Ther. Sci. 27(6), 
1743–1745 (2015). doi:10.1589/jpts.27.1743, https://www.jstage.
jst.go.jp/article/jpts/27/6/27_jpts-2015-015/_article

	38.	 Leitão, R.A.: Creating mobile gesture-based interaction design 
patterns for older adults: a study of tap and swipe gestures with 
Portuguese seniors. Ph.D. thesis, Universidade do Porto (2012) 
http://repositorio-aberto.up.pt/handle/10216/68413

	39.	 Li, G., Li, Y., Zhang, Z., Geng, Y., Zhou, R.: Selection of sam-
pling rate for EMG pattern recognition based prosthesis control. 
In: 2010 Annual International Conference of the IEEE Engineer-
ing in Medicine and Biology, IEEE, vol. 2010, pp. 5058–5061 
(2010). doi:10.1109/IEMBS.2010.5626224

	40.	 Li, C., Ma, H., Yang, C., Fu, M. Teleoperation of a virtual iCub 
robot under framework of parallel system via hand gesture rec-
ognition. In: 2014 IEEE International Conference on Fuzzy Sys-
tems (FUZZ-IEEE), IEEE, pp 1469–1474 (2014). doi:10.1109/
FUZZ-IEEE.2014.6891887, http://ieeexplore.ieee.org/lpdocs/
epic03/wrapper.htm?arnumber=6891887

	41.	 Lv, Z., Feng, S., Feng, L., Li, H.: Extending touch-less 
interaction on vision based wearable device. In: 2015 IEEE 

https://doi.org/10.1016/j.bspc.2012.08.005
https://doi.org/10.1016/j.bspc.2012.08.005
https://doi.org/10.1109/MC.2006.109
http://ieeexplore.ieee.org/document/1607948/
http://ieeexplore.ieee.org/document/1607948/
https://doi.org/10.1080/00140139.2017.1282628
https://doi.org/10.1080/00140139.2017.1282628
https://doi.org/10.1016/j.egypro.2014.12.419
https://doi.org/10.1016/j.egypro.2014.12.419
https://doi.org/10.1109/TCE.2014.7027342
https://doi.org/10.1109/ICUAS.2016.7502665
https://doi.org/10.1016/j.paerosci.2014.03.002
http://linkinghub.elsevier.com/retrieve/pii/S0376042114000347
http://linkinghub.elsevier.com/retrieve/pii/S0376042114000347
https://doi.org/10.1136/jnnp.48.6.517
https://doi.org/10.1145/2254556.2254580
https://doi.org/10.1109/MCOM.2006.1632654
https://doi.org/10.1109/MCOM.2006.1632654
https://doi.org/10.1007/s10916-014-0031-3
https://doi.org/10.1007/s10916-014-0031-3
https://doi.org/10.1109/TBCAS.2015.2492944
https://doi.org/10.1109/TBME.2006.889192
http://ieeexplore.ieee.org/document/4154997/
http://ieeexplore.ieee.org/document/4154997/
https://doi.org/10.1007/s10462-011-9303-1
https://doi.org/10.1109/TCE.2010.5606271
https://doi.org/10.1109/TCE.2010.5606271
https://doi.org/10.1145/2451856.2451868
https://doi.org/10.1016/j.jelekin.2010.08.009
https://doi.org/10.1177/1541931213601179
https://doi.org/10.1016/j.cviu.2006.10.019
https://doi.org/10.1007/978-3-540-73279-2_104
http://www.springerlink.com/index/10.1007/978-3-540-73279-2
http://springerlink.bibliotecabuap.elogim.com/10.1007/978-3-540-73279-2
https://doi.org/10.1111/isj.12031
https://doi.org/10.1145/1639642.1639663
https://doi.org/10.14445/22315381/IJETT-V9P319
https://arxiv.org/abs/1404.2364
https://arxiv.org/abs/1404.2364
https://doi.org/10.1016/j.jvcir.2015.01.015
http://linkinghub.elsevier.com/retrieve/pii/S10473203
http://linkinghub.elsevier.com/retrieve/pii/S10473203
https://doi.org/10.1016/j.ijhcs.2011.04.005
http://linkinghub.elsevier.com/retrieve/pii/S1071581911000668
http://linkinghub.elsevier.com/retrieve/pii/S1071581911000668
https://doi.org/10.1109/SURV.2012.110112.00192
https://doi.org/10.1155/2013/514641
https://doi.org/10.1589/jpts.27.1743
https://www.jstage.jst.go.jp/article/jpts/27/6/27%5fjpts-2015-015/%5farticle
https://www.jstage.jst.go.jp/article/jpts/27/6/27%5fjpts-2015-015/%5farticle
http://repositorio-aberto.up.pt/handle/10216/68413
https://doi.org/10.1109/IEMBS.2010.5626224
https://doi.org/10.1109/FUZZ-IEEE.2014.6891887
https://doi.org/10.1109/FUZZ-IEEE.2014.6891887
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6891887
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6891887


125Univ Access Inf Soc (2019) 18:107–126	

1 3

Virtual Reality (VR), IEEE, pp 231–232 (2015). doi:10.1109/
VR.2015.7223380,  h t tp : / / ieeexplore . ieee .org /docu-
ment/7223380/, https://arxiv.org/abs/1504.01025

	42.	 MacKenzie, I.S.: Fitts’ law as a research and design tool in 
human–computer interaction. Hum. Comput. Interact. 7(1):91–
139 (1992). doi:10.1207/s15327051hci07013, http://portal.acm.
org/citation.cfm?id=1461857

	43.	 Mehler, A., Lücking, A., Abrami, G.: WikiNect: image sche-
mata as a basis of gestural writing for kinetic museum wikis. 
Univers. Access Inf. Soc. 14(3), 333–349 (2015). doi:10.1007/
s10209-014-0386-8

	44.	 Merletti, R., Botter, A., Troiano, A., Merlo, E., Minetto, M.A.: 
Technology and instrumentation for detection and condi-
tioning of the surface electromyographic signal: state of the 
art. Clin. Biomech. 24(2), 122–134 (2009). doi:10.1016/j.
clinbiomech.2008.08.006

	45.	 Min, B.W: Improvement of mobile U-health services system. 
Commun. Comput. Inf. Sci. 262 CCIS(PART 1), 44–51 (2011). 
doi:10.1007/978-3-642-27204-2_6

	46.	 Mitra, S., Acharya, T.: Gesture recognition: a survey. IEEE 
Trans. Syst. Man Cybern. Part C (Appl. Rev.) 37(3), 311–324 
(2007). doi:10.1109/TSMCC.2007.893280, http://ieeexplore.
ieee.org/document/4154947/

	47.	 Nguyen, Q., Premaratne, P.: Consumer electronics control sys-
tem based on hand gesture moment invariants. IET Comput. 
Vis. 1(1), 35–41 (2007). doi:10.1049/iet-cvi:20060198, http://
ieeexplore.ieee.org/document/4159604/?arnumber=4159604

	48.	 Nielsen, J.: Noncommand user interfaces. Commun. ACM 
36(4), 83–99 (1993). doi:10.1145/255950.153582

	49.	 Nielsen, M., Störring, M., Moeslund, T.B., Granum, E.: A 
Procedure for Developing Intuitive and Ergonomic Ges-
ture Interfaces for HCI. In: Gesture-Based Communica-
tion in Human–Computer Interaction, pp. 409–420 (2004). 
doi:10.1007/978-3-540-24598-8 38

	50.	 Ohn-Bar, E., Trivedi, M.M.: Hand gesture recognition in real 
time for automotive interfaces: a multimodal vision-based 
approach and evaluations. IEEE Trans. Intell. Transp. Syst. 
15(6), 2368–2377 (2014). doi:10.1109/TITS.2014.2337331, 
h t t p : / / i e e ex p l o r e . i e e e . o rg / l p d o c s / e p i c 0 3 / w r a p p e r.
htm?arnumber=6883176

	51.	 Page, T.: Touchscreen and perceived usability: a comparison 
of attitudes between older and youger mobile device. I-Manag. 
J. Mob. Appl. Techonol. 3(1), 1–16 (2016). https://search.pro-
quest.com/docview/1853319087?accountid=14542, http://hdl.
handle.net/11025/1847

	52.	 Peters, A., Morrison, J.H.: Cerebral Cortex: Neurodegenerative 
and Age-Related Changes in Structure and Function of Cerebral 
Cortex, vol. 14. Springer, Berlin (2012)

	53.	 Phinyomark, A., Phukpattaranont, P., Limsakul, C.: Fea-
ture reduction and selection for EMG signal classification. 
Expert Syst. Appl. 39(8), 7420–7431 (2012). doi:10.1016/j.
eswa.2012.01.102

	54.	 Pomboza-Junez, G., Holgado-Terriza, J.A.: Control of home 
devices based on hand gestures. In: 2015 IEEE 5th Inter-
national Conference on Consumer Electronics—Berlin 
(ICCE-Berlin), IEEE, pp 510-514 (2015). DOI:10.1109/
ICCE-Berlin.2015.7391325

	55.	 Pomboza-Junez, G., Holgado-Terriza, J.A.: Hand gesture recog-
nition based on sEMG signals using Support Vector Machines. 
In: 2016 IEEE 6th International Conference on Consumer Elec-
tronics—Berlin (ICCE-Berlin), IEEE, pp. 174–178 (2016). 
doi:10.1109/ICCE-Berlin.2016.7684748

	56.	 Premaratne, P., Ajaz, S., Premaratne, M.: Hand gesture track-
ing and recognition system using Lucas-Kanade algorithms for 
control of consumer electronics. Neurocomputing 116, 242–249 
(2013). doi:10.1016/j.neucom.2011.11.039

	57.	 Prieto De Lope, R.P., Medina Medina, N.: A comprehensive 
taxonomy for serious games. J. Educ. Comput. Res. (2016). 
doi:10.1177/0735633116681301

	58.	 Quigley, M., Goodrich, M., Beard, R.: Semi-autonomous 
human–UAV interfaces for fixed-wing mini-UAVs. In: 2004 
IEEE/RSJ International Conference on Intelligent Robots and 
Systems (IROS) (IEEE Cat. No. 04CH37566), IEEE, vol. 3, pp. 
2457–2462 (2004). doi:10.1109/IROS.2004.1389777

	59.	 Raez, M.B.I., Hussain, M.S., Mohd-Yasin, F., Reaz, M., Hus-
sain, M.S., Mohd-Yasin, F.: Techniques of EMG signal analy-
sis: detection, processing, classification and applications. Biol. 
Proced. Online 8(1), 11–35 (2006). doi:10.1251/bpo115

	60.	 Rainoldi, A., Melchiorri, G., Caruso, I.: A method for posi-
tioning electrodes during surface EMG recordings in lower 
limb muscles. J. Neurosci. Methods 134(1), 37–43 (2004). 
doi:10.1016/j.jneumeth.2003.10.014

	61.	 Rautaray, S.S., Agrawal, A.: Vision based hand gesture recogni-
tion for human computer interaction: a survey. Artif. Intell. Rev. 
43(1), 1–54 (2015). doi:10.1007/s10462-012-9356-9

	62.	 Rempel, D., Camilleri, M.J., Lee, D.L.: The design of hand 
gestures for human-computer interaction: Lessons from sign 
language interpreters. Int. J. Hum. Comput. Stud. 72(10–11), 
728–735 (2014). doi:10.1016/j.ijhcs.2014.05.003

	63.	 Rezende, A., Schneider, G., Prakash, P.: Method and apparatus 
for customizing a display screen of a user interface. https://
www.google.com/patents/US9304668, US Patent 9,304,668 
(2016)

	64.	 Robertson, C., Flowers, K.A.: Motor set in Parkinson’s dis-
ease. J. Neurol. Neurosurg. Psychiatry 53(7), 583–592 (1990). 
doi:10.1136/jnnp.53.7.583

	65.	 Sanchez-Nielsen, E., Hernandez-Tejera, M., Anton-Canalís, 
L. (2004) Hand gesture recognition for human–machine 
interaction. J. WSCG 12(1-3), 395–402, http://hdl.handle.
net/11025/1847

	66.	 Sanna, A., Lamberti, F., Paravati, G., Manuri, F.: A Kinect-
based natural interface for quadrotor control. Entertain. Com-
put. 4(3), 179–186 (2013). doi:10.1016/j.entcom.2013.01.001

	67.	 Schaller, R.: Moore’s law: past, present and future. IEEE Spectr. 
34(6), 52–59 (1997). doi:10.1109/6.591665, http://ieeexplore.
ieee.org/document/591665/

	68.	 Stergiopoulou, E., Papamarkos, N.: Hand gesture recognition 
using a neural network shape fitting technique. Eng. Appl. 
Artif. Intell. 22(8), 1141–1158 (2009). doi:10.1016/j.engap-
pai.2009.03.008, http://linkinghub.elsevier.com/retrieve/pii/
S0952197609000694

	69.	 Turk, M.: Multimodal human–computer interaction. In: Real-
Time Vision for Human–Computer Interaction, Springer-Verlag, 
New York, pp. 269–283 (2005). doi:10.1007/0-387-27890-7

	70.	 Turk, M.: Multimodal interaction: a review. Pattern Recognit. 
Lett. 36(1), 189–195 (2014). doi:10.1016/j.patrec.2013.07.003

	71.	 Von Neumann, J., Kurzweil, R.: The Computer and the Brain. 
Yale University Press, New Haven (2012)

	72.	 Walker, F.O.: Huntington’s disease. The Lancet 369(9557), 218–
228 (2007). doi:10.1016/S0140-6736(07)60111-1. 1111.6189v1

	73.	 Wang, D., Xiang, Z., Fesenmaier, D.R.: Smartphone use in 
everyday life and travel. J. Travel Res. 55(1), 52–63 (2016). 
doi:10.1177/0047287514535847

	74.	 Wheeler, K., Chang, M., Knuth, K.: Gesture-based control 
and EMG decomposition. IEEE Trans. Syst. Man Cybern. 
Part C (Appl. Rev.) 36(4), 503–514 (2006). doi:10.1109/
TSMCC.2006.875418

	75.	 Yang, S.W., Lin, C.S., Lin, S.K., Lee, C.H.: Design of virtual 
keyboard using blink control method for the severely disabled. 
Comput. Methods Programs Biomed. 111(2), 410–418 (2013). 
doi:10.1016/j.cmpb.2013.04.012

https://doi.org/10.1109/VR.2015.7223380
https://doi.org/10.1109/VR.2015.7223380
http://ieeexplore.ieee.org/document/7223380/
http://ieeexplore.ieee.org/document/7223380/
https://arxiv.org/abs/1504.01025
https://doi.org/10.1207/s15327051hci07013
http://portal.acm.org/citation.cfm?id=1461857
http://portal.acm.org/citation.cfm?id=1461857
https://doi.org/10.1007/s10209-014-0386-8
https://doi.org/10.1007/s10209-014-0386-8
https://doi.org/10.1016/j.clinbiomech.2008.08.006
https://doi.org/10.1016/j.clinbiomech.2008.08.006
https://doi.org/10.1007/978-3-642-27204-2_6
https://doi.org/10.1109/TSMCC.2007.893280
http://ieeexplore.ieee.org/document/4154947/
http://ieeexplore.ieee.org/document/4154947/
https://doi.org/10.1049/iet-cvi:20060198
http://ieeexplore.ieee.org/document/4159604/?arnumber=4159604
http://ieeexplore.ieee.org/document/4159604/?arnumber=4159604
https://doi.org/10.1145/255950.153582
https://doi.org/10.1007/978-3-540-24598-8%2038
https://doi.org/10.1109/TITS.2014.2337331
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6883176
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6883176
https://search.proquest.com/docview/1853319087?accountid=14542
https://search.proquest.com/docview/1853319087?accountid=14542
http://hdl.handle.net/11025/1847
http://hdl.handle.net/11025/1847
https://doi.org/10.1016/j.eswa.2012.01.102
https://doi.org/10.1016/j.eswa.2012.01.102
https://doi.org/10.1109/ICCE-Berlin.2015.7391325
https://doi.org/10.1109/ICCE-Berlin.2015.7391325
https://doi.org/10.1109/ICCE-Berlin.2016.7684748
https://doi.org/10.1016/j.neucom.2011.11.039
https://doi.org/10.1177/0735633116681301
https://doi.org/10.1109/IROS.2004.1389777
https://doi.org/10.1251/bpo115
https://doi.org/10.1016/j.jneumeth.2003.10.014
https://doi.org/10.1007/s10462-012-9356-9
https://doi.org/10.1016/j.ijhcs.2014.05.003
https://www.google.com/patents/US9304668
https://www.google.com/patents/US9304668
https://doi.org/10.1136/jnnp.53.7.583
http://hdl.handle.net/11025/1847
http://hdl.handle.net/11025/1847
https://doi.org/10.1016/j.entcom.2013.01.001
https://doi.org/10.1109/6.591665
http://ieeexplore.ieee.org/document/591665/
http://ieeexplore.ieee.org/document/591665/
https://doi.org/10.1016/j.engappai.2009.03.008
https://doi.org/10.1016/j.engappai.2009.03.008
http://linkinghub.elsevier.com/retrieve/pii/S0952197609000694
http://linkinghub.elsevier.com/retrieve/pii/S0952197609000694
https://doi.org/10.1007/0-387-27890-7
https://doi.org/10.1016/j.patrec.2013.07.003
https://doi.org/10.1016/S0140-6736(07)60111-1
https://doi.org/10.1177/0047287514535847
https://doi.org/10.1109/TSMCC.2006.875418
https://doi.org/10.1109/TSMCC.2006.875418
https://doi.org/10.1016/j.cmpb.2013.04.012


126	 Univ Access Inf Soc (2019) 18:107–126

1 3

	76.	 Zhou, J., Rau, P.L.P., Salvendy, G.: Older adults’ use of smart 
phones: an investigation of the factors influencing the acceptance 
of new functions. Behav. Inf. Technol. 33(6), 552–560 (2014). doi
:10.1080/0144929X.2013.780637

	77.	 Zimmerman, T.G., Lanier, J., Blanchard, C., Bryson, S., Harvill, 
Y.: A hand gesture interface device. ACM SIGCHI Bull. 17(SI), 
189–192 (1986). doi:10.1145/30851.275628

https://doi.org/10.1080/0144929X.2013.780637
https://doi.org/10.1145/30851.275628

	Toward the gestural interface: comparative analysis between touch user interfaces versus gesture-based user interfaces on mobile devices
	Abstract 
	1 Introduction
	2 Related works
	2.1 Gesture interaction
	2.2 Gesture recognition
	2.3 Gesture application
	2.4 Gesture accessibility
	2.5 Importance of this research

	3 Approach
	4 Design of the interaction test
	4.1 Analysis of devices and interfaces
	4.2 Importance zones
	4.3 Definition of the interaction test
	4.4 Definition of evaluation parameters

	5 Software applications for testing
	6 Testing TUI versus GBUI
	6.1 Experimental protocol
	6.2 Testing TUI
	6.3 Testing GBUI
	6.4 Results and discussion
	6.4.1 TUI
	6.4.2 GBUI
	6.4.3 Comparing TUI versus GBUI


	7 SICLLE: emergency call control interactive system
	7.1 GBUI architecture
	7.2 Commands and gesture library
	7.3 SICLLE design
	7.4 Validating SICLLE
	7.4.1 Experimental protocol
	7.4.2 Results and discussion


	8 Conclusions and future works
	Acknowledgements 
	References




