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their feeling of safety. The main conclusion is that users 
agree that driving assistants combined with HUDs are use-
ful and safe at the same time. Moreover, the interaction with 
HUDs through voice commands is accepted by the majority 
of the users; it improves their sensation of safety because 
they do not need to look away from the road to use driving 
assistants.

Keywords  Efficient driving · Feeling of driving safety · 
Head-up display devices · Voice interaction

1  Introduction

In recent years, the huge number of vehicles on roads [1] 
and the great evolution of assisting technologies and equip-
ment used in vehicles can lead to increased levels of dis-
traction and, thus, decreased safety. These technologies and 
equipment include new elements able to provide informa-
tion about the vehicle and even about the context in which 
the driving process occurs. This information is increasingly 
accessible to drivers through visualization systems installed 
in vehicles, though, in general, these systems are very dis-
tracting. Thus, it is necessary to develop new solutions in 
order to guarantee the safety of drivers, while at the same 
time allowing access to information and tools which improve 
their driving experience.

In this context, head-up display devices (HUDs) may 
be considered as an adequate solution for the visualization 
of information. According to several studies, such as [2], 
HUDs permit the presentation of information over the wind-
shield or over a semitransparent screen, helping drivers feel 
a higher sensation of safety. These devices allow drivers to 
access data without hiding what is behind the screen and, 
furthermore, without looking away from the road. Relevant 
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information can be shown, such as the speed of the car, the 
optimal gear or a route to a certain destination. This may 
enrich the experience of the drivers without putting them 
in danger.

In this paper, we present an extended evaluation of the 
incorporation of HUD devices in a real vehicular environ-
ment and the interaction of users with them. We have divided 
the experiment into two different phases. In the first phase, 
we evaluate the usage of several driving assistants with 
HUDs and HDDs. For this purpose, we have used different 
smartphone applications: an application called CATED [3], 
designed to improve driving efficiency, and two navigation 
applications (Google Maps and HUDWAY). We have also 
asked users about their preferences to interact with HUD 
devices in a driving context. Taking into account the opinion 
of the users about these interactions, in the second phase 
we evaluated speech recognition techniques as the preferred 
way of interaction with HUD devices. For this purpose, we 
compared two types of voice interaction: voice commands 
with Google Now Launcher1 and number codes mapped to 
screen elements using Voice Access.2 A total of 50 non-
professional drivers participated in our study. These users 
were divided into two groups. Of them, 20 participated in 
the first phase of the experiments (incorporation of HUDs 
in real vehicular environments and comparison of HUDs vs. 
HDDs) and 30 users participated in the second phase (evalu-
ation of voice interaction).

The results show that, on average, 65% of the drivers pre-
fer to use HUDs instead of HDDs because they feel safer. 
Nevertheless, it is important to note that the other 35% 
valued both types of screen the same (none worse than the 
other). Furthermore, participants preferred to interact with 
HUDs using noninvasive methods, with speech recognition 
being the most popular method. Using this type of inter-
action, users have an improved feeling of safety. In total, 
86.66% of the users agree on the usefulness of HUD devices 
in vehicles using restricted methods of interaction.

The rest of the paper is structured as follows: In Sect. 2, 
the relevant related work in the field of HUD devices is com-
mented, including several examples about real and simulated 
deployments of HUDs in vehicular environments. Section 3 
presents the complete methodology used in the study and 
details of the experiments carried out. Section 4 presents 
and discusses the results of the experiments. Finally, Sect. 5 
presents the main conclusions and possible future works.

2 � Related work

The technological evolution in recent years has stimulated 
the development of new applications and systems designed 
for vehicles. The number of on-board devices has increased, 
providing information to drivers not available in the past. 
Nevertheless, the provision of high volumes of information 
in a driving context may be a safety problem nowadays, 
according to previous work [4].

For the aforementioned reasons, several studies have 
been carried out recently in order to find data visualization 
methods appropriate to driving contexts [5]. Furthermore, 
it is also necessary to develop new technologies and user 
interfaces aimed at increasing safety levels in these con-
texts. For instance, the authors of [6] present a design of 
a customizable user interface to incorporate to vehicles in 
order to improve safety. They carried out an evaluation with 
20 users, obtaining high acceptance levels in safety terms.

In the design of interfaces for vehicles, there have been 
several studies focusing on the usage of augmented reality. 
In particular, the use of head-up displays (HUDs) has been 
widely studied using simulated environments. For example, 
the authors of [2] analyze the improvements obtained by a 
set of users through different tests and a simulated projec-
tion of an HUD in the windshield of a car. In [7], the authors 
present the development of an interface for HUDs that would 
improve human responses in a driving context by providing 
only critical information in order to avoid traffic accidents. 
They perform tests using simulated environments.

Simulated environments have been used by many authors 
in order to perform user tests of augmented reality or HUD 
solutions [8, 9 or 10]. Mainly, their goal was to design meth-
ods to provide information to drivers, keeping safety under 
control. The usage of simulation allows authors to foresee 
the impact that these solutions may have in the real world. 
Also, risks are reduced because the tests are carried out with 
no real traffic conditions. Moreover, there is no need to pur-
chase many devices, so no costly investments are needed to 
perform the tests. However, simulations may not necessar-
ily reflect accurately what would happen in a real environ-
ment. Thus, experiments also need to be performed in real 
environments.

Real environments are also used in studies such as [11]. In 
this paper, the authors present an HUD for driving assistance 
with tests in a real environment; they only show speed limits. 
In [12], augmented reality is used to provide a forward col-
lision warning system. The authors use real HUD devices. 
In [13], the authors study the effects of real HUD devices 
on the elderly. Their results show that the superimposition 
of elements affected drivers negatively, no matter the age of 
the participants in the experiment. Thus, they conclude that 
it is very important to choose carefully the location of the 

1  https://play.google.com/store/apps/details?id=com.google.android.
launcher.
2  https://play.google.com/store/apps/details?id=com.google.android.
apps.accessibility.voiceaccess.

https://play.google.com/store/apps/details?id=com.google.android.launcher
https://play.google.com/store/apps/details?id=com.google.android.launcher
https://play.google.com/store/apps/details?id=com.google.android.apps.accessibility.voiceaccess
https://play.google.com/store/apps/details?id=com.google.android.apps.accessibility.voiceaccess
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device and the information shown. For this reason, we have 
taken into account these aspects in the present study.

Although several studies have been carried out in which 
HUD devices are evaluated, these types of systems have 
not been widely implemented in the automotive industry. 
Despite the fact that several car manufacturers include 
HUDs in some of their vehicles, such as [14, 15 or 16], no 
massive deployment of these devices can be reported, due to 
the lack of research aimed at ensuring acceptable degrees of 
usability and safety in real environments. For this reason, the 
present study analyzes in detail the incorporation of HUD 
devices in real environments. The main goal is to determine 
whether non-professional drivers consider these devices use-
ful and safe or not.

On the other hand, speech recognition has been studied 
for many years as a mechanism to achieve human–machine 
communications [17]. In this field, researchers have imple-
mented many applications for various purposes, using 
speech acoustic features. For instance, in [18] the authors 
develop an automatic human behavioral coding system for 
married couples’ interactions. Another example is [19], in 
which the authors present the development of a multimodal 
interaction system using speech recognition to control a 
robotic arm for object detection, learning and grasping.

When we think about vehicular environments, the interac-
tion between humans and devices must be limited. The par-
ticular characteristics of the driving activity and the regula-
tion in certain countries limit the usage of auxiliary devices 
in the vehicle. Due to this, the methods of interaction for 
novel applications need to be thought of carefully in order to 
be noninvasive and avoid as much as possible the distraction 
of drivers. For example, in [20] the authors perform an anal-
ysis of speech-based interactions with in-vehicle computers, 
including 24 drivers aged between 18 and 24 years. The 
results obtained show a 30% increase in reaction times when 
the speech-based system was used. With safety and usability 
in mind, the authors of [21] carry out a brief review of the 
existing literature on speech interfaces for in-vehicle tasks.

Apart from several studies available in the literature, 
research projects have also been carried out with the goal of 
solving questions related to user interaction in a vehicular 
environment. This can be the case of the international ini-
tiative UTDrive. The participants have developed several 
studies analyzing aspects such as the behavior of the users 
or speech interaction, for in-vehicle applications [22].

Recent studies, such as [23], performed through simu-
lations a comparison of different interaction methods for 
in-vehicle infotainment systems (IVIS). The authors used 
gestures on the steering wheel, speech recognition and 
touchable surfaces. Their evaluations were based on three 
aspects: perceived usability, mental workload and emotional 
response. They did not find statically significant differences 
between the three interaction methods. Similarly, other 

recent studies are based on the analysis of in-vehicle speech 
interactions and interactive voice messaging, taking into 
account the cognitive workload of the users [24, 25]. Other 
studies analyzing the usage of speech recognition systems 
for vehicles are [26, 27].

In contrast to other works, our study has mainly focused 
on the opinion of non-professional users with heterogeneous 
characteristics, regarding the usage of HUDs in a real vehic-
ular environment. Instead of performing experiments with 
simulation environments, like most previous works, we have 
performed tests with real vehicles and devices in conditions 
close to real traffic. Furthermore, we have asked users about 
their opinion on a set of interaction methods and performed 
further experiments with the preferred method. As will be 
shown, the most popular method was speech recognition. 
Under the same real conditions commented previously, we 
have performed tests with two different approaches toward 
speech recognition, using applications available in the mar-
ket. Our results accurately show the opinion of the users on 
a novel usage of available technology.

3 � Design of the experiments

The experiments were designed based on the assumption that 
HUD devices can improve safety and efficiency in vehicular 
environments. In order to check whether this assumption was 
true or not, we installed an HUD system into several cars and 
performed an evaluation with real users.

The experiments were designed to be carried out in two 
phases. In the first phase, we wanted to know whether users 
accept the usage of HUDs as an assisting technology dur-
ing the driving process. Also, we wanted users to compare 
HUDs with conventional HDDs. Another goal of this phase 
was to know the preferences of users regarding a possible 
interaction with these devices. For example, this is some-
thing necessary to establish a destination in a GPS navigator. 
Thus, the second phase was designed to check whether the 
initial impression of the users was true or not. In our case, 
the technology preferred by the users of the first phase was 
speech recognition, so we performed experiments in the sec-
ond phase with this type of interaction.

The experiments were carried out driving real cars in a 
real environment. Nevertheless, to guarantee the safety of 
the drivers we performed the evaluations in a controlled area 
with fluid traffic and slow speed limits. For this purpose we 
used the Campus of Gijón of the University of Oviedo (in 
Spain) in a working day. Figure 1 shows the driving area 
where the experiments were performed, as well as the route 
followed by the drivers. In this context, each participant had 
to perform a 20-min guided driving session using differ-
ent applications. Participants had to follow the instructions 
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given by an accompanying driver, in order to be able to ful-
fill the experiments and provide the necessary feedback.

To receive the feedback necessary for the evaluations, 
users had to fill in several questionnaires. The questionnaires 
were aligned with the technology acceptance model (TAM) 
[29]. This model has been designed to know whether users 
accept a new technology or not. In our case, we wanted to 
know whether users accept or not the incorporation of HUD 
devices in a real vehicular environment, and the usage of 
certain methods of interaction with these devices. Apart 
from asking for their personal details, feedback was pro-
vided through several questions in which users had to select 
numbers on a five-score Likert-type scale. Also, they were 
allowed to provide subjective impressions writing a short 
text. For both phases, the questionnaires were composed of 
questions completing a part of TAM. For example, state-
ments such as “The incorporation of HUD devices can 
facilitate the driving process” or “I consider appropriate the 
interaction with HUDs using voice commands” to evaluate 
the perceived usefulness were included.

3.1 � Subjects

A total of 50 non-professional drivers participated in the 
experiments: 36 males and 14 females (72 and 28%, respec-
tively). The age of the population ranged between 19 and 
67, the mean age being 36.20 with a standard deviation of 
13.05. We also considered the driving experience of the 
participants, obtaining a mean experience of 14.04 years 
with a standard deviation of 11.43. Also, we have taken into 
account drivers who use navigation devices or conventional 
screens regularly, finding that the 58% of the participants 
usually use some type of device in the vehicle and, thus, 42% 
are not using these devices very often or ever.

Users were divided into two groups in order to complete 
the two phases designed for the experiments. Table 1 shows 
the information of the users who participated in both phases 
of the experiments.

As shown in Table 1, during the first phase a total of 20 
users had to drive using HUD and HDD devices and driving 
assistants. The results of the first phase were used to design 

Fig. 1   Real scenario used for the experiments

Table 1   Characteristics of the 
participants in both phases of 
the experiments

Phase #1: Incorporation of HUD devices in real vehicular environments and comparison of HUD versus 
HDD

 Number of users 20
 Min. age–max. age 21–63
 Average age 39.75
 SD 13.43
 Gender 5 females and 15 males

Phase #2: Interaction with HUD devices using speech recognition
 Number of users 30
 Min. age–max. age 19–67
 Average age 35.28
 SD 12.91
 Gender 9 females and 21 males
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the second phase, in which a total of 30 users had to interact 
with an HUD device in a real vehicular environment using 
speech recognition. Despite the fact that some drivers par-
ticipated in both phases, due to the design of the experiments 
we can consider that both groups of users are different.

3.2 � Apparatus

The general design of the equipment used in the experiments 
is shown in Fig. 2. As can be seen, we have installed an HUD 
screen which is connected to a smartphone. This connection 
is used by means of an ad hoc connection between both 
devices. The power supply used for the HUD device is the 
cigarette lighter connection (12 V). This source of energy 
was also used to power the smartphone when needed.

The HUD device used in the experiments was a recPOP 
[28], developed by RoadEyes.3 This device is able to rep-
resent information transmitted by smartphone (or any other 
device) via Wi-Fi, without the need of an auxiliary cable. 
Thanks to this, it is very easy to use, in a driving context, 
applications commonly available in smartphones, such as 
GPS navigators. Table 2 summarizes the main technical 
specifications of this device.

The recPOP device can be adapted to the vehicle dash-
board and can be installed according to the preferences of 
each driver. It is worth mentioning that the screen is not 
completely transparent, so it is important to place it in an 
appropriate place. Figure 3 shows two possible locations that 
allow drivers to visualize both the road and the information 
presented by the device. In the first image (left) the device 
is placed directly in front of the driver; thus, he or she does 
not need to look away from the road. In the second image 

(right), we find the recPOP device placed in the center of the 
vehicle. In this way, we can visualize the content displayed 
by the HUD device by slightly turning the view to the right, 
keeping our attention on the road context.

We have used a smartphone to execute the applications 
needed to carry out the experiments. As previously men-
tioned, this smartphone is connected to the HUD using 
Wi-Fi. In our case, we have used a BQ model E4.5, consid-
ered by our research group as an appropriate device for the 
experiments.

Regarding the software used in the experiments, we have 
used several applications available for Android systems. 
Table 3 shows all the applications used and a brief descrip-
tion of each of them.

Fig. 2   General design of the system

Table 2   Technical 
specifications

Features Description

Power supply Input: DC 9 V ~ 16 V (3A)
I/O USB, Audio out, HD in, CVBS in
Display 6.2″ high brightness panel
Image 6.2″ full color (virtual image)

Resolution: 800 × 480
Brightness: 4500 ~ 5000 cd/m (max)

Loudspeaker 1 W × 1 and 0.8 W × 1
Brightness adjustment Auto 5-tier backlight adjustment; 16-tier manual adjustment
Virtual image size Image color 7″ (for windshield movie) or Image color 6.2″ 

(screen film recPOP)
Operating environment temperature − 10 °C ~ 60 °C/14 °C ~ 158 °F

Storage: − 20 °C ~ + 70 °C/− 4 °F ~ 170 °F
Dimension (mm) 180 × 130 × 20
Software/mobile Android (powered by Miracast) and iOS (from iPhone 4s)

3  http://www.road-eyes.com/.

http://www.road-eyes.com/
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3.3 � Test plan

As mentioned previously, the experiments were carried out 
into two phases, each of them consisting of several tests. 
Each of these tests was aimed at analyzing a specific char-
acteristic. The description of the phases and the tests they 
contain follows.

3.3.1 � Phase #1: Incorporation of HUD devices in real 
vehicular environments and comparison of HUD 
versus HDD

In this part of the study, 20 non-professional drivers had 
to complete four blocks of tests. Each block was designed 
to analyze a particular characteristic or compare two alter-
natives. First of all, we were interested to know whether 
users were interested in efficient driving assistants and their 
opinion when these applications are used with an HUD. 
Secondly, we also wanted to compare an HUD with a con-
ventional HDD screen. Thirdly, taking into account that 
GPS navigation is probably one of the most common driv-
ing assistants, we wanted to compare a general navigation 
tool with a system designed specifically for HUD devices. 
Finally, we wanted to know the opinion of the users regard-
ing a possible interaction with the device. HUDs are mainly 
used to display information though, in a driving context, 
sometimes it is necessary to give instructions to the under-
lying device, for example to pick the phone or to establish 

a destination for the navigator. Thus, we gave users several 
options to classify, taking safety into account.

To fulfill the aforementioned goals, the experiment was 
designed into four parts, each of them focusing on one of 
the goals. Each part took an average of 5 min, including the 
time spent driving and the time necessary to fill an evalua-
tion questionnaire.

In order to know the opinion of the users, several ques-
tions were designed for each of the parts of the experiment. 
For each question, users had to select numbers on a five-
score Likert-type scale with the following values:

•	 1: Completely disagree;
•	 2: Roughly disagree;
•	 3: Unsure;
•	 4: Roughly agree;
•	 5: Completely agree.

An example of the questionnaire used in the experiments 
is shown in Fig. 4.

3.3.1.1  Efficient driving assistants  Efficient driving 
assistants are applications that have been in the market 
for some time. Furthermore, there are manufacturers that 
provide driving recommendation systems embedded in 
their vehicles. Thus, this is a typical application that can 
be considered in a driving environment, requiring some 
type of display. In our case, we used an application called 

Fig. 3   On-board recPOP device in both places

Table 3   Applications employed 
in the whole experiment

Application/software Description Phase

CATED Driving assistant designed to improve the efficiency, developed by the 
company ADN Mobile Solutions

#1

Maps Application for GPS navigation of Google Inc. #1
HUDWAY Application for GPS navigation designed specifically for HUD devices #1
Google Now Launcher Launcher for HCI based on voice commands #2
Voice Access Software for HCI based on numeric indicators and voice commands #2
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CATED. This application was developed by the company 
ADN Mobile Solutions. It provides drivers with infor-
mation about driving indicators, calculated with the data 
gathered through the OBDII port of the vehicle. A device 
connected to this port provides information to the applica-
tion in the smartphone using a Bluetooth connection.

As shown in Fig. 5, the application provides the user 
with four indicators showing his or her efficiency. These 
indicators are calculated considering the revolutions per 
minute (RPMs) of the engine, the usage of the brakes, the 
acceleration of the car and the time spent in idle mode. 
These alarms vary with their color depending on the 
behavior of the driver: green—efficient driving; yellow—
possible inefficiency; and red—inefficient behavior. This 
system allows drivers to improve their behavior. The main 
goal of the system is to reduce the consumption of fuel and 
the generation of pollution.

The application was designed to be visualized in a con-
ventional screen. Thus, we had to perform several changes 
in order to obtain a correct visualization of the informa-
tion in the HUD device. We were able to detect that light 
backgrounds increased the opacity of the HUD device 
(hiding the images behind it); thus, we explicitly applied 
dark colors to the background and smoothed the color of 
the alarms to achieve, the maximum level of transparency 
possible. As shown in Fig. 5, the interface allows drivers 
to see the objects behind the screen.

In this part of the experiment, users had to drive for 
approximately 5 min, with the efficient driving assistant 
active. The driving process was guided by the accompa-
nying driver who was giving instructions to the user, so 
he or she could correctly evaluate the device at the end 
of the test.

In this case, the driver had to analyze the layout of the 
application, the colors and the transparency, to evaluate 
whether this application is suitable for this type of device 
and environment. Users were also instructed to observe 

changes in the colors of the indicators, in order to evaluate 
the distraction produced by dynamic versus static content.

3.3.1.2  Comparison of HUDs with HDD devices  Due to 
the nature of the experiment, we wanted to check whether 
the idea that HUDs are better than conventional HDD 
screens in a driving context was true, according to the opin-
ion of the users. Thus, apart from the recPOP device, we 
performed tests with a smartphone using its own screen 
to display information. The smartphone was placed on the 
dashboard, anchored to the windshield of the vehicle, on the 
right side of the user in order not to reduce the driver’s front 
visibility.

In this case, users had to drive for approximately 5 min 
with the smartphone and, afterward, another 5 min with the 
recPOP device. The application running in both cases was 
Google Maps (formerly known as Google Map Navigation 
integrated in Maps) considering it an option widely used 
by drivers.

Figure 6 shows the location of both systems as used in 
the experiments. It is interesting to take into account the 
placement chosen for each of them and the size of the screen. 
On the one hand, the conventional device (smartphone) is 

Fig. 4   Example of the ques-
tionnaires used during the 
experiments

Fig. 5   CATED application in a real vehicular environment
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placed on the right side, so as not to reduce the visibility of 
the driver. For the same reason, the size of the screen can-
not be very big. On the other hand, the recPOP device has 
been placed in front of the driver to check if the visibility 
conditions were adequate. Also, the screen is much bigger 
than in the previous case.

3.3.1.3  GPS navigation  GPS navigation is one of the 
most widely used applications to assist drivers. Currently, 
many car manufacturers incorporate on-board navigation 
systems. Furthermore, many drivers use specific navigation 
devices or smartphones for the same reasons. Due to this, 
it is essential to perform an in-depth analysis regarding the 
usage of GPS navigation applications with HUD devices. 
In this case, two navigation applications were used: Google 
Maps and HUDWAY. Figure 7 shows both applications run-
ning in the recPOP device.

Google Maps is a generic-purpose navigation system 
developed by Google Inc. that shows a highly dynamic inter-
face in which a lot of information is available. As shown in 
Fig. 7, the lighter colors increase the opacity of the screen 
and it is difficult to see what is behind it.

HUDWAY is an application that was designed for HUDs. 
As shown in Fig. 7, only the relevant information is shown 
on a dark interface. Basically, it shows the profile of the 
road, as well as simple indicators such as the speed of the 
car or the distance to the point that follows in the route. The 
information is not very dynamic, and the dark background 
increases the transparency of the projection as shown in the 
figure.

To perform the tests, users had to drive approximately 
5 min with the HUDWAY application, following the instruc-
tions of the accompanying driver. It is necessary to remem-
ber that Google Maps over the recPOP was used for the test 
performed just before this one. Thus, it was not necessary to 
repeat the test. Users had to evaluate the differences between 
the designs of the interfaces of both applications, in order 
to evaluate the effects produced by colors and dynamicity.

3.3.1.4  Future methods of  interaction with  HUD 
devices  Thinking beyond a simple representation of infor-
mation on the screen, we must consider the possibility of 
interacting with these devices. Instructions to perform a tel-
ephone call or to select a given destination in a navigation 

Fig. 6   HUD (left) versus HDD (right)

Fig. 7   Google Maps (left) and HUDWAY (right) applications running in the HUD device
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scenario might be needed without compromising the safety 
of the driver.

In order to compare different types of interaction with 
the device, we asked the users several questions about the 
following methods:

•	 Basic gestures, for instance the movement of a finger, an 
eye or the head;

•	 Speech recognition, for example by means of a set of 
commands;

•	 Direct interaction with the device, for instance by using 
a touch screen or a group of buttons.

The results obtained in this block were very important, 
because the original idea was to perform a second phase of 
the study that depended on the opinion of the users. In that 
phase, we would evaluate in detail the most popular method.

3.3.2 � Phase #2: Interaction with HUD devices using 
speech recognition

As we will see in the results of the previous phase, users 
chose speech recognition as the best method of interaction 
with HUD devices in a driving context. Thus, we designed a 
second phase of the experiments with the main goal of eval-
uating this type of interaction under real driving conditions.

In this part of the study, a total of 30 non-professional 
drivers participated in the experiments. As in the previous 
phase, they had to go through a driving process under real 
traffic conditions, using a recPOP device connected to a 
smartphone.

Despite the participation of several users from the first 
phase, the majority of the users were new. Thus, it was very 
important to know their opinion about using speech rec-
ognition to interact with applications in a driving context. 
This allowed to compare whether their expectations were 
met or not, by comparing their opinion before and after the 
experiments. For this purpose, a preliminary questionnaire 
composed of four questions in a five-score Likert-type scale 
of 1–5 was designed. Users were asked questions about the 
suitability of HUD devices, the acceptance of interacting 
with these devices using speech recognition, the safety of 
using this type of interaction in a driving context and the 
applications they consider important in this context for their 
daily life. The options available were the same as those used 
in the questionnaires of the first phase. Also, an open ques-
tion was available for the users to provide comments regard-
ing the applications they consider the most useful in a driv-
ing context.

Once the a priori opinion of the users was gathered, 
they had to drive with two types of interaction with speech 
recognition:

•	 Voice commands The most straightforward option for 
voice interaction is to have a set of commands designed 
to provide instructions to a given system. This can be 
very precise and relatively easy to implement. Never-
theless, the inconvenience is that users must learn the 
commands before using the system and all the possible 
interactions must be designed in advance;

•	 Code maps In this case, the system provides the users 
with numeric codes to identify the items in the screen 
that can be used. For example, application icons shown 
in a desktop of a computer can be identified by num-
bers, so if the user reads a certain number, the corre-
sponding application is executed. This system is also 
easy to use and implement. It does not require a previ-
ous training of the users. Nevertheless, commands are 
also needed for elements or instructions not visible in 
the screen obliging the user to look at the screen to 
know the numbers he or she needs to use.

In order to determine the preferences of the users 
regarding these methods, participants had to drive for 
approximately 10  min. During this time, they had to 
interact with two applications using their voice. Each of 
these applications allowed us to analyze both methods of 
interaction. In the first case, Google Now Launcher was 
used. Using the words “OK, Google”, a user may provide 
the system with a given command from a predefined set 
of instructions. In the second case, we have used Voice 
Access in a beta version. This system identifies icons and 
symbols with numbers, so users do not require any train-
ing. The interfaces of both methods are shown in Fig. 8.

Using both interaction methods, drivers had to perform 
several tasks while driving a car. These tasks are common 
in a driving context and have been designed into three 
groups, as described in the following:

•	 Basic usage of a system In our case we wanted users 
to perform basic activities with the smartphone, such 
as opening an application and visualizing the informa-
tion shown. This includes opening the aforementioned 
efficient driving application (CATED), viewing a menu 
or opening the contacts;

•	 Communication tasks It is very common to interact 
with a phone for communication tasks such as answer-
ing a phone call or starting one. Thus, we wanted users 
to try to perform this type of actions;

•	 GPS navigation As mentioned previously, navigation 
is one of the most common applications used in a driv-
ing context. Thus, we wanted to evaluate how easy the 
interaction with this type of applications using speech 
recognition is.
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Table 4 shows the list of actions to be performed by the 
drivers using the two types of voice interaction techniques 
considered in the experiment. Sample voice commands for 
the first interaction method (Google Now Launcher) have 
been included.

In order to evaluate the opinion of the users after car-
rying out the experiments, we designed another question-
naire with four questions for each of the methods based on 
a five-score Likert-type scale of 1–5 (the options available 
were the same as those used in the questionnaires of the 
first phase). These questions allowed users to value each 
method independently. Finally, seven additional questions 
were designed to compare both methods. In this case, the 
options available to answer each of the questions were 
slightly different:

•	 − 2: Completely agree with Google Now Launcher;
•	 − 1: Roughly agree with Google Now Launcher;
•	 0: Unsure (same opinion);
•	 1: Roughly agree with Voice Access;
•	 2: Completely agree with Voice Access.

Also, an open question was available to allow users to 
provide further comments.

4 � Results and discussion

In this section, we present the analysis of information gath-
ered during the experiments. The raw data obtained from the 
questionnaires has been processed using Microsoft Excel 

Fig. 8   Google Now Launcher 
with “OK, Google” (left) and 
Voice Access with numeric 
interaction (right)

Table 4   Parts and tasks for 
Block 3

Part Tasks Voice command

Basic usage of the system Open CATED application “Open CATED”
Communication tasks Make a phone call “Call (name)”

Send a text message “Send Text Message to (name)”
Access the information of a contact “Open Contacts”

GPS navigation Open navigation application “Open Maps”
Start navigation “Go to (city or street)”
Change of route “Go to (city or street)” (from 

previous navigation)
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and the R software.4 With these tools, we have performed 
several statistical analyses. We wanted to evaluate whether 
there were statistically significant differences between means 
of two groups of variables or not. For this purpose, we have 
used the most common tests for this type of analysis. These 
tests depend on the assumptions of normality and homosce-
dasticity. We have checked normality with the Shapiro–Wilk 
test and homoscedasticity with the Bartlett test. When data 
met both normality and homoscedasticity we used Student’s 
t tests with a confidence coefficient of 95% (α value = 0.05). 
On the other hand, when homoscedasticity failed we used 
the Kruskal–Wallis test. This test was also used in situations 
with a strong failure in normality with p values over 0.05.

The discussion of the results is based on the significance 
values obtained from the differences between the means of 
both groups. This division allowed us to establish different 
user profiles according to a set of criteria. Users have been 
classified depending on their age (under 40 years old and 
people with 40 or more), gender (male or female), years of 
driving experience (more than 15 years of experience or 15 
or less) and usage (or not) of conventional HDDs in each of 
the cases analyzed during the experiments.

4.1 � Results obtained in phase #1: Incorporation 
of HUD devices in real vehicular environments 
and comparison of HUD versus HDD

4.1.1 � Efficient driving assistants

In this part of the study, the goal was to perform an evalua-
tion of the usage of an efficient driving assistant (CATED) 
combined with an HUD. For this purpose, we have analyzed 
the average values of the questions that were designed for 
this part of the questionnaire.

In general, users show high acceptance levels for the effi-
cient driving assistant combined with HUD. All the ques-
tions designed to clarify this point showed high average val-
ues close to five points. Furthermore, users mostly consider 
that such applications deployed with an HUD are very safe 
in a driving context (average of 4.05 points out of 5).

Despite the fact that there are slight differences depending 
on the different groups considered, no significant differences 
were found if we take into account the age of the users, 
their gender or their driving experience. Nevertheless, we 
found significant differences between the groups of users 
who regularly use applications in their cars with conven-
tional screens and those who do not (p value < 0.03). Fig-
ure 9 represents the values of the answers obtained for both 
groups. As we can see, both groups of users agree that these 
applications used with an HUD are very useful. Acceptance 

average values are always greater than 3.25 points out of 5. 
However, it is interesting to see that users with a previous 
experience show higher acceptance values. This shows that 
users who, according to their past experience, can compare 
HUDs with conventional screens think that the former are 
better than the latter. This should be confirmed by the results 
of the second test of this phase of the experiments.

Another interesting conclusion of this part of the study is 
that users consider that the information shown in the screen 
should be as static as possible (average of 4.35 points out 
of 5). Users agree that highly dynamic content shown in the 
screen produces higher levels of distraction. Thus, in order 
to increase the safety of drivers, developers of this type of 
applications should try to limit the dynamicity of the infor-
mation they contain.

4.1.2 � Comparison of HUDs with HDD devices

In this test, we wanted the users to compare the experience 
of driving with an HUD with the experience of using a con-
ventional HDD screen.

In general, we found higher acceptance levels of HUD 
devices than of HDD screens in the vehicle through the per-
ception of an improvement in safety (4.15 points out of 5). 
Also, we found no significant differences when analyzing the 
different groups of users if we consider the age of the users, 
their gender or their driving experience.

As in the previous test, we found significant differences 
between the groups of users who regularly use applications 
in their cars with conventional screens and those who do not 
(p value < 0.01). If we analyze separately the acceptance 

Fig. 9   Average acceptance values for the efficient driving assistant 
used with the HUD, for users who regularly use driving assistants 
(right) and users who do not (left)

4  https://www.r-project.org/.

https://www.r-project.org/
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values for HUDs and HDDs, we also find significant differ-
ences between both groups. We obtained a p value < 0.02 
for the first case and a p value < 0.05 for the second. Never-
theless, the users of both groups prefer HUDs to HDDs as 
shown in Fig. 10. As in the previous test, users with previous 
experience show higher acceptance values than users with-
out previous experience. This confirms the results obtained 
in the previous test. Notwithstanding, values are higher for 
HUDs and also for HDDs. This shows that users who do 
not regularly use driving assistants are probably reluctant to 
change their habits. Still, the number of differences between 
HUDs and HDDs in this group of users is higher than in the 
other group.

4.1.3 � GPS navigation

In this part of the study, the goal was to perform an evalua-
tion of the usage of GPS assistants combined with an HUD. 
As in the previous tests, in general, users show high accept-
ance levels for GPS assistants combined with HUDs. All 
questions designed to clarify this aspect showed high aver-
age values.

If we consider the different groups of users who have 
been addressed in the experiment, we find slight differences 
between groups, although they are not statistically sig-
nificant. This situation occurs if the age of the users, their 
gender or their driving experience are taken into account. 
However, comparing the groups of users who regularly 
use applications in their cars with conventional screens 
and those who do not, the differences are significant (p 
value < 0.04). Figure 11 represents the values of the answers 
obtained for both groups. As we can see, both groups of 
users agree that these assistants combined with an HUD are 
very useful. However, again, users with a previous experi-
ence show higher acceptance values, confirming the results 
in the previous tests.

Regarding the design of the assistants, we were able to 
compare Google Maps and HUDWAY. When used with 
an HUD, users agree that the best approach is the one fol-
lowed by the developers of HUDWAY. Firstly, they gen-
erally think that the user interface should be as static as 
possible in order to avoid distractions (4.05 points out of 
5). This confirms their opinion regarding efficient driving 
assistants. Secondly, they also agree that the transparency 
levels obtained with the dark backgrounds of HUDWAY 
are higher, hence better for a driving context (3.85 points 
out of 5). Finally, they also think that the colors used by 
the HUDWAY application are better than those used by 
Google Maps (3.95 points out of 5).

Fig. 10   Average acceptance 
values for HDDs and HUDs, for 
users who regularly use driving 
assistants (left) and users who 
do not (right)

Fig. 11   Average acceptance values for GPS navigation assistants 
used with the HUD, for users who regularly use driving assistants 
(right) and users who do not (left)
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4.1.4 � Future methods of interaction with HUD devices

In this part of the experiments we wanted to know the opin-
ion of the users about a possible interaction method with the 
HUD. For this purpose, we designed several questions. The 
initial set of questions was designed to check whether users 
consider that interacting with an HUD is a good idea in a 
driving context or not. Also, a second set of questions was 
designed to allow the users to choose the interaction method 
they consider the best.

In general, users think that interacting with the device 
in a driving context may be necessary and safe, though the 
scores are not very high (an average of 3.55 points out of 
5). In spite of the slight differences that exist if we consider 
the different groups of users participating in the experiment, 
they are not statistically significant.

Regarding the type of interaction, users had to choose 
between interacting with the HUD using gestures, voice or a 
touch screen. In general, users think that the most appropri-
ate method in a driving context is using speech recognition, 
with an average score of 4.35 points out of 5, for safety 
reasons mainly. In the second position, users think that the 
interactions could be performed using gestures with an aver-
age score of 3.2 points out of 5. The least valued method 
was a touch screen, with 2.1 points out of 5. Although touch 
screens and gestures may be used in some devices such as 
conventional GPS navigators or devices like Navdy,5 users 
are very concerned about having to release the controls of 
the car to interact with these devices.

If we consider the different groups of users who have 
participated in the experiment, we find slight differences 
between groups, though they are not statistically significant. 
Nevertheless, we include Fig. 12 to show the opinion of 
the users when we separate them into groups, regarding the 

usage of the three methods mentioned previously. In this 
case, we compared the opinion of users under 40 with the 
opinion of people aged 40 or more. As shown, the general 
opinion is that voice interaction is better than the rest of the 
methods. It is also interesting to see that the values given by 
older users are higher than those given by younger users, 
with the single exception of the touch screen.

Due to the results obtained in this test, the method that 
will be further analyzed in the second phase of the experi-
ments is speech recognition.

4.2 � Results obtained in Phase #2: Interaction 
with HUD devices using speech recognition

4.2.1 � A priori opinion of the users about voice interaction 
with HUDs

Prior to the tests driving the car, users were asked to answer 
a preliminary questionnaire, as described in Sect. 3.3.2. We 
wanted to know their a priori idea about using speech rec-
ognition in a driving context.

The majority of the users (86.66%) strongly agree that the 
best method of interaction with an HUD in a driving con-
text is speech recognition (scores between 4 and 5). Taking 
into account that most of the users had not participated in 
the previous phase, this confirms the results obtained previ-
ously. Moreover, 76.66% of the participants think that voice 
interaction does not reduce safety when driving a car (also 
with scores between 4 and 5). Regarding the usability of 
this interaction method, the scores obtained show an aver-
age value of 3.72 points out of 5. Thus, in general, we can 
consider that users accept this method of interaction.

When considering the different groups of users who 
participated in this phase of the experiment, we find no 
significant differences between the groups, only slight dif-
ferences. Nevertheless, we found significant differences 
between the groups of users who regularly use applications 

Fig. 12   Interaction methods 
with HUD devices depending 
on the age of the users

5  https://www.navdy.com.

https://www.navdy.com
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in their cars with conventional screens and those who do 
not (p value = 0.064). Figure 13 represents the values of 
the answers obtained for both groups. As we can see, both 
groups of users agree that speech recognition combined with 
an HUD is useful when driving a car.

The final question of the test was an empty text area in 
which we asked users for the applications they consider the 
most useful in a driving context. The most popular appli-
cation was GPS navigation, as stated by all the users who 
participated in this phase of the experiments. Also, 66.6% of 
the users thought that it was very important to use the basic 
functions of the phone, such as answering a phone call, start-
ing one, finding a contact or sending a text or voice message. 
Finally, some users also commented various applications 

such as playing music or weather or traffic information. Nev-
ertheless, this was the case of a small number of users.

4.2.2 � Evaluation and comparison of voice interaction 
methods

Following the driving tests performed by the users, they had 
to fill in another questionnaire in order to rate each speech 
recognition method (Google Now Launcher and Voice 
Access) and compare both.

If we analyze separately both methods of voice interac-
tion, the average acceptance score for Google Now Launcher 
is 3.87 out of 5, with a standard deviation of 0.57. On the 
other hand, the acceptance level for Voice Access is much 
lower. This method obtained an average acceptance score of 
2.41 points out of 5, with a standard deviation of 0.78. If we 
compare the scores obtained for both methods, we find sig-
nificant differences with a p value < 0.01. In general, users 
stated that they prefer not to look at the screen to locate the 
numbers shown by Voice Access, for safety reasons.

If we analyze the scores obtained for the different groups 

of users in the experiment, we can see that there are some 
differences depending on how we classify the participants. 
In the case of Google Now Launcher, we did not find sig-
nificant differences between groups, despite the fact that 
there were notable differences considering their age (< 40 
vs. ≥ 40) or the groups of users who regularly use applica-
tions in their cars with conventional screens and those who 
do not. On the other hand, in the case of Voice Access we 
found significant differences between the groups of users 
who regularly use applications in their cars with conven-
tional screens and those who do not, with a p value < 0.01. 
Finally, there were considerable differences if the gender of 
the users was considered, though they were not significant.

Fig. 13   Average acceptance values for speech recognition used with 
the HUD, for users who regularly use driving assistants (right) and 
users who do not (left)

Fig. 14   Average accept-
ance values for Google Now 
Launcher (GNL) and Voice 
Access (VA), for users who 
regularly use driving assistants 
(left) and users who do not 
(right)
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Figure 14 shows the average scores obtained for both 
methods when we consider the groups of users who regu-
larly use applications in their cars with conventional screens 
and those who do not. As we can see, the general opinion is 
that Google Now Launcher is a more suitable method for a 
driving context compared to Voice Access. Moreover, users 
with a previous experience show higher acceptance values 
for both methods than users without previous experience. 
Values are higher for Google Now Launcher and also for 
Voice Access. Still, the differences between both methods 
for this group of users are not significant. In the case of the 
users with no (or relative) experience, the acceptance values 
are slightly lower than in the case of the first group; however, 
the differences between methods are significant.

If we analyze separately both methods of voice interac-
tion, the general opinion of the users is that the approach of 
Google Now Launcher (using a set of voice commands) is 
the best method of interaction for an HUD in a driving con-
text. Despite the fact that this method forces users to learn 
the commands beforehand, the approach of Voice Access is 
not suitable for a driving context because it requires users to 
pay attention at the screen and not at the road.

The questionnaires that users had to fill in after the driv-
ing test included a final part in which users had to com-
pare both methods for a set of seven tasks. These tasks are 
common in a driving context. The results are shown in 
Fig. 15. Each bar chart in the figure shows the opinion of 
the users regarding a specific task. The letters in the titles 

of each chart (A, B and C) correspond to each of the three 
parts of the evaluation at this point of the experiment: 
A = basic usage of the system, B = communication tasks 
and C = GPS navigation. The x-axis of the plots in the 
figure show values ranging from − 2 to 2, with the former 
being “Completely agree with Google Now Launcher” 
and the latter “Completely agree with Voice Access.” 
To improve the information shown in the figure, we have 
included trend lines in the charts.

Figure 15 shows that, in general, users think that Google 
Now Launcher is better than Voice Access to perform the 
aforementioned tasks. Still, there are interesting things 
to analyze. When users had to open an application (the 
efficient driving assistant CATED or the GPS navigation) 
many of them gave the same points for both methods. This 
is true when the icon of the application that a user wants 
to open is shown in the screen. In the case of Google Now 
Launcher the user must only say the name of the applica-
tion, and in the case of Voice Access he or she must say a 
number. In fact, this was the case during the experiments. 
Nevertheless, when the application icon was not visible, 
Voice Access presented problems due to the lack of scroll-
ing capabilities. It is also interesting to note that two users 
chose Voice Access as the best method to perform certain 
tasks. Actually, Google Now Launcher also presents some 
limitations to perform certain tasks such as initiating a 
route after choosing a destination.

Fig. 15   Preferred method of voice interaction for each of the tasks that users had to perform
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Considering the different groups of users, we found 
no significant differences in the values obtained for each 
method in each of the tasks.

Finally, with regard to the comments stated by the users, 
we have identified the main reasons of the values obtained 
for the methods. In the case of Google Now Launcher, they 
think that it is more suitable for a driving context despite 
the previous training needed. Nevertheless, they state that 
this method requires further development to be fully usable 
with voice. On the other hand, they stated that Voice Access 
is not a method to be used in a driving context, because it 
requires users to constantly look at the screen to identify the 
numbers to use and thus, in terms of users’ distraction, is a 
much worse method.

5 � Conclusions and future work

In this paper, we have presented a detailed analysis of the 
incorporation of HUD devices in a real vehicular environ-
ment. This includes using the HUD as a method to access 
information, but also as a device with which users must 
interact. Results show that, in general, users prefer to use 
HUD devices in a driving context than to use conventional 
HDD screens. This was explicitly stated by 65% of the users. 
Furthermore, the remaining 35% considered HUDs and 
HDDs the same. Thus, nobody considered that conventional 
screens were, in this context, better than HUDs.

Another interesting conclusion of the study is that users 
who regularly use applications in their cars with conven-
tional screens are more prone to the use of HUDs in the 
vehicle than users who are not used to driving with this kind 
of assistants.

Although these solutions are not yet widely implemented 
at a commercial level, the usage of HUDs to access effi-
cient driving indicators is widely accepted by the users who 
participated in the experiments. In total, 75% of users are 
keen on using these solutions, with scores ranging between 
4 and 5 points (out of 5). Regarding GPS navigation, we 
also found that most users prefer to access these applications 
using an HUD instead of an HDD (70%). Other interesting 
conclusions drawn from the experiments are related to the 
design of the applications that could be used in a driving 
context. HUDs should display information as static as pos-
sible in order not to distract drivers unnecessarily. Also, it 
is necessary to avoid putting too much information on the 
screen; only relevant data should be shown. Furthermore, 
background colors should be as dark as possible to increase 
the degree of transparency obtained with the HUD.

Regarding the interaction with the device, users agree 
that some applications may need a method to provide them 
with instructions or information. Thus, HUD devices should 
also be equipped with some sort of input which does not 

decrease the safety of the drivers. In this context, the gen-
eral opinion is that speech recognition is the best method 
to interact with an HUD. Moreover, the participants prefer 
to interact with HUDs using voice commands: 86.66% of 
the users stated that this method of interaction improved 
their feeling of safety. For this reason, users do not like 
methods requiring them to release the controls of the car 
to interact with the device. Actually, the best of the speech 
recognition methods analyzed is using a predefined set of 
voice commands, despite the fact that this requires users to 
learn them in advance. This method allows users to avoid 
paying attention at the screen when they would like to do 
something. Furthermore, the results are also valid for users 
with special needs who can drive. The only exception is 
people with speech disorders, particularly in the case of the 
results obtained in the second phase, due to the interaction 
method chosen. Alternative methods should be studied for 
these users.

Future work will be mainly focused on analyzing further 
peripherals to enrich the experience of the drivers. Mainly, 
we would like to work on increasing the safety of the drivers 
thanks to the usage of augmented reality and a set of sensors 
and other peripherals. For instance, information gathered 
from the external environment could be used to issue alerts 
to the drivers. This could be the case of an object in the road 
under low visibility conditions. An alarm may be shown in 
an HUD indicating where the object is located. Also, ad hoc 
communications with other vehicles may provide the driver 
with information about accidents or traffic jams in the nearby 
area. Finally, we would also like to work in the area of driver 
surveillance, predicting dangerous situations with the use of 
cameras and body sensors, and analyzing human cognitive 
aspects such as fatigue or mental workload.
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