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Abstract Most Arabs can read text written in Modern

Standard Arabic (MSA). However, to easily express

themselves, they may find it easier to switch to informal

(colloquial) Arabic. The web is open for anyone to express

him/herself freely, and people are expressing themselves

through many social media platforms, such as blogs and

forums increasingly in their native colloquies. Search

engines are very good at handling queries in MSA, though

not as good if the query is written in colloquial Arabic.

Two issues will be addressed in this paper. First, many

younger generation Arabs find it hard to write in MSA,

which means that many results are missed due to improp-

erly posted queries; and second, a query written in MSA

will not retrieve documents written in colloquial Arabic.

Thus, with the goal of universal accessibility of the web to

all Arabic users, we need a successful mechanism that

translates the query back and forth between MSA and the

variety of colloquies spread throughout the Arab countries.

As a case study, we investigate one of the local dialects in

Saudi Arabia, a leading country in social media usage

much of which is in colloquial language. We present a web

information retrieval system for Arabic that addresses this

concern. To test the proposed method, we compiled a

corpus of over fourteen hundred documents and measured

the performance of our system using 50 sample queries

achieving an average recall and precision of 93.4 and

83.6%, respectively.

Keywords Arabic NLP � Colloquial Arabic � Web

accessibility � Revised n-gram

1 Introduction

This paper addresses the subject of retrieving Arabic web

contents based on a dialect, by studying different concepts

in this area and the means to process an Arabic dialect. It is

hoped that this work offers a simple yet comprehensive

treatment method for parsing one of the regional Arabic

dialects. We conclude by proposing a general framework

for an Arabic information retrieval system. Throughout the

paper, the words colloquial and dialect interchangeably are

used. Indeed, Arabic is an old language that—to the sur-

prise of many—precedes Islam. This is evident from the

recent discoveries of pre-Islamic Arabic inscriptions from

the second and the fourth centuries CE (see [3], pp.

123–129). What is more interesting is that even today, the

majority, if not all Arabs, can read and understand the Holy

Qur’an and the Hadith (Prophet Muhammad’s sayings and

tradition). Both are 1400-year-old texts. Bellamy [13]

insists that the Arabic inscription at Jabal Ramm, believed

to be from the fourth century CE, is closer to modern

Arabic than Shakespeare’s language to modern English.

Arabic is the native language of over 300 million speakers

[17] and over 1500 million worldwide Muslims who use it

in their regular daily prayers.

Arabic is a Semitic language and can be classified as

classical and modern. Classical Arabic represents the pure

language used by the Arabs, the language the Qur’an was

revealed in, while Modern Standard Arabic (MSA) is an
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evolving Arabic with constant borrowing and innovation to

meet the modern challenges [26]. There are 28 basic letters

in the Arabic alphabet. In addition, the Arabic orthographic

system uses small diacritical markings to represent the

three short vowels (a, i, u), shown in Table 1 (first three

entries). The Arabic sound system consists of a total of

thirteen different diacritics, the first seven of the basic

diacritics (Table 1) and six compound diacritics. The latter

are a combination of the syllabification mark shaddah

along with either a short vowel or a nunation. Note that the

diacritical mark shaddah does not appear in a standalone

form. The markings are placed either above or below the

letter to indicate the phonetic information associated with

each letter to clarify the sense and meaning of the word.

For example, the undiacritized word ( ) has many dif-

ferent meanings some of which are: ( Eiqod) necklace,

( Euqad) knots, ( Eaqod) contract, and ( Eaq*ad)

complicated. Wherever necessary, we use Buckwalter

transliteration scheme (www.qamus.org/transliteration.

htm) for those having difficulty following Arabic script.

The Buckwalter transliteration has been used in different

NLP publications, and its main advantage is that it is a

strict one–one transliteration of Arabic using standard

ASCII symbols (see [31], p. 21). The lack of diacritical

markings often causes ambiguity. This is specially true for

sentences, and even for natives adept at resolving, there are

cases where they fail. Consider the undiacritized sentence,

( sbqnA AlqTAr). It could either mean we sur-

passed the train, or the train surpassed us. With no context,

only the proper diacritical marking would reveal the

meaning. Another example where the lack of diacritical

markings can only be resolved through world knowledge,

( qr-

rt AlHrkp Al-AslAmyp w$xSyAt mEArDp AlAnsHAb mn

HwAr wTny) (see [12], p. 479). This sentence could either

mean The Islamic movement and (other) figures were

opposed to withdrawal from the national dialogue, or The

Islamic movement and opposition figures decided to

withdraw from the national dialogue. The meanings are

completely opposite. To avoid such a scenario, this is one

of the reasons why most of the religious texts are heavily

vowelized.

Ferguson [27, 28] defined diglossia as a phenomenon

whereby more than one variety of the same language exist

side-by-side in the same speech community. Each variety is

used for a specific purpose and in a distinct situation. In

Arab countries, it is natural to see at least three varieties of

Arabic coexist in a complex interaction [48, 26]. Classical

Arabic is used in religious contexts and idiomatic expres-

sions. Most written contexts use MSA, including television

broadcasts that are read out loud. However, novels, per-

sonal letters, and increasingly Internet posts and texting are

written colloquially [21]. Till recently, the society shunned

those who wrote in colloquial; which was considered a

domain for verbal communication. However, the web gave

people equal opportunity to write in whatever language

suites them. And so, the society’s custody of the written

language was relaxed. Presently, the printed media is typ-

ically written in MSA, yet in informal cases, e.g., personal

communications, blogs, forums, tweets, people tend to

communicate using a blend of MSA and colloquial Arabic.

The colloquial or the dialectical Arabic differs from region

to another, and the vocabulary of some dialects overlaps

with MSA by as much as 90% (see [16], p. 254); however,

differences include some very common words such as

those meaning ‘‘see,’’ ‘‘go,’’ and ‘‘not,’’ as well as

phonology, syntax, and morphology rules [32]. Unfortu-

nately, these rules are not written and there are no available

dictionaries for their vocabulary. The range of dialects that

involve Arabic is much more varied than the range of

dialects that are typically considered to comprise European

languages such as English and French. This makes the

linguistic environment much more fluid and harder to

translate using some automated techniques, e.g., machine

translation [49]. It is noteworthy that automated tools, e.g.,

Google Translate, are able to translate MSA text

Table 1 The basic Arabic diacritics are grouped into three sets

The nunation can only be placed at the end of the word. The syllabification mark shaddah only occurs with either short vowel or nunation
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reasonably well, though sadly fail for a text written in one

of the many Arabic dialects. Cote [18] found prevalence of

the Egyptian dialect throughout MENA (Middle East and

North Africa) region, and it is not limited to the scope of

‘‘drama.’’ We must also consider the popular culture of

Egypt portrayed in media/print in the MENA region and

the temporal dynamics of diffusion of the web in the

region. Now, consider the tweet by ?@alaa? written in

Egyptian colloquial:

Weyman [49] provided the following Google translate of

the tweet, In my opinion means that the de Assar is the Old

Mstqsd Nawara Bebat and hit people, Bagmana Eil and

rumors bouncing Barog ***hole violin not know Ihpkha.

At the time of writing, we did our own Google translate of

the above tweet and found that Google has slightly

improved its translation skills. For another example,

consider the Nejdi Arabic colloquial expression

( lAyq Elyts Alfwz) meaning Winning befits

you (fem.). It was Google translated to, The uncertainty

Alits win. Nonetheless, both are complete gibberish trans-

lations, and we expect a similar miserable handling by

search engines for searches involving colloquial Arabic. A

somewhat related story: Few years back, a friend asked

Omar (son of the first author), who just started to learn

Arabic in school, ( $lwnk) how are you? for the

unfamiliar it very much sounds like ( Ay$ lwnk)

what is your color?, and he innocently replied white.

In this digital age, the Internet constitutes the main

source of information for many users. This presents not

only a great opportunity, because the material is readily

available under the fingertip, but also a major challenge,

since the aspect of dialects hinders search effectiveness.

Whereas major search engines support searching in MSA,

the presence of dialect words in the query makes it harder

to retrieve the desired result. Googling, for example, the

query what happens if the children met expressed in a local

Saudi dialects gets 115,000 hits, while its equivalent MSA

query will result in 5,620,000 hits. There is a healthy

amount of literature devoted to different aspects of MSA

natural language processing, though it is a far cry from

other more established languages, e.g., English. The pro-

cessing studies for Arabic language dialects are relatively

new and cannot be compared to the enormous work that is

done in other languages such as English dialects [6]. One

reason for being such a latecomer was the shortage of web

content in dialectical Arabic. Initially, most of the Arabic

content in the web were in MSA, and only recently did

blogs, forums, and social media, etc., gain widespread

acceptance among the Arabs. The social media is an area

where colloquial Arabic is profusely used. A Wiki entry,

under ‘‘Varieties of Arabic,’’ lists the following as a major

Arabic dialect group: Arabian Peninsula (includes Saudi

and Arabian Gulf), Egyptian, Mesopotamian, Levantine,

Yemeni, Sudanese, and Maghrebi dialects. This classifi-

cation is rather based on geographical locations, and there

are many instances whereby a certain region may have

more than one dialect. Some authors do not recognize

Saudi as a distinct dialect, rather placing it under the Gulf

dialect (see [20], pp. 4–5). As a relatively large country,

Saudi Arabia features different dialects. Only a fraction of

the population (approximately 200,000) speaks the Gulf

dialect (www.ethnologue.com/country/sa/languages).

Many of the younger generation Arabs have a hard time

writing in MSA. However, even if we ignore this group of

users, many of the relevant documents will not be looked at

with the present search engines. The search engines

themselves are unbiased. They use algorithms to match

whatever they index against whatever they see as queries.

Suppose a user who is incompetent in writing in MSA,

queries the search engine using colloquial Arabic, the

search engine will only retrieve certain matching docu-

ments. It will not retrieve any of the relevant documents in

MSA since the keywords do not match. This argument is

true both ways. An MSA query will overlook relevant

documents written in colloquial Arabic. Therefore, there is

a need to develop a transparent system that is able to map

between MSA and its various dialects. This ensures that all

related documents are retrieved regardless in what Arabic

(standard, dialectal, or a combination) they are in, and

irrespective of the Arabic used in the query itself. It might

be a good idea to introduce a tag to the query telling the

search engine what colloquial it is in. There is an explosive

growth of Arabic web content, an increase of 2500% since

the year 2000 [19]. Twitter is a particularly fast-growing

domain, as the Arabic use on Twitter grew 22-fold in a

one-year period between October 2010 and 2011, spurred

by the uprisings and revolutions in the region, making

Arabic the eighth most used language on Twitter [44].

These statistics suggest a dire need for a unified scheme to

retrieve Arabic texts transcribed in MSA and Arabic

dialects.

With so many Arabic dialects, it is difficult to include

them all in a single study given that each can be treated as a

separate language. After consideration, we decided to go

for one of the local dialects used in Saudi Arabia. This is

one of the fastest growing countries in social media use,

where 97% of the users prefer to use Arabic for browsing

[5]. According to Alexa (www.alexa.com) statistics for

May 2013, Twitter was ranked the seventh most visited site

in Saudi Arabia, a country that ranks second among the
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world’s fastest growing countries using Twitter [37].

Ninety percent of the tweets in Saudi Arabia are in Arabic

[5]. The capital Riyadh alone accounts for 50 million

tweets, that makes it grip the tenth position as a city

worldwide in terms of tweets per month [37]. Due to its

enormous geographic area, there are six dialectical groups

within Saudi Arabia [47], we, however, will pick the dia-

lect that is used in the capital of the kingdom, Nejdi Arabic.

About 8 million of the kingdom’s 30? Million population

uses this dialect (www.ethnologue.com/country/sa/lan

guages). Since one-third of the Saudi population are

expatriates, this translates to 40% of the native population

using the Nejdi dialect.

The rest of the paper is organized as follows. In Sect. 2,

we look into related works. Section 3 goes over the chal-

lenges and difficulties MSA and Arabic colloquies pre-

sents. We describe our proposed design in Sect. 4. In Sect.

5, we evaluate our proposed Algorithm. Finally, Sect. 6

concludes the paper with future work.

2 Related work

Arabic is one of the most widely used languages in the

world [51]. The current Arabic language is an assortment

of Modern Standard Arabic, which has a standard orthog-

raphy, and dialectal Arabic, which does not have a writing

standard and commonly used in everyday conversations

and on the web discussion [34]. MSA is the language that

the children are taught at school. The varieties of Arabic

dialects are considered a lower form of expression; there-

fore, not granted the stature of MSA, which has a great

impact in the lack of using Arabic dialects in daily writ-

ings. On the other hand, Arabic dialects have gained the

stature of living languages in the web because they are the

native tongue of millions of people. Consequently, a lot of

serious efforts appeared in the last few years to study the

syntax and morphology patterns in the varieties of Arabic

dialects. These are not enough and there is a serious need

for more effort to build robust tools and applications for

processing these dialects [24].

As stated earlier, among the chief Arabic dialect groups

are: Saudi, Khaliji, Egyptian, Iraqi, Levantine, Yemeni,

Sudanese, and Maghrebi dialects. Looking over an MSA

word form vs. its colloquial form, we see that some words

in MSA are totally transformed in some of the dialects. For

example, the MSA sentence: ( ) which means I am

writing, becomes: ( [nA Em�Al[ktb) in

Egyptian; ( [nA d[ktb) in Iraqi; ( [nA Em

bktb) in Levantine; and ( [nA knktb) in Moroccan.

Also, different dialects have their own morphological rule.

For example, in Levantine the present tense begins with the

prefix ( ), often preceding by the morpheme ( ). To

negate a sentence in Saudi colloquial, we have to use the

morpheme ( ), so the negation of the sentence ( [nA

AErf) meaning I know is ( [nA mA[Erf). While in

Egyptian the suffix ( ) is appended to the word with ( ), so

the negation of the sentence ( [nA bErf) I know

(Egyptian colloquial) is ( [nA mA bErf$).

There have been several attempts at trying to create

Arabic resources through analyzing and processing Arabic

dialects found online in blogs and social media. One such

project was MAGEAD, a brainchild of Columbia

University. MAGEAD (Morphological Analyzer and

Generator for the Arabic Dialects) [33, 32] addresses the

necessity for processing Arabic dialects morphology and

Arabic dialects generation. It aims to define a unified

processing architecture for all the Arabic dialects mor-

phology besides MSA. To build an Arabic language

morphological analyzer and generator for MSA and all of

its dialects, the authors define the language words attri-

bute-value for morphological features such as gender or

number (single/dual/plural). MAGEAD represented the

words in three levels: lexeme level, morpheme level, and

surface level. The lexeme level represents the word in

terms of stems and dialect-independent features. While

the morpheme level the words are represented in terms of

morphemes at the surface level, it gives the orthographic

representation of the word. The authors devised ‘‘mor-

phological behavior class’’ (MBC) which is used to map

the features to their morphemes. MBC is useful in cases

such as finding the feminine form of a word which is not

always trivial, e.g., [?FEM], for the morpheme (

kAtb) meaning writer is ( kAtbp), while for

( [byD) meaning white it is ( byDA’). The sys-

tem was further enhanced to accept Levantine as a dialect

alongside MSA by changing the linguistic knowledge

representation for the work that is done on MSA. The

MBC was expanded to include the Levantine postfix

negation marker and aspectual particle, and the mor-

phemes order in context-free grammar (CFG) was

extended to handle these two situations. In the evaluation

phase, MAGEAD analyzer was evaluated for both MSA

and Levantine, and the results show that MAGEAD is a

flexible analyzer for any Arabic dialects.

Al-Gaphari and Al-Yadoumi [8] designed a morpho-

logical rule-based method to convert the regional dialect of

the capital of Yemen, known as San’ani dialect, to MSA.

They used a simple MSA stemmer, and no root dictionary

was involved in this step. The authors reported that many

of the distorted words in the dialect depended on the

immediate neighboring word. Based on this observation,

they devised syntactic rules and a stemming process. Their

method was able to handle around 77% of the words in the

corpus.
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TheCOLABA[24] is anambitious project toproduce loads

of special resources and processing tools to serve Arabic

dialects. It was initiated to process data from Arabic social

media, blogs, forums, and chat rooms. Recognizing the fact

that the language used in such forums is dialectical Arabic, the

COLABA project focused on information retrieval (IR) as a

way of processing dialectical Arabic. The IR system retrieves

relevant dialectical Arabic data simultaneously with data

under the standard MSA format, thus allowing users to

retrieve as much relevant content as possible. In order to

convert the query terms from MSA into the required dialect,

an MSA to a dialect term lexicon was built to find the word’s

symmetry. In addition, the authors used MAGEAD [32] to

find Arabic verbs and nouns varieties. The evaluation data

were collected from the web covering different genres: poli-

tics, religion, and social issues in a variety of Egyptian, Iraqi,

Levantine, and Moroccan dialects. The data were filtered in

favor of those with more dialect contents. Then, the docu-

ments were ranked according to their degree of dialectness.

This was determined using an MSA analyzer software that

indicates the number of non-MSA words in documents. For

each document, the dialect words were added to the lexicon.

Finally, they manually annotated each word to determine its

dialectal type. The COLABA IR system takes MSA query

terms and expands them by generating their MSA-inflected

forms along with their corresponding dialects forms. For

example, the MSA word ( [SbH) is inflected to forms,

e.g., ( sySbH), ( [SbHnA); to their MSA-in-

flected form with the dialects affixes, e.g., ( hySbH),

( hySbHwA); and to their dialects forms with the

dialects affixes, e.g., ( bqY), ( hybqY). This system

used MAGEAD to analyze the MSA verbs and nominals by

using MAGEAD’s analysis system and then retrieve its

dialect equivalents from the lexicon. After that, MAGEAD’s

generator is used to generate the MSA and dialects words

different forms. Finally, all the generated words are returned

in the original query context after removing the repeated

words. Unlike COLABAwhich expects the input to beMSA

word(s), our system does not impose any such restriction on

the input allowing for a combination of MSA and dialectal

Arabic words.

Shatnawi et al. [45] proposed a framework to improve the

Arabic language IR by enabling users to write queries in Jor-

danian dialect. This system maps the user’s dialect queries to

their equivalent ones in MSA by using a CFG. The grammar

was built to ensure that the query sentence conforms to the

Jordanian dialect syntax. For CFG, the query terms must be

type-known. The term type can be a verb, an adjective, or a

noun. Depending on the structure of the sentence and the given

set of affixes, it is possible to extract the term type. This is a

major drawback of the system, since determining the type is a

non-trivial task. The authors’ simplistic scheme to determine

the type by making use of the affixes associated with the three

kindsof verbs: present, past, and imperative is problematic. The

problem is there is an overlap between these verbs in the use of

affixes. The system checks the queries convention with the

proposed grammar, processing those that pass the convention.

This is followed by preprocessing the dialectical query, e.g.,

stop-words removal, stemming. After that, the results are used

to map the dialectical query terms affixes to their equivalent in

MSA and the search is continued in the traditional way. The

authors concluded that using dialectical queries yields slightly

better results than pure MSA queries.

3 Challenges in using Arabic and its dialects
for retrieving information

Arabic is a challenging language to work with in IR.

Below, we list some features of the Arabic language and its

dialects that show how significant the challenges are:

1. Orthographic variations (dialects only): Due to the

absence of vocabulary dictionary of the dialectical

Arabic, there is no standard orthography [40]. Often,

the natives will spell the words/sentences phoneti-

cally, which means the possibility of multiple

spelling of a single word within the same dialect,

e.g., ( bkrh) and ( bkrY) for tomorrow.

2. Complex morphology (MSA and dialects): There is a

great complexity inmorphological analysis, as Arabic

is highly inflectional and derivational. Morphology

deals with the internal structure of words and it is

considered a base layer for other linguistic layers [11].

Arabic morphology is systematic though fairly com-

plex. There are two properties that are used to build

words: derivation and agglutination. The derivation

process is a powerful word-generation mechanism

that makes Arabic the richest vocabulary language

compared to other languages [11]. Arabic words can

be classified into: nouns, verbs, and particles. The

words are generally based on a ‘‘root’’ which uses

three consonants to define the underlying meaning of

the word. The three consonants are represented by the

letters which serves as generic letters to

represent the first, second, and third letters of the

Arabic triliteral roots. The derivation of a word from a

given root and a pattern is done by replacing the

generic letters of the root in the pattern with the given

letters of the root (Fig. 1). This derivation process

produces what we call ‘‘stem’’ [12]; and it justifies the

reason for describing Arabic as a derivative language.

The process of stem derivation yields a huge number

of stems that gain their meaning from both roots and

the patterns [11]. Classical Arabic has some 9000
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roots, of which 1200 roots are in MSA [35]. The

agglutination property of the Arabic language glues

stems that were generated using the derivation prop-

erty with affixes (prefixes and suffixes) to create a

desired inflection of meaning. Figure 2 shows the

general Arabic word construction system using the

two properties of the language. For example, the word

(= ) is composed of a conjunc-

tion ( w), a verb ( kAtb), a subject pronoun (

t), and an object pronoun ( hm). The meaning of the

word is, and I wrote to them. Its stem is ( kAtbt) I

wrote to, while the root is ( ktb) write. The

inflection introduces an additional challenge toArabic

IR, as the query keyword(s) may appear in a different

inflected form in the document.

3. Ambiguity (MSA and dialects): In this regard,

Arabic is a notorious language. Consider the word

‘‘read’’ in English, it could be read as a past tense

or a present tense depending on its context.

However, in Arabic, the ambiguity is more subtle.

Words with similar spelling may have different

pronunciations and meaning that can only be

determined by the context and proper knowledge

of the grammar [42]. A task where the natives are

often successful at. Even then, there are times

when ambiguity persists and the only way out is to

use the diacritical markings (also

known as ), which helps in clarifying the

sense and meaning of the word1. Consider, for

example, the sentence, ( ) which could mean

( katabotu kutubF) I wrote books, or

( katabota kutubF) you wrote books

(masc.), or ( kataboti kutubF) you wrote

books (fem.). Here, as always the marking have

fully resolved the case. That is why classical

Arabic texts and especially religious books have

always used the diacritical marking. This practice

has subsided, and MSA texts are seldom written

with diacritics and are totally absent in the

dialects. The ambiguity due to the absence of

diacritics falls into several categories [12]. Of

concern in the context of this work are syntactic

ambiguity and internal word structure ambiguity.

The previous example illustrates the case of

syntactic ambiguity. The latter is due to the

agglutination property of Arabic, e.g., ( ) may

either be ( kitaAb) book, or ( kut� aAb)

writers. Both cases can only be resolved through

diacritics. When analyzing an undiacritized MSA

text, Debili et al. [23] reported an average of 11.6

possible diacritizations for very non-diacritized

word. What this means is for each undiacritized

word it is possible to have about eleven different

interpretations/meanings. Without the diacritical

markings, many of the applications, such as text-

to-speech, machine translation, and information

retrieval, will suffer greatly [12]. On the other

hand, we have a competing view which states that

automatic diacritization is computationally expen-

sive and is further compounded by the diacritiza-

tion of previously unseen words which is generally

intractable. Given that, we might as well remove

all the diacritics before retrieval at the expense of

Fig. 1 Sample derivation

process which produces a stem.

The stem is generated by

replacing the letters , , and

in the pattern template with the

first, second, and third letter

(respectively) of the triliteral

root

Fig. 2 General Arabic word construction system. An affix is a morpheme that is attached to a stem to form a new word. In Arabic, the affix could

be any combination of prefix(es) and suffix(es)

1 In the Latin alphabet the diacritics are used to change the sound

value of the letter to which they are added, while in Arabic they serve

as a vowel pointing system. Distinct letters serve as long vowels, but

for short vowels the diacritical markings are used. See Sect. 1 for

more detail on the diacritical marking.
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increased ambiguity (see [20], pp. 23–24). This

view is based on the belief that retrieval is

generally tolerant of ambiguity due to word sense

[43], and that word sense disambiguation is akin to

diacritization [20]. However, it is inconvenient

when looking for a rare form of a word, or when

all the outcomes are equally likely, e.g., querying

( ). Without the disambiguating diacritical

marking, it could either mean science of religion

or Alamuddin (a name such as Amal Alamuddin,

actor George Clooney’s wife). Both are popular

search queries, which mean there is only a 50%

chance of retrieving the correct document.

4. Widespread use of synonyms (MSA and dialects)

[51]: Some of the synonyms for the Arabic word for

lion ( [sd) are: ( [sAmp), ( AlHArv), (

lb&p), ( $bl), ( mlk AlgAbp), ( Hmzp),

etc. We counted 53 different synonyms for the she

camel ( AlnAqp) [9]. Interestingly, some of the

above listed synonyms for lion, e.g., Asad, Osama,

Hamza, also happen to be common name for people. It

will be a challenge to know when, for example, Asad

refers to the animal or someone’s name.

5. Prevalence of irregular plural (MSA and dialects): The

identification of irregular (also known as broken) plural

inMSA is a problematic issue for IR, e.g., tooth! teeth

in English. An example in Arabic for broken plural is

( qA}d) ! ( qwAd) leaders. About 41% of the

Arabic plurals are broken [15], and these constitute

approximately 10%of text in largeArabic corpora [29].

Detecting broken plurals is essential for the stemming

procedure, which in turn is an important part of any

information retrieval process. According to [30], the

best scheme to identify the irregular plural is through a

dictionary-based system. The authors continue using

light-stemming with a scheme to recognize broken

plural improves the performance of IR systems when

compared to other schemes that are used in typical IR.

6. Gross misspelling (dialects) [14]: As part of a related

work, we compiled a list of spelling errors and classified

them into three groups. In the first group, we have errors

due to theproximity in the soundof pair of letters: and

and ; and and . For example, ( fryZp) is

correctly spelled ( fryDp). In the second group we

have errors due to mixing up between the short

(diacritical marking) and long vowels, e.g., (

mwZAEfp) whose correct spelling is ( mDAEfp).

In the last groupwe havewordswith the letter hamza ( ).

In Arabic, the letter hamza appears in one of the

following forms: (standalone), (over the letter alif),

(below the letter alif), (over the letter waw), or (over

the letter alif-maqsura). There is a complex set of rules

which dictates how the letter hamza is written, which

peopleoftenmisspell, e.g., ( h&lA’) ismisspelledas

( h}wlA’); or just drop it altogether, e.g., (

yAx*), ( yAkl) instead of ( y[x*), ( y[kl),

respectively. To simplify the matter, misspelling can be

treated as orthographic variation.

7. Speech effects (dialects) [14]: This is a common

phenomenon in socialmediamessaging such as tweets,

where one of the letters is repeated many times, e.g.,

( slAm) is rendered as ( slAAAAAAm).

8. Missing spaces between words (dialects) [14]: It is

common to spot missing blank between words, e.g.,

( ) instead of ( : mA hwb), and ( )

instead of ( lw yETwny). Alkanhal et al [7]

devised a dictionary-centered stochastic scheme that is

geared toward detecting and correcting such cases with

a very high accuracy. The dictionary is based on a large

Arabic corpus,mainlyMSA.To handle the dialects, we

need to include dialect corpus to the dictionary.

9. Out of vocabulary (OOV) words (MSA and dialects):

These include words such as named entities, technical

terms, and acronyms. The OOV words are a common

source of error in any retrieval system. Davis and

Ogden [22], and Al-Fedagi and Al-Anzi [4] report that

around 50% of OOV words in Arabic are named

entities. The proper way to handle these is by transla-

tion; however, when this is not possible, e.g., name of a

person, the words are transliterated. Most people,

unfortunately, do not follow a standard transliteration

rule, resulting in different spellings for the same word.

In [2] reported 15 different spellings for the name

Condoleezza, with four different ( kwndwlyzA),

( kwndAlyzA), ( kwndlyzA) and (

kwndwlysA) found in CNN-Arabic website alone. The

same holds true when transliterating Arabic names into

English. A study identified 32 different spelling in

English for the name of the former Libyan leader,

Muammar Gaddafi [50].

10. Foreign words (dialects): Though similar to OOV, we

decided against including it since it affects dialects

only. In their quest, the Arabs had contact with others;

however, being a dominant culture, classical Arabic

admitted few foreign words. In contrast, colloquial

Arabic has always been open to borrowing from other

languages and dialects, e.g., Levantine has a large

number of loanwords from languages such as Turkish,

Persian, and French. Social media texts contain lots of

words of foreign origin, particularly English, which

are spelled in Arabic. For example, ( jlAksy) for

the Galaxy series of mobiles, and ( [wky) for OK.

Recently, a new phenomenon started showing up, particu-

larly among the locals in Saudi Arabia and the Gulf region, a
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hybrid language that is a combination of English and broken

Arabic (colloquial). For example, ( Ef$ Hq kt$n)

meaning kitchenware; and ( [nA fyh yrwH

AlHyn) meaning I will go now. It is the consequence of the

lack of locals interest in correcting the non-Arab expatriate

workers language mistakes [10]. Following the boom years

in late 1970s, there was a large influx of educated foreigners,

e.g., management, technicians, and skilled workers, who

mainly communicated in English. The prosperity saw also an

influx of semi- or un-educated expatriate workers, e.g.,

domestic helpers. According to the UN, expatriates make up

more than 30% of the total population, which is even higher

in the capital Riyadh. The locals communicated verbally

with the latter group using the hybrid language that is gender-

free. Though this has not trickled down into the written form,

most likely it will start showing up in the future, in particular

the next generation of school kids who grew up with this

language.

Some of the problems listed above, in particular numbers 7,

9, and 10, can be solved using the revised n-grammodel. The

plain n-gram model is used to compute the similarity coeffi-

cient of twowords, which is defined as the ratio of the number

of common n-grams in both words, divided by the number of

unique n-grams in them. This definition, however, ignores the

order of the n-grams in the target word. In other words, the

possibility that a high matching score of two strings may not

share the sameconcept [1]. For example, the bigramsimilarity

coefficient between ( AltHAlfAt) the alliances and

( AlfAtH) the conqueror is 6=7 � 85:7%and is very high

considering that bothwords are totally unrelated.Ahmad and

Nürnberger [1] proposed a language-independent approach

for conflation that does not require a prior knowledge of the

language, or the predefined rules. The revised n-grammodel

insists that the order of the n-grams be maintained when

comparing for similarities between the words. Letw1 andw2

be the words to be compared and assume without any loss of

generality that the word w1 is shorter of both words. We

denote a substring of length k of the word w that starts at

position i using w[i:k]. The substring will be empty if k� 0.

Formally, the similarity score S for revised n-gram ðn� 2Þ,
and an odd-numbered window of size m is given by

Sn;mðw1;w2Þ

¼

Pjw1j�nþ1

i¼2

Pðm�1Þ=2

j¼�ðm�1Þ=2
pðw1½i :n�;w2½iþ j :n�Þ

#unique n-grams in union of w1 and w2

;

ð1Þ

where pðw;w0Þ ¼ 1 if w ¼ w0, and zero otherwise. The

revised bigram similarity coefficient between earlier example

words results in a score of 2=7 � 28:6%, a more reasonable

value. Figure 3 features another example. This measure is

very practical for Arabic nouns and verbs which are heavily

affixed. One final example, the revised n-gram similarity

coefficient for the words ( ) and ( ) is 75%. This

shows the model is well capable of handling speech effects.

4 Proposed generalized framework for Arabic
information retrieval

The wide array of dialects that were seen in many of the post-

ings brought to light the significant differences in language, and

therefore, the need to process these different dialects to be

easily accessible. There is a need to develop a more refined

Arabic text-based searching based on the utilization of Arabic

slanganddialectical terms in the searchqueries.The suggestion

is that a more unified framework ought to be in place to enable

intended relevant documents be retrieved in both formats, with

the classical format and the dialectical format. For any lan-

guage, the effectiveness of the used query depends upon the

system capacity to be compatible with the used language by

means of understanding the language characteristics [25]. So

we will start by going over the differences between Nejdi (a

dialect of our choice for this study) and MSA.

4.1 An in-depth look at the Nejdi dialect

As there is no known corpus for the Nejdi dialect, we compiled

our own. We started with the set of comments written by the

online readers of the electronic edition of Alriyadh (www.

alriyadh.com), one of the most widely circulated printed

newspapers in the capital, Riyadh. This turned out to be a good

source for a text that is a rich combination ofMSA and dialect.

For larger samples of dialectal writing, we turned to another

resource. Given that Saudi Arabia is among the world’s fastest

growing countries with Twitter [37], a prolific resource for

dialectal writing, we actively looked into tweets. Going over a

large collection of tweets, we manually compiled a small cor-

pusof 240 tweets.Combiningboth resources (online comments

and the tweets), we compiled a large list of Nejdi dialect words

(verbs and nouns), alongwith their stem, and the corresponding

MSA equivalent word and dialect stop-words list. The list of

255 dialectal words and their corresponding MSA words were

divided into nine categories. With the exception of the first

category, verbs and nouns, the rest were treated as stop-words.

This list is necessary to do a successful back and forth con-

version betweenMSA and dialect, as well as a rich resource to

study the properties of the Nejdi dialectal writing. The full

compiled list is available upon e-mail request to the corre-

sponding author. Following a careful analysis, we did not

observe any syntactic differences between theNejdi dialect and

MSA, though there were numerousmorphological differences.

Very late into the project, we became aware of two resources

for Nejdi dialect words [36, 41]. These resources, albeit old,

were pointed out by one of the anonymous reviewers for which

we are thankful. We were happy to note that these resources
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second our findings, however, there were some minor differ-

ences. Both works go into great length in covering subregional

differences in the Nejdi dialect. For instance, [36] divided the

Nejdi dialects into four subgroups: Central Nejdi, Northern

Nejdi, Mixed Northern-Central, and Southern. The first three

groups differ from each other in various ways that are easily

characterizable phonologically andmorphologically, while the

southern group is marked by syntactic and lexical features

which link it to the dialects of the south, in particular the

Yemen. In this work, we, however, have focused on the dialect

used in the capital Riyadh. Originally, the capital city sported a

single dialect; however, this is no more true. With a steady

growth of population from about half a million, in the early

1970s, to over 7million inhabitants as of 2015, the dialect used

in Riyadh is not as clear cut as it was when these reference

books were researched. Many traditional villages and towns in

the area around traditional Riyadh which the urban sprawl

reached and currently encompasses, and with the population

migration from different Nejdi villages into the capital, ren-

dered it having a mixture of various Nejdi dialects. Summa-

rizing the differences:

• There are no orthographic rules for the dialects, so it is

very likely words will be spelled differently by

different individuals, e.g., ( bkrp) and ( bkry)

for tomorrow.

• Diminutive form in the dialect has an additional pattern

( ) that is not in MSA, e.g., ( Abnyp), ( Aw-

lyd), and ( Arjyl) in place of MSA words ( bnt), (

wld), and ( rjl), respectively, meaning girl, boy, and

man, respectively.

• The words, ( Hqyn), and ( Hq) appear often in

the dialect. These dialect words have emerged from the

MSA root ( ) which means right, as in human right. In

dialect, however, it stands for ‘‘belonging’’ or ‘‘that of,’’ a

meaning which is unrelated to the root (http://ar.mo3jam.

com/term/%D8%AD%D9%82). For example, ( )

means those belonging to Sudayr, or the people of Sudayr;

and ( ) means an employee of Haia. The Haia is a

short for ‘‘The General Presidency of the Promotion of

Virtue and the Prevention of Vices.’’

• The words hundreds, thousands, and months names

may be preceded by the letter ( t) when they are

headed by a number, e.g., ( xms t$hr) and

( st tAlAf) which, respectively, means five months

and six thousand.

• In the dialect, we have a single relative pronoun (

Ally) vs. several in MSA, e.g., ( Al*y), ( Alty), etc.

• The speaker pronoun ( y) is omitted in verbs. For

example, ( ETn), ( ywjEn), and ( Erfn),

instead of the correct form ( AETny), ( ywjEny),

and ( Erfny), respectively. These, respectively, mean

give it to me, it hurts me, and he recognized me.

• SomeMSAwords are combined to form a single word in

the dialect, such as ( mnhw) instead of ( mn hw)

who is he?, and ( qlnAlkm) instead of ( qlnA lkm).

• The letter ( k) in MSA verbs and nouns is converted

to ( ts) in the dialect. For example, to lie ( k*b)

becomes ( ts*b).

• The dialect nouns, circumstances, and adjectives may

be preceded by the prefixes ( hAl), ( fAl), and (

EAl), e.g., ( hAlHtsy) this talk and ( EAl-

mA$y) just passing through.

• The prefix ( sy) in the present tense verbs in MSA is

replaced by ( bt) or ( by) in the dialect. The word for

he will sign in MSA ( sywqE) becomes ( bywqE)

in the dialect.

• The letter ( }) in MSA is replaced with the letter ( y)

in the dialect, if it is preceded by the letter ( A), e.g., (

jAyzp) instead of ( jA}zp).

Since there are no available stemmers that can process the

dialect, we have to define some conversion rules. The rules

will be used to convert a dialect word into MSA, after

which it can be stemmed using a standard MSA stemmer.

The rules can easily be deducted from above. In addition,

we do need Arabic root lexicon to check whether a word

can be inflected from a root.

4.2 The IR system

Considering the data posted online, the Arabic retrieval sys-

tem has to process texts at different levels: pure MSA texts, a

text that is amixture ofMSAand colloquial, and pure dialectal

texts. It is not uncommon to find online posts written in MSA

especially if the writer is mindful of the fact that a wider

audience will be reading his/her post. In the pure dialect texts,

all of the text is written in a colloquial language, and some

features of another different dialectmaybe found erroneously.

A proper system must transparently retrieve information

expressed in any of the three levels, equallywell, regardless of

Fig. 3 The bigram similarity between the Arabic word ( ) the salt

and ( ) the meat. The plain bigram similarity measure (all three

arrows) is 3=5 ¼ 60%, and for the revised bigram (solid arrows only)

it is 2=5 ¼ 40%. As both words are unrelated, the second measure is

more realistic
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whether the query was written in MSA, dialect, or a combi-

nation of both. Algorithm 1 is a general framework for our

proposed Arabic IR system that caters to all users. One of the

standard practices in Arabic NLP is letter normalization.

There are some letters in Arabic that are often misspelled

using variants, and researchers find it more useful to com-

pletely make these variants ambiguous (normalized) (see

[31], pp. 22–23). For instance, in Egypt, but not necessarily in

other Arab countries, a final Ya ( y) is often written dotless,

i.e., as an Alif-Maqsura ( Y). So the name Ali ( Ely) is

written ( ElY). As we have no idea of the user’s writing

style, we normalize Alif-Maqsura to Ya, and the Ya to Alif-

Maqsura. This is an added flexibility without imposing any

restriction onto the user. Lines 12–14 in Algorithm 1 fall

under this category. We need a simple affix removal stem-

ming scheme alongwith a small lexicon for the dialect-MSA

terms and some conversion rules. Table 2 summarizes the set

of conversion rules between MSA and dialect (both ways).

For affix removal, we decided to adapt the stemmer in

Taghva et al. [46] for our problem. The stemmer is meant to

handle MSA words, so the changes are either done prior to

applying the stemmer or to its output. This same stemmer

was used to handle the San‘ani dialect in [8].

Just to give a working idea on the proposed algorithm,

we will hypothetically apply the algorithm on the sample

dialect query ( Ay$ ySyr A*A

AjtmEwA AlbzAryn), the Nejdi dialect for what happens if

the children met. For convenience, we will follow the

Arabic word with its transliteration (Buckwalter). Steps 2–

4 are not applicable on this example. In step 5, we remove

the two dialect stop-words, ( ) and ( ). Step 6 applies the

stemming algorithm, resulting in ( ySyr) ! ( Syr),

etc. Next, we do lexical mapping and get, ( Syr) will be

mapped into ( HSl); ( AjtmE) will not be mapped;

and ( bzAr) will be mapped into ( [TfAl). In steps

8–11, for each of the five words: ( Syr), ( HSl),

( AjtmE), ( bzAr) and ( [TfAl), we generate all

possible word patterns will all possible affixes, e.g., (

bzAr) ! ( bzAryn), ( wllbzAryn), ( Al-

bzAryn), ( bzArynhm), etc). Finally, we do a normal

search for all the generated word patterns.

For the searching process, we can have two possible

options: search for the original query or search for the

expanded query. In the former, the system retrieves only

the relevant documents of the query terms, while in the

latter option it retrieves the relevant documents of the

query terms along with the results of conversion rules and

the dictionary correspondence terms.

5 Performance evaluation of the proposed
algorithm

The main objective of this paper is to integrate the dialectic

Arabic users into the realm of standard Arabic users. In the

previous section, we proposed Algorithm 1 that processes

the queries written in Arabic regardless of what form it was

in. The system was implemented using ASP.NET in C#

running under Windows. Figure 4 is a screen shot of

retrieved results.

To assess the design, we manually compiled a corpus of

1429 documents. The documents in the corpus are com-

posed of 377 MSA documents covering different genres

from two local newspapers, Al-Khaleej and Al-Watan, and

1052 manually filtered tweets mostly in colloquial Arabic

including tweets expressed in a combination of MSA and

colloquial as well. The objective of filtering is to avoid

short tweets with profanity. This corpus is different from

the one mentioned in Sect. 4.1 which was used to compile

the features of the Nejdi dialect. Below are sample tweets

from the corpus, followed by their translation.

The number of birth in Saudi has risen to 600 thou-

sand a year.
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I know one game addict, to the point where he once

saw his brother playing Playstation ‘‘FIFA’’, and

said, wait, do not play till I return, where he went and

prepared a tea and came watching.

A standard measure to evaluate information retrieval

with binary classification is precision and recall. Precision

(P) is a fraction of the retrieved instances that are relevant,

while recall (R) is the fraction of relevant instances that are

retrieved. Precision can be considered as a measure of

exactness or quality, while recall is a measure of com-

pleteness or quantity. Both measures are expressed as

numbers ranging between 0 and 1 inclusive. More pre-

cisely, they are defined [38] as:

P ¼#retrieveditemswhicharerelevant

total#retrieveditems
ð2Þ

R ¼#retrieveditemswhicharerelevant

#relevantitemsinthecorpus
ð3Þ

To evaluate the system, we measured its performance on a

total of 50 different queries using both options, original and

expanded (see Sect. 4.2). To get a good picture, we

included queries in MSA and in colloquial Arabic. There

were no specific criteria for picking a query other than it

should be either in MSA or colloquial. All retrieved results

were manually verified. Table 3 summarizes the results.

For the original query, the average performance measures

for all the queries was 86.64 and 65.04% for precision and

recall, respectively. If we go for expanded query, the pre-

cision slightly drops to 83.609% though the recall goes up

significantly to 93.42%. The slight drop in the precision for

the expanded query is normal as the number of retrieved

instances has increased and some of them may not be

correct. From the results, it can be argued that the expanded

query provides a better performance than that we got from

the original query.

To give a flavor of the system suppose we issue the

query, ( mwlm Ezymp) which means prepared a

feast. The word ( mwlm) is a colloquial, and using theFig. 4 Screen shot showing the retrieved results of a query

Table 2 The set of conversion rules between dialect and MSA

Rules that calls for checking whether the word can be inflected from a root requires consulting Arabic root lexicon
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dictionary, the corresponding MSA term is ( mjhz).

The second word is stemmed into ( Ezm). Table 4

details the result for this query with both search options. An

erroneously retrieved document has the Arabic phrase

( Ezymp rwnAldw) which means Ronaldo’s

resolve. The MSA trilateral root ( ) has several mean-

ings, and this is a case of a homonym word2. To exclude

cases as such, we need to devise a sophisticated post-pro-

cessing which is outside the scope of this work. The

original query retrieved 6 instances with 5 of them being

relevant. So, the precision in this case is 5=6 ¼ 83%, and

the recall is 5=7 ¼ 71% since there are 7 relevant instances

in the corpus. For the expanded query, it retrieves 8

instances, 7 of which are relevant, and so the precision is

7=8 ¼ 87%, and the recall is 100%.

As another example, consider the colloquial query

( $rhAn) meaning angry. Table 5 summarizes the

result for this query with both search options. A possible

erroneously retrieved document has the name, (

mrym AlgDbAn) which is a local actress’ name literally

meaning Maryam the Angry.

For the final example consider another colloquial query

( lAyq Elyts Alfwz) which means Winning

Table 3 Performance measure for 50 queries (16 MSA and 34 colloquial) using the search options ‘‘original query’’ and ‘‘expanded query’’

The values for precision and recall are averaged over all the queries

Table 4 Summary of the results for the query, ( mwlm Ezymp) using both search options

2 Two or more words having the same spelling but different

meanings and origins, e.g., lie (untrue) and lie (recline).
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befits you (fem.). The search results are summarized in

Table 6. We note two erroneous documents being

retrieved.

For many applications, particularly web search, what is

more important is how many good results are there on the

first page or the first three pages. For this, we measure

precision at fixed number of retrieved results, say 10 doc-

uments. This is referred to as ‘‘Precision @ 10,’’ or P@10

(see [39], p. 148). Table 7 lists the precision for the top 10,

20 and 30 retrieved results for 17 queries using the

expanded query option. These queries are a subset of the 50

queries featured in Table 3.

To see how the system contrasts with other comparable

systems, we decided to compare the performance with [45],

a system that handles Jordanian colloquial. Though both

systems handle different dialects of Arabic, nevertheless it

will provide a rough idea on respective performances. The

results are summarized in Table 8. It should be noted that

each system was assessed on a different corpus using a

different set of queries. There could be many reasons for

Table 5 Summary of the results for the dialectal query ( $rhAn) using both search options

Original query Expanded query

Number of relevant instances in the corpus 8 8

Number of retrieved instances 4 9

Number of retrieved instances which are relevant 4 8

List of keywords found in the retrieved instances ( ) ( )

List of irrelevant keywords found in the retrieved instances an erroneous document having the name ( )

List of keywords in the relevant instances that were not retrieved ( ) –

(Precision P, Recall R) (1.0, 0.5) (0.88, 1.0)

Table 6 Summary of the results for the colloquial query ( lAyq Elyts Alfwz) using both search options

Original query Expanded query

Number of relevant documents in the corpus 69 69

Number of retrieved documents 46 61

Number of retrieved documents which are relevant 44 59

List of keywords found in the retrieved documents

List of irrelevant keywords found in the retrieved documents two documents w/names ( ) and ( )

List of keywords in the relevant documents that were not retrieved
( )

( )

(Precision P, Recall R) (0.95, 0.63) (0.96, 0.85)

Table 7 Performance measure for selected 17 queries using the ‘expanded query’ option based on the top 10, 20 and 30 returned results

Queries P@10 P@20 P@30

0.768 0.782 0.793

Table 8 Performance comparison between our system (expanded

query) and [45]

Average P Average R

Our system 0.84 0.93

Shatnawi et al. [45] 0.54 0.66

The latter is intended for the Jordanian dialect. The performance

measure for the other system is as reported in the corresponding

literature
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the difference in the performance: one possibility is the

underlying system and another possibility is that certain

dialects of Arabic are much harder to handle. In Sect. 2, we

mentioned that [45] mapped the dialectal queries to MSA

through CFG grammar using a complex task that involved

determining the type of the query terms. We can argue that

the proposed system is a more feasible solution.

6 Conclusion and future work

Arabic dialects, the spoken form of the language, have

moved into the realm of the written domain. Now, the

dialect is present in online discussions, emails, social

media, blogs, etc. Arabic dialects face many challenges in

natural language processing techniques because they are

less controlled and more speech like. We have plenty of

tools at our disposal to process Modern Standard Arabic

(MSA). These tools, when applied to dialects, yield sig-

nificantly lower performance. This suggests the need to

develop dedicated tools for dialect processing. In this work,

we looked into the web information retrieval problem. A

good information retrieval system must successfully handle

queries expressed in either MSA, dialect, or both. The

system should be transparent to the user, retrieving all

related documents regardless of the Arabic expressed in.

The colloquial or the dialectical Arabic differs from region

to another; each has its own vocabulary, phonology, syn-

tax, and morphology rules. Complicating the matter is the

lack of dialectal vocabulary dictionary. In a way, each

dialect can be considered as a separate language. One of

the biggest problems facing a researcher is the lack of

properly prepared resources covering each dialect. The

proposed system addresses many of the challenges pre-

sented in MSA and the dialects. We presented a model

system that should efficiently handle queries in MSA as

well as dialectal, using as a case study one of the local

Arabic dialects in Saudi Arabia. We offer two search

options, original and expanded query. In the original query,

we retrieve the relevant documents of the query terms,

while in the expanded query, we additionally retrieve the

results of the conversion rules and dictionary equivalence

terms. Testing on a manually compiled corpus of over 1400

documents confirms the improved performance we get

through the expanded query. The average precision for 50

queries was 83.6%, and the average recall was 93.4%.

With regard to future work, we intend to include other

local dialects in Saudi Arabia and compile a comprehen-

sive dictionary of MSA to/from all Saudi dialects. A

longer-term goal is to cover other Arabic dialects. In the

longer term, we intend to build a system that will handle all

the Arabic dialects transparently.
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