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1 Introduction

This article is concerned with a particular type of Trefftz method for 2D scalar
wave scattering problems in the frequency domain, modelled by means of the lin-
ear Helmholtz equation with constant coefficients. In general, Trefftz methods try to
incorporate information about the exact solution into local approximation spaces by
requiring that they are contained in the kernel of the governing differential operator.
This policy looks particularly attractive for wave propagation, which usually involves
oscillatory solutions.

It is not straightforward to marry the Trefftz idea with classical conforming finite
element Galerkin discretisations, cf. the partition of unity method [3,25]. Conversely,
discontinuous Galerkin (DG) methods, which do not impose any interelement conti-
nuity on the trial functions, offer a very convenient framework for the implementation
of Trefftz methods.

For wave propagation problems in homogeneous media, natural Trefftz functions
are plane waves, which give rise to plane wave discontinuous Galerkin (PWDG) meth-
ods. Their oldest representative is the so-called ultra-weak variational formulation
(UWYVF), proposed in [7]. It was not recognised as a PWDG method in the begin-
ning, and a comprehensive convergence theory remained elusive for quite some time.
Finally, in [6,11,13], the UWVF was recast as a DG method, thus paving the way for
using the powerful arsenal of DG analysis.

The first fruit was harvested in [13] in the form of a complete convergence analysis
of the h-version of PWDG. The h-version was also tackled independently in [6], based
on tools from [35]. It turned out that these tools could also be harnessed to deal with the
p-version, and this was done in [17]. Algebraic convergence in p could be established,
though confined to “quasi-uniform” meshes. Of course, here, instead of designating
the polynomial degree, p should be read as the number of plane waves used for local
approximation. Later, in [19], the p-convergence theory was extended to cover locally
refined meshes.

Based on the techniques from [19], in this article, we pursue the ultimate goal of
establishing exponential convergence (with respect to the number of degrees of free-
dom) of PWDG solutions, when the trial spaces are built following a policy borrowed
from standard hp-finite element methods. Assuming domains and data with sufficient
regularity, the idea is to use large mesh cells equipped with many plane waves where
the solution is smooth, whereas small cells are employed to resolve singularities of
the solution at corners of the boundary. This kind of hp approximation with polyno-
mials has seen an amazing development starting from the work of Babuska [2,15];
see [38] for a comprehensive exposition. It has also been adapted to polynomial DG
methods by several authors, see, for instance [21,36,37,41]. Applications to scalar
wave propagation are reported in [10,28,29].

Results on the approximation of Helmholtz solutions by plane waves are pivotal for
our estimates. In this direction, major progress has been achieved in [31,32]. These
works make use of Vekua’s theory and, thus, could exploit known results about the
approximation of harmonic functions by harmonic polynomials. Recently, results in
this direction targeting harmonic functions that can be extended analytically were
obtained in [20], generalising earlier work by Melenk [25]. A proof of exponential
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convergence of the hp-version of (polynomial) Trefftz-DG method for the Laplace
problem was included.

The main result of this work (Theorem 6.5, Sect. 6) is a proof that the L2-norm
of the discretisation error of a special PWDG method on very general, geometrically
graded meshes converges exponentially in the square root of the number of degrees
of freedom. This is the first such result for a numerical method based on plane waves.
For the proof, we had to refine the duality arguments of [19], see Sect. 4, and combine
them with novel L°°-approximation estimates for plane waves given in Sect. 5. The
reason of the restriction to two space dimensions is that the approximation estimates
for harmonic functions we rely on (see Proposition 5.1) were derived in [20] using
complex analysis arguments and thus are proved in 2D only. We find that the error is
bounded by a negative exponential of the square root of the total number of degrees
of freedom employed, while typical polynomial zp-schemes in two dimensions only
deliver exponential convergence in the cubic root of the same parameter, e.g. see [2,
Theorem 5.3]. The results of our analysis hold true also when circular waves are used
instead of plane waves. For simplicity, we assume that the computational domain is
the set difference between two star-shaped domains with common centre; however,
this geometrical setting can easily be generalised, see Remark 2.2.

At this point, we emphasise that our focus is on numerical approximation theory.
We deliberately ignore the key challenge of ill-conditioning of linear systems arising
from PWDG approaches, cf. [22,23]. We even acknowledge that an implementation
of the method investigated below may severely be affected by numerical instability,
see Remark 6.8.

2 Scattering Boundary Value Problem

As in [19, Sect. 2], let Qp C R? be a bounded, Lipschitz domain occupied by a
sound-soft material, which we assume to be star-shaped with respect to the origin 0.
We denote by I'p := 9Q2p its boundary. We introduce another bounded Lipschitz
domain Qg with boundary I'r such that Qp C Qg, and dist('p, C'r) > 0.! We set
Q := Qr\ Qp, and we assume <2 to be piecewise analytic. It may have finitely many
corners ¢,, 1 < v < n., which we collect in the set C := {cv}ﬁ;l. By scaling, we can
always achieve diam(2) = 1, which we take for granted throughout the remainder of
the article.

We focus on the following boundary value problem (BVP) for the Helmholtz equa-
tion:

—Au—ku=0 in 2,
u=20 onIp, (1)
Vu-n+ikdu =gr onlg,

' Forx € RZ and A, B C R2, we denote by dist(x, A) the set-point distance infye4 X —y| and by
dist(A, B) the set-set distance infxc 4 yep [X — ¥l
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with gg € L?(T'g), real wavenumber k, and ® € R a non-dimensional, nonzero
parameter. Since our focus is on true wave propagation problems, in the sequel, we
assume k > 1. In (1), we have written n for the outward-pointing unit normal vector
field on 0€2.

2.1 Stability and Sobolev Regularity

We denote by ||-|lg.p the L?(D)-norm and by |-|¢.p the HY(D)-Sobolev seminorm,
£ e Ng (Ng={0,1,2,...}), where D is a Lipschitz domain. For positive non-integer
values of s, we consider the H*® (D)-seminorm as defined by the Sobolev—Slobodeckij
integral (see e.g. [34, Page 43]). On a Lipschitz manifold D, we use only the L?(D)-
norm and the H*(D)-seminorm for 0 < s < 1. It is convenient to make use of the
following k-weighted Sobolev norms:

4
I0l7 . p = ZkW—” 3, VYveHYD), LeN.
j=0

We assume that Qg is star-shaped with respect to the ball® By, for some
yr > 0. Next, we sharpen Theorems 2.1, 2.2 and 2.3 of [19] (see also [16, Proposi-
tions 3.3 and 3.4]) and obtain the following stability and elliptic regularity result.

Proposition 2.1 Let u be the solution of the inhomogeneous boundary value problem

—Au—Ku=f inQ, (2)
u=0 onlp, (3)
Vu-n=xikdu=gr onlg. )

If f e L%(Q) and gR € L2(TR), the weak formulation of (2)—(4) is well posed in
HY(Q). Moreover, if gr € H' (T'g) for a given 0 < r < 1/2, then there exists sq > 0
depending only on (the corners of) Q, such that u € H'*'(Q) for every t satisfying

1
0§t<§+m, t<r+—, ©)
and the following bounds hold:

lullieo+kllullor, < C( Il fllo,.o + lgrllo,rg ) (6)

Vul,o = CA+ k) (10,0 + Igrllo.re ) + Clerl s (D

where the constants depend only on t, yg and ¥, but are independent of k, f, gr and u.

2 We set B, (xg) :={x € R? : |x —xg| < r}, and By := B;(0).
FolCTM
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Proof For the estimate (6), we refer the reader to [12, Theorem 2.18], [33, Sect. 4]
and, in particular [33, Remark 4.7].

To prove (7), we firstconsider 2p = ¢J. In this case, we appeal to [8, Corollary 23.5],
to [14 Theorem 2.4. 3 and Remark 2.4.5], and interpolation between H ~!(£2) and

H~ +”(S2), and H™ > (T'r) and H? (I'g) for some o > 0, to argue that we can find
sq > 0 depending only on Q2 such that u € H'*(Q) for all ¢ satisfying (5),and

IVul, o = C(Il1Aull gi-1(g) + I Vu ~n||,_%,rk), ®)

where A : H'(Q) — H~!(Q) is the (Neumann-)Laplacian in weak form. In (8) and
throughout the remainder of the proof, all constants may depend only on 7, Qr, Q2p
and ¢

We use the impedance boundary condition (4) to replace the normal derivative in
(8) and find

IVimll, 1 = COI8RN,yp kNl 1 1)

Next, we distinguish two cases: (i) If 1 < 5, thatis t — 5 < 0, then from (6)

“
IVu-ml, 1, = C(llgrllo,ry +kllullo.rg) = ClIgrllo,ry + 1 fllo.2)- (9

(1) Ifr > % weresort to an interpolation estimate in the Sobolev scale [24, Lemma B.1]
and find (0 <7 — 1 < 1

21— 1 2(1-1)
kllull,_y pp = Ck IIMII o ellor, -

We bound ||u|| 1Ty by the trace theorem [24, Theorem 3.37], and ||ull¢ r, by a mul-
tiplicative trace estimate [5, Theorem 1.6.6] and get

)2t 1 1-¢

k”u”t_%’r‘R < Ck(||u||0,gz+ Vullp g ||u|| (||“||OQ+ IVl Q)
< CK' (I fllo. + llgrllo.rp)- (10)
where we used (6) in the last step.

Another interpolation estimate in the dual Sobolev scale, see [24, Theorems 3.30
and B.9], yields

(
Al 1@y < C lAully g IAull o < C(If o0 + &2 lullo.0) Vullg g

1_
S C(Ilfllo.q + &l fllo.q + ||gR||o,rR))l(||f||o,s2 + lgrllo.r,) '
<CU+)(Iflloo+ Igrllory)-
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Combining this with (8) and using (9) together with (10), we arrive at (7) in the
situation Qp = @.

To extend the estimate to the presence of a scatterer occupying Qp # ¥, we can
continue exactly as in the second part of the proof of [19, Theorem 2.3]. O

Remark 2.2 (Non-star-shaped domains) In the case of an interior impedance problem
(i.e. where Q = Qg and Qp = ), k-explicit stability bounds have been proved in
[9, Theorem 2.4] and improved in their k-dependence in [39, Theorem 1.6], without
assuming €2 to be star-shaped. If the scatterer 2p is Lipschitz but trapping, thus not
star-shaped, the constants in the stability bounds may grow exponentially in k, as
shown in [4, Theorem 2.8] (note in particular Eq. (2.22) in [4], and that the functions
vy, in the proof of [4, Theorem 2.8] are compactly supported thus satisfy the boundary
value problem (2)—(4) in a suitable Q). The Sobolev regularity of u is not affected
as long as 2 is Lipschitz.

2.2 Analytic Regularity

In this section, we state an analytic regularity result for the solution u to problem (1).
This result is derived within the setting of [26, Chapters 4 and 5], which extends
the theory of BabuSka and Guo [2] to the case of general elliptic equations with a
perturbation parameter. We essentially combine the L?-estimates of the derivatives of
u given in [26, Chapter 5] with the L°°-estimates of [2, Theorem 2.2].

To translate our problem into the notation of [26], as in [29, proof of Lemma 4.13],
we set

AX) =1, fx)=0(Cr=0), bx)=0 (=0, cx=1/(C,=1I)

the perturbation parameter is

and therefore the length scale is £ = and — < 1. Comparing the expression

1
. - k+ lel
of the Robin boundary condition, we also set

1 1
Gi=—sr (Cor = L lgrlmaay ). G2=—2 (Co,=19).

Recalling that n. is the number of corner points of 9€2, given B € [0, 1)"* and
£ € Np, let Bf; £(82) be the countably normed spaces defined in [26, Chapter 4] (see
also [29, Sect. 1.1]), with weights given by

ne
Pp.p.e(X) = H @, p,cx—¢y)) VpeNy,
v=l1
Fol:'ﬂ
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where

x| ]P"rﬁ

Dppex) = m1nil, min{1, E(|pl + 1}

We set 6(){) = 61,9’1 x)= H';”Zl |x — ¢, |, which, obviously, is independent of k.

Theorem 2.3 There exists a weight vector B € (0, 1) such that, if gr € Bé’ £(TR),

the solution u to problem (1) belongs to Bé £(82). Moreover, there exists a constant

y > 0 independent of k such that u admits a real analytic continuation to the set

P& | g2 (11)
(4

N) = U xeR?: |x—xg| < dey

e n
x0eQ\UPL, ey

Proof (Sketch) Within the general setting of [26, Chapter 5], since 'p NT'g = @
(thus Dirichlet and Robin boundaries do not affect one another), Theorem 5.3.10 and
Proposition 5.4.5 (see also Remark 5.3.11 and 5.4.6) of [26] can be applied, and
taking into account (6), one can conclude that ku € Bé’ £(€2) for some B € (0, 1)".

In particular, denoting by V¢ the derivatives of order £ (more precisely, }Veu(x) |2 =
2 e o=t L1D%ux)[?),

H 6p,ﬁ,gvp+2uH < C (y max{p +2, k})PHIf1 Vp € Ny,

0,2

in addition to
—1
lullpo < Ck™,  [Vulpg <C

(see also [29, Lemma 4.13]); here and in the remainder of this proof, C and y are
positive constants independent of k (C depends on the norm of the boundary datum

gR)-

Along the lines of the proof of [2, Theorem 2.2], making use of the property of the
weight functions stated in Eq. (4.2.4) of [26], and of the Sobolev embedding of [26,
Lemma 4.2.5], one obtains that, for any x¢ € €2,

R -1
|D*u(x0)| < C k*(y max{j +2, k})]+2 (q’j—l,g,s(xo))

< CI(y max{j+2,k) " (@ 05(x0) " (12)

forall @ € N(z), || = j > 1; in the last step we have used the bound 51-,1,/3’5(7(0) >

D 0,e(X0), which holds true since 0 < B, < 1; similar L°°-estimates were derived
in [26, Theorem 4.2.23]. '

Whenever j > k, min{1, £(j + 1)} = 1, and thus 51',9,5()(0) = (5(){0))]; more-

over, max{j + 2, k} = j + 2. By Stirling’s formula, (j + 2)It2 < 24 (j + 2)2j!

FoL g
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which, for large j, gives (j + 2)/*2 < 2(2¢)/ j!. Therefore, we find the following
point-wise bounds for all partial derivatives of u:

o 2 2€V J . 2 .
|D*u(xo)| < Ck*(=—) j! Ve eNg, la|=j>k. (13)
@ (x0)
The analytic continuation to the set in (11) is deduced as in [2, Page 841]. O

Lemma 2.4 With a constant C > 0 independent of the wave number k (but dependent
of the boundary datum g ), the solution u of (1) satisfies

kllull Loy + 1 Vull Loy < CK exp(k/4e).
Proof From (12) and (13), we glean the bounds

|D%u(xo)| < Ck*

(2N e «eNj, xe@\|[Je. 14
J- m 1 |O(| =] > — Z, v=1

with C > 0 merely depending on the data gg.

For x € N(u) let xo € € satisfy |x — xp| < %’;‘)). The existence of such a point
is guaranteed by the definition on NV (u). We have seen that u(x) can be expressed by
means of a Taylor series expansion around X, which paves the way for the following
estimate:

o0 o0
1. 1 .
u(x)| < —D/u(x¢)(x—xp,...,X—Xg)| < — max |D%u(xg)| |x — xo|’
u@l <12, 5D u0) )| = 2 57 max [D%u(o)| Ix — o)
Jj=0 j=0
k|-2 j j
19 o “Z k_z(yklx—xo|)f+ i (2eyA|X—xo|)]
< N = —
it @) TN o)
k=2 5 j
K [k k
< CK? ) +2W2 ) < cktexn (1)
el (58 (5) e conen(d)

The same technique based on a Taylor series shifted by 1 provides a similar estimate
for |[Vu(x)|. O

3 Trefftz-Discontinuous Galerkin Method

We start from a general mesh 7;, on €2, whose elements are curvilinear Lipschitz
polygons. For any element K € 7;, we denote by hg its diameter, and set hpax 1=
maxg 7, hk. Moreover, we define various sets of interfaces Fj, := Ugc7;, 0K, and
Fl = Fn\ 0Q.

EPE?
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On the mesh 7, we introduce the Trefftz space
T(T;,)::[u € LX) : 35 > 0s.t.v e H2T(T;) and Av + k2v=0 in each K € Th}

with H" (7;,) a shorthand notation for elementwise H"-functions on 7. The solution
u of the BVP (1) belongs to T (7;,) and will be approximated in a finite-dimensional
Trefftz-DG trial and test space V(7)) C T (7). At this stage, we need not worry
about the details of constructing V, (75); these are postponed to Sect. 6.2.

We fix bounded functions o, 8 > 0,0 < § < 1/2, bounded away from zero and
defined on appropriate subsets of Fj,. Alluding to the construction of the Trefftz-DG
method in [13, Sect. 2], we call them flux parameters. We introduce the following
sesquilinear form and antilinear functional defined on 7' (7), c¢f. [19, Sect. 3.2], [17,
Sect. 2], [13, Sect. 2],

Ap(u, v) 1=/ ({{M}} - ﬁ[[th]]N) [Vavln dS
_7:/{ ik
~ [, (1% - aiktuny) - 91 s
]:l
h
+ / (u — i (Vhu -n—{-ikz‘/‘u)) (Vpv-n—ikdv) dS
'z ik

— /FD (th ~n—aiku)FdS,

Eh(v):z—/ 5 (ko) 'gr V4T -ndS + [ (1—8)grudsS.
I'r I'r

These are the building blocks of the Trefftz-DG variational problem:
find upp, € Vp(73) suchthat A (upp, vip) = €h(Unp) Yoy € Vp(Zp).  (15)

For its analysis, it is convenient to make use of the mesh-dependent DG-norms:

2 -1 4 2 1 2
=k vty + kot ony]
lvllpg B2 Vrvly o,]—‘,{+ a?[vly 0.7
i lled oot 2 L1 2 12
iy ‘8213‘ Zth-nH +kH(1—8)2192vH +kHa2vH ,
0,'r 0,'g 0,'p
olge = ol +k [ Hwn] , + & o=t awion|]
be 0.7/ 0.7/
_1 12 1l -1 2
+kH8 zﬁsz ny Ha zvhv-nH
0,'g 0,.'p

Here, asin [13,17,19], we have used the standard DG notation for averages {{-}} and
normal jumps [-]| y across interelement boundaries, and V;, designates the elementwise
gradient. Since «, B, § and (1—4) are positive, ||-|| pg (and thus also |- || pg+) is actually
anorm in T (7y), see [17, Proposition 3.2].

EOE';W
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In [19, Propositions 4.1 and 4.3] (see also [17, Sect. 3.1]), we proved the following
consistency, continuity and coercivity properties for the variational problem (15): for
u solution of the BVP (1) and for all v, w € T (7;,)

An(u,v) = €,(0),  [Ap(v, w)| < 2 llpe+ Iwlpe, Im[Ax(v, )] = v} -

This ensures that (15) is well posed, stable and that the Trefftz-DG method enjoys
quasi-optimality in the DG-norm, i.e.

”“ — Unp ” pc =3 vhpeigf(%) “” — Unp ||DG+ J (16)

where uy), is the solution of the discrete variational problem (15). The Trefftz-DG is
therefore unconditionally stable, i.e. the quasi-optimality bound (16) holds with the
same constant for any wavenumber £ > 0, any mesh 7y, any discrete Trefftz space
Vi (75) and any admissible choice of the flux parameters; on the other hand, the DG-
norms used to measure the error in (16) depend on k, 7, ., 8 and § (but not on the
specific discrete space V,(75)).

Remark 3.1 Inthe case of homogeneous Neumann boundary conditions along the inte-
rior boundary now denoted by I'y (scattering by a sound-hard material), the bilinear
form Ay, (-, -) in the formulation (15) contains the term fFN (u— Bik) "' Vyu -n)V,0
-ndSinstead of — [, (Vju - n — aiku)vdS. Wavenumber-explicit stability and reg-
ularity results for solutions in this case, analogue to the one for the Dirichlet case
discussed in Sect. 2, are not available at present.

4 L2-Estimates

Our principal goal is to study the convergence of the discretisation error of the Trefftz-
DG method not only in the mesh-dependent DG-norm ||-|| ¢, but also in the L2(Q)-
norm. This is made possible by a key duality technique originally introduced in [35,
Theorem 3.1] and improved in [17, Sect. 3.2] and [19, Sect. 4.2]. In Lemma 4.5, we
further modify this duality argument to allow for different flux parameters.

4.1 Assumptions on the Meshes

We study the convergence of Trefftz-DG methods for an infinite family of meshes
T := {7} whose members enjoy certain properties uniformly:

(M1) star-shapedness: there exist 0 < pg < p < 1/2 such that, for all the meshes
T, € Tand for all K € 7y, there exists Xy € K such that B, (Xx) C K, and
K is star-shaped with respect to Bpyny (Xk);
Elol:;ﬂ
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(M2) local quasi-uniformity: there exists a constant T > 1 such that, for all the meshes
Ty €%,

T <—<T71 VK, Ky € Ty s.t. [0K| NOK>y| # 0;

M3) boundedness of the skeleton measure: there exists a constant Cx > 0 such that,
for all the meshes 7;, € ¥,
|FL < Cr.

Here and in the following, we adopt the notation |-| for the volume (area or length) of
one- or two-dimensional sets. Assumptions (M1)—(M3) are instrumental for achieving
abstract error estimates in the L2(§2)-norm in Sect. 4.4. In Sect. 6.1, they will be
supplemented with more specific requirements for #p-approximation.

An important tool is the similarity transformation x > X := hgl (x — Xk ), which
takes an element K € 7, to a domain K with diam(Ie ) = 1, which contains B, and
is star-shaped with respect to the ball B, .

4.2 Flux Parameters

We still have the freedom to fix the so-called flux parameters «, $, § entering .A;, and
£p,. Linking them to the local mesh width in a judicious fashion was essential for
coping with locally refined meshes in [19]. Hardly surprising, the right choice of the
flux parameters is also key to a successful analysis of the hp-version of the Trefftz-DG
method. It differs slightly from what was used in [19, Formula (21)].

We fix the function « on any face f C F, }{ U T p as follows:

a7

where a is a positive universal constant, in particular independent of the local mesh
sizes, the local Trefftz spaces, and the wavenumber k. The symbol / ¢ stands for the
local mesh width at the interface f defined as

P minfhk,, hg,} if f =0K; NIK>,
A P if f=aKNax.

Notice that this definition works also in the case of hanging nodes (compare with
Assumption (M2)). Moreover, we choose

B, 8 as fixed positive universal constants, (18)

of course, with the additional constraint § < 1/2.

Remark 4.1 The choice of 8 and § independent of the local mesh sizes, as opposed to
Bly,8lf = h}‘:‘;" as in [19], ensures that the coefficients in front of the gradient terms

FoC'T
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in the DG-norm do not blow up in regions where the mesh is refined. This permits us
to accomplish convergence estimates on strongly locally refined meshes in Sect. 6. To
that end, in Sect. 4.4, we modify the duality argument of [19].

Remark 4.2 The orders of k- and p-convergence of the Trefftz-discontinuous Galerkin
method posed on quasi-uniform meshes are identical to those presented in [17,19],
since for these meshes all flux parameters «, 8 and § are constant. To improve the
orders of convergence in £, the parameters of [13] may be used.

4.3 Trace Inequalities

As technical tools, we use the following trace inequalities:

l013.0x = C1 (" 103 & + hix 10 ) v e H'(K), (19)

3
IVol§ a5 < cz(hg‘ IVl i+ A% Vol K) Yo e H1T(K), s €(0,1/2),
(20)

where C; depends only on pg, and C, on pg, p and s. Taking v = 1 in (19), we can
also see that
[0K| < Cy hg, (21)

with the same C; as above, depending only on py.

Remark 4.3 The dependences of the constants show that the parameters p, pg and i g
capture all the geometrical information that is relevant for the trace inequalities, since
both the “roughness” of dK (i.e. its Lipschitz constant in some parametrisation) and
the “fatness” of K (i.e. the maximal distance of the interior points from the boundary
and the relation between its measure and that of its boundary) are controlled by their
values.

The bound (19) is standard (see, e.g. [5, Theorem (1.6.6)]), while (20), for simplicial
elements, can be proved using [27, Theorem A.2]. Under our Assumption (M1) on
the star-shapedness of the mesh element K, the trace inequalities (19) and (20), with
explicit dependence of the constants on p, po and s, readily follow from the following
lemma by scaling arguments.

Lemma 4.4 Let K C RzAbe such that diam(K) = 1 and let there exist 0 < po <
o < 1/2 such that B, C K, and K is star-shaped with respect to B,. Then,

i < Y2

2 2 1, ¢
(1012 ¢ + 0P ¢ ) vo e H'(K), (22)

442s
1 1 .
2 2 2 5+s
. <C — N N H2ZT (K 0,1/2
I} 5z = Ci s (Wz) (Il +1wl,, ) Ywe HEP®R). se©.1/2).
(23)
FolCT
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where Cp, depends on s but not on K.

Proof We start with (22). Denoting by ng the outward normal unit vector to 9 K, since
K is star-shaped with respect to B, we have

ng(x)-x>pg a.e.on 8[%, 24)

where the inequality is meant to hold for every point x at which ng (x) is defined
(see [18, Lemma 3.1]). Thus,

2 2
II2, =/A vl? ds
’ K

ehH 1
< — AnK~x|v|2dS
PO JIK

_ i : 2 _ i 2 2
= div(x [v]7)dx = Q|- +x-V]|v|7)dx
po JR Po JR

1
= —/(2|v|2+2x.Re{vvv})dx
Po JK

diam(K)=1
==l 2 2
= (0 g+ 1ol 191 ¢)

L (1+V2) >
Ivlig ¢ + 5 IVvllg ¢

IA

2 (o2 4+ —!
J— v n -
00 0.K " 2(1 +4/2)

L+v2 >
= = (100G  + 190G )

which gives (22).

For the bound (23), we recall Assumption (M1) and, without loss of generality,
place the centre of K at the origin, that is, Xy = 0. We identify R? and C and make
use of the polar parametrisation ¥ : C — C such that

UB) =K, V) =vyO)rd?, v:l-m7)—I[p,1-pl

The function  is Lipschitz continuous with constant Ly, satisfying

1— 2
Ly= swp @) <=2 25)
Oe[—mn, ] £0
(see [20, Lemma 4.1]), and the function ¥~! : C — C is Lipschitz continuous as

well, with constant L1 satisfying

lw — v| - 22p + Ly)

; (26)

Ly = sup <
T eCry Y (W) — U (V)] p

FoC'T
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(see [20, Lemma 4.2]).
We have

T 12
iy, e = /WBl)|w|2 dS:/_ ‘(wo\IJ)(e“g)‘ |v/(6)] do

T _ 2
ng/ (wo\l’)(ele)‘ o <2S)M/

L0
(1—p)? (1—p)?
= o Wi, sTcgl(uwownogl +lwowli,, ).

(wo \y)(e“‘))‘ d6

where the last inequality can be proved using [27, Theorem A.2]; clearly, the constant
Cp,, which corresponds to that appearing in the analogous of the trace inequality (23)
for the unit ball By, depends on s and not on K.

By definition of the (% + s)-seminorm by the Sobolev—Slobodeckij integral, the
Lipschitz property of W~!, and by changing variables within integrals, we obtain

V] — V] 2
wo W2 . // |(w o W) (xp) (u;:z )(yB) dxp dys
2+ 1 By J By |XB_YB| g
[ 32 [(wo W) (xp) — (wo W)(yp)I*
/ / v . 342 dxsdys
By J By |‘~I" (xp) =V (YB)|
2
// Ws'w(x) 'f(y” ‘detD\lf_l(x)"detD\IJ_l(y)‘dxdy,
|+25
and

lwo w2, =/ lw o W(xp)[? de=/ w2 ‘detD\I/_l(x)) dx.
B K

From the expression of the Jacobian DW ! in Cartesian coordinates given in the proof
of [20, Lemma 4.2], we compute

‘det DYV~ ’

Therefore,

2 L3+2s
2 (1—p) 2 p-l 2
ol < Co o (n Io g+~ i, ¢

26,25 (1 —p)? 5 1 ( 3 )3“5 5
<= Cp———\Iwlf . +—=|—= w - )
B Mok 27\ 5,2 ik

from which, we get (23). O

Fo C 'ﬂ
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4.4 Duality Argument

By using a similar argument as in [6,17,19,35], we bound the L?-norm of any Trefftz
function by its DG-norm, with explicit dependence of the bounding constant on the
wavenumber. The first part of the proof of the following lemma is identical to that
of [19, Lemma 4.4]. We report the whole proof for completeness.

Lemma 4.5 For any ¢ > 0, there exists a constant C > 0 depending only on the
shape of Q, ¥, po, p, a, B, § and & (in particular independent of V, (1), T, and k)
such that, for any w € T (Tp),

2
+k1+2€(cf+|rR|)] lwllpg -

1
<
lwlo,e <C [kh

max

Proof Let ¢ be in L?(€2). Let v be the solution to the (adjoint) problem (2)—(4) with
f = ¢, gr = 0and “—” in the impedance condition on I"g. From Proposition 2.1, we
know that v € H1/(Q) forall0 < 1 < 1/2 + sq (with sq defined in Proposition 2.1)
and that

e +kllvlpe <Clolog. Vula<CU+k)loloq, (27)

with C > 0 depending only on s, yg and ¢, but independent of k, ¢ and v. In particular,
ve Hit(Q) forall0 < s < sq.

Multiplyingby w € T'(73), integrating by parts twice the Eq. (2) element by element
(using Aw + k*>w = 0 in each K € Ty,), and taking into account that Vv - n = ikdv
onI'g and v = 0 on I'p, we obtain

[(w. $lo.al =| D /aK (Vw-n?—wVv-n)dS

KeT,

'/1 (IVawlnv — [wly - V) dS +/ (Vaw -n +ikdw) vdS
F Tr

_/ w¥o - nds
'p

from which, by the Cauchy—Schwarz inequality,

((w. ool < D (k—%

3

phrsunn 1 54

0. f
fcF!
I _1
k2 oz2[[w]]NH0’fk P N”'"Ho,f)
1 1 1 1 1
k2182907 2V H 2 292 ‘
+ Z ( w-n k2|87 2920 o
fCl'r

FoC'T
H_h
@Springer TeLE|



652 Found Comput Math (2016) 16:637-675

s k2 5—%19%1;’ )
0,f 0,f
1
kz z H _7 —2Vv - H
+ z azw o v-n of
fcl'p
1
< llwllpg G(v)2,
where we have set
G 2 P Jv 2
= 2 2 .
Q el o]+t ot vonl

f Cf;{

+ > % Hs—%ﬁ%v
fcl'r

2 2

‘ + Z k! Ha_%Vv . nH

0,f 0.f
fcl'p

We need to bound G(v) in terms of ||¢>||(2)’Q. We exploit the fact that v € L (L),
together with the Assumption (M3) on the mesh family, in order to bound the terms
containing 8 and §. Since Vv does not necessarily belong to L°°(£2), we cannot use the
same argument for the terms containing . We report, for completeness, the estimate
of the terms containing « from [19].

Using the trace inequality (20) and taking into account the local quasi-uniformity
Assumption (M2), we obtain

2 2
Z k7! Ha_%Vv . n”o’f + Z k! ”oz_%Vv -nHO’f

fcFl fcrp

c 3 o,

KeT,

@ . hﬁg 5
v
Lo (KN EIUTD)) [kh IVolg & + = 1Vol3 Lk

with C > 0 depending only on pyp, p and s. The Assumption (17) on « implies

=

which leads to the estimate

2 2
Z k7! Ha_%Vv-nHOf—l— Z k! Ha_%VvonHO’f

fCF; AR

h25+1
<cC IVVl§ ¢ + A— Vo3
K;h [khmax 0K Kt K]

2 hx
=< ,
L®(@KN(FIUlp)) ~ ahmax

(20)

Fo C 'ﬂ
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where, now, C also depends on a. By definition, 7g < hmax, and therefore (27) (taken
witht = 1/2 4 s) gives

2 2
Z k! Hof%Vv.nHO’f + Z k! Ha’%Vv .nHOJ

fcF! ’ fcTp
< C (k™ hpax + khna)™) 10115, - (28)
We proceed now with the estimate of the terms in G(v) containing 8 and §. Let us

start with the term containing 8. From the Sobolev embedding H!*¢(Q) c C 0(Q),
for any ¢ > O (see e.g. [24, Theorem 3.26]), we have v € L°°(2) and

2

_% 2 I _% -1 1 2
> k|8 v, Sk |Fa| B =BT\ T | Il
. :

P Lo (F]
c h

Provided that e < 1/2+sq, v € H'*?(Q), and there exists C > 0 depending only
on the shape of 2 and ¢ such that

Iy = C( 1010+ 1VVI3.q +1Vo2g ).

By using (27) with t = ¢, we obtain

1
0]y < C (k—2 +14 k%) 115, -

and thus 5
> ke, L =cC F | (" +K2) 1913 (29)
fcF! ’

with C only depending on the shape of €2, #, ¢ and B.

We bound the term containing § similarly:

112 112
> 2kH5 ZﬁZUH <2k 'FR|H5 21921)”
0,f L>°(T'g)
fCTg
<2k 87 191l ooy ITRI Voo »

= C el (K + K742 91 o (30)

with C only depending on the shape of €2, ¢, ¢ and 6.
Thus, collecting the bounds (28)—(30) on the terms containing «, 8 and § in the
definition of G(v), for all ¢ € L*(S2), we have

Gw) = C (K b + K% + [ F UTR| 71 +K142) 1913 o
and thus, due to Assumption (M3) and 25 < 1,

FoC'T
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1

|(w, $)o.q [ 1 142 2
L < C | —— KT CE+TRD | Iwlipe -
Ipllo.0 khmax be
For larger values of ¢, the same bound holds. O

We note that in the assertion of Lemma 4.5, we can take an arbitrarily small ¢ > 0
to reduce the dependence on k, but the constant C may blow up in the limit ¢ — 0 as
it contains the continuity constant of the embedding of H'*4(Q) in L®().

Since u — up, € T (1), from Lemma 4.5 and the quasi-optimality (16), we imme-
diately deduce the following result.

Theorem 4.6 Assume the mesh properties (M1)—-(M3) and that the solution u of (1)
belongs to T (1), and let uy, be the solution of (15). Then, for any ¢ > 0, there
exists a constant C > 0 depending only on the shape of 2, ¥, po, p, &, B, § and ¢ (in
particular independent of V,(1y), T, and k) such that

1

2
+ k2 (Cr + |FR|)] inf  u— v )
L [t = v pg+

1
e~ wloq =€ 5

max

5 Approximation Properties of Plane Wave Spaces

In this section, we consider a Helmholtz solution u defined in the neighbourhood
K, :={x e R? dist(x, K) < nhg}, 0<n<1/2,

of an (open) element K satisfying the star-shapedness Assumption (M1); for simplicity,
we take K to be centred at the origin, i.e. Byp, C K and n(x) - X > pohg a.e. on
0K . We note that K, contains B(,p)n, and is star-shaped with respect to B(yn)h -
Following the theory developed in [20,30,31] we prove approximation bounds for
finite-dimensional spaces made of circular and plane wave functions.

The main ingredients are three: (i) the explicit approximation bounds for harmonic
functions and harmonic polynomials proved in [20] (improving on [25]) and reported in
Proposition 5.1; (ii) the Vekua operators, which permit to transfer these approximation
properties to Helmholtz solutions and circular waves (see a detailed discussion [32]
and the continuity bounds in Lemma 5.2 below); (iii) the approximate inversion of
the Jacobi—Anger expansion, which allows to prove bounds for plane waves (see (39)
below, which was proved in [31, Lemma 4.3]). The interplay of these ingredients is
outlined in Fig. 1.

We consider only W/>*-type norms (as opposed to H/-type) in our bounds; more-
over, since u is analytic in K, its possible singularities lie at least at distance n from
K: these two facts make the proofs easier than those in [31] (even though here we
obtain exponential convergence as opposed to algebraic). On the other hand, we want
to control the dependence of the constants on the geometry of K, through p and po;
thus, we need the sharper bounds of [20].

In the following, for any j € Ny and for a Lipschitz open set D C R?, we define
the Sobolev seminorms |¢|W,-,OO(D) 1= SUPyeN? Ja|=) ||Da¢||Loo(D).

Elol:;ﬂ
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Vs
{u e Wh(K,), Au+ ku = 0} ———— {¢ € WL=(K,), Ag = 0}
Prop. 5.3 Prop. 5.1, holom. intp.
A-ineq. span {eian\mUXD}N,,N ¢————— span {emd’|X“"|}N,,N
N = (1) "=

(Jacobi-Anger)~1, (39)

ikx-d,, 19

span {e m=—q

Fig. 1 The idea behind the approximation estimates of Sect. 5: plane waves approximate circular waves
(Fourier—Bessel functions), which are Vekua transforms of harmonic polynomials, which approximate
harmonic functions, which in turn are inverse Vekua transforms of Helmholtz solutions. The — arrow
denotes the Vekua operators, which are bijective mappings, and the — arrow can be read as “is approximated
by”; the curved arrows are consequences of the straight ones

5.1 Exponential Approximation by Circular Waves

The results in Sect. 4 of [20] give the following harmonic approximation estimates.

Proposition 5.1 Under the above assumptions on p, po, n, K, for any real-valued
harmonic function ¢ € WH(K ), there exists a sequence of harmonic polynomials
{PNn}neN, of degree at most N such that

1-; —
|6 — Pnlyicoxy < Chy e "N [Vl ook, ) » 31)

forall j € No, where C > 0 and b > 0 depend only on p, po, n and j. Moreover, Py
interpolates ¢ in at least (N + 1) points on 0K.

Proof The proof is a slight improvement of that of Theorem 4.10 and Corollary 4.11
of [20]. Using the same notation of the proof of [20, Theorem 4.10] (¢ = ¢ harmonic
to be approximated, f = u + iv holomorphic in D), we define f = f —u(xo, yo)
and g, := qp — u(xo, yo). We have f —qp = f — g, it(xo, yo) = v(xo, yo) = 0,
|Vit| = |Vu| = |Vv]| and

17),0.py = Nillzoey + 0l e

L>®(D)
< diam(D) (| Vil oo (py + 1YVl Lo(py ) = 2 diam(D) [| V|| o)

which shows that the W!-*-norm at the right-hand side of the bounds in the assertion
of [20, Corollary 4.11] can be substituted by the similar seminorm.

The factor h;(_l follows from a simple affine scaling. O

The explicit values of the constants C and b can easily be computed following the
proofs in [20].

EOE';W
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In [32], following [40], the k-dependent Vekua operators Vi, V» : CO(K) — CY(K)
were introduced. They are inverses of each other, i.e. they satisfy V| = V2_1 , and are
bijective and bicontinuous between the following pairs of spaces (see [32, Theo-
rems 2.5 and 3.1]):

HI(K) :={¢ € H'(K), A¢p =0}
VitV
HL(K) := {u € H/(K), Au+Ku =0} VjeN.

In [32, Theorem 3.1], the continuity of these operator in L°°(K)-norm was also
stated. Here, we generalise this result to higher order W/ (K)-norms, maintaining
an explicit expression of the continuity constants.

Lemma 5.2 Forany j € Nand ¢, u € W/*°(K) such that A¢p = Au + k*u =0 in
K, we have the continuity bounds:

Vi1l e k) < (14 khi)?) 1]l 1 (k) - (32)
1
IValulllpoo(xy < (1 + M) el ook » (33)
Vil wiook) < (1 + (khg)2e!) |lyioo k) + k2hge! [@lyim100k) (34)
j—2
+ (L+ ) (j +khg)e! ]ij—e lplwesky
=0

1 1
IValullwroo gy < K hke T2 Jull oo ) + (1 + K2hg e 2 6) Jul ooy . (39)

Proof The two bounds in L°° (K )-norms are simpler versions of [32, Egs. (18), (19)].
To prove the remaining ones, we recall that the operators Vg, with § = 1,2, were

defined as Ve [¢](X) := ¢(x) + fol M¢(x, t)¢ (¢x) dt for two suitable kernel functions
Mg € C*(K x [0, 1]) (see [32, Sect. 2]). Thus, using the properties of multi-indices
o = (xy,an) € N% and the Leibniz rule for multidimensional derivatives D% =

glel
BXO?IW’ we have
1 2

Vel yicoxy = sup
aeN3 a|=j

1
D% + /0 D% (Mg (x, )¢ (1x)) dt

L*°(K)

1
= sup D%¢p + Z oz) (DﬁMg (x, l))l‘“_ﬂl (Da_ﬂ¢)|tx) dr

2 yl—i 0
el lel=J BeNG p=a L®(K)
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o
= |¢‘Wj,00([()+ Szup - Z (ﬂ) sup |M5(, t)}WW-OO(KX[O,l]) |¢'|W\a—ﬂ\,oc(K)
aeNg, |a|=j BeN2 p<a 1€[0,1]
J '
< 1$lwicoxy + D2 A+ 06/ sup [Mg (0] yeoo k0.1 1Plwi-too (k) »
=0 t€[0,1]

Bl B2
where in the last step we used (;) = (%:) (%i) < aﬁllzgi! < el and the multi-index

count [30, Equation (B.10)]. The final estimates follow from the bounds on the kernels
Mg in [30, Lemma 2.3.3]. O

The results of Lemma 5.2 hold if K is replaced by K, by substituting hx with
hg (1 + 2n), since K, is star-shaped with respect to the origin.

Following Melenk [25], we say thatuy € C O(K) is a generalised harmonic polyno-
mial of degree N € Ny if its inverse Vekua transform V;[u ] is a harmonic polynomial
of degree N. As described in [30, Sect. 2.4], generalised harmonic polynomials are
nothing else than circular waves (often called Fourier—Bessel functions), i.e. smooth
solutions of the Helmholtz equation that are separable in polar coordinates: they are
linear combinations of

x = (x| cosy, [X|siny) +—— ei"'”1|n‘(k|x|), —N <n<N,

where J,, is a Bessel function of the first kind and order #.

In the next proposition, we exploit the mapping properties of the Vekua operators
proved in Lemma 5.2 to transfer the approximation result for harmonic polynomials
and harmonic functions of Proposition 5.1 to generalised harmonic polynomials and
Helmholtz solutions (compare with [30, Proposition 3.3.3]).

Proposition 5.3 Under the above assumptions on p, po, n, K, foranyu € WH(K )
solution of Au+k*u = 0, there exists a sequence of generalised harmonic polynomials
{ON}neN, of degree at most N such that

lu — QN|W./Eoo(K)

< CeN R (1 Khie) )M (Rl gy + 1Vl e ) 36)

forall j € No, where C > 0 and b > 0 depend only on p, po, n and j.

Proof Forany N € N, define Qny = V [Pn] where Py is the harmonic polynomial
of degree N associated to V,[u] by Proposition 5.1. Then, for all j > 0,

lu — QN|WJEOC(K)

(32),(34) .
=7 e (1 WP 1Valud = Pyl
j=1
+ 2](] + th) ij—i |V2[I/l] - PN|wl.oo(K) )

=0
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31 _ .
< Ce N (1+ (khg) *2) IV Valulll o k)

(35),n=1/2 —j ;
= NI (14 (ehi) ) et (Rl ey + 190 ey )-

5.2 Exponential Approximation by Plane Waves

In Proposition 5.4, we prove approximation bounds for plane wave spaces and
Helmbholtz solutions. The main result is given by the “inversion” of the Jacobi—
Anger expansion obtained in [30, Lemma 3.4.3]; this allows to approximate circular
waves with plane waves with more than exponential convergence in the number of
plane waves. The final bound is then obtained with a triangular inequality argument,
Cauchy’s estimates for Helmholtz solutions and Proposition 5.3.

The whole proof is just a modification of those in Sect. 3.4.2 and 3.5 of [30]
(see in particular Remark 3.5.8 therein). The main differences are as follows: (i)
here, we never use H/-type Sobolev norms but only W/ *®-type, (ii) we aim for
exponential convergence and require that the function to be approximated be defined
in a neighbourhood of the element, and (iii) the bounds coming from [20] allow to
reduce the dependence of the bounding constant on the element shape to the parameters
p and pg only.

Proposition 5.4 Fix g € N and p = 2q + 1 different unit vectors (the propagation
directions) {d,, = (cos6,,, sin0,,)}4 Assume there exists 0 < ¢ < 1 such that

m=—q-*
2
min |6 — 6| > = ¢. 37)
m,m'=—q,....q p
m#m’

Fixu € WI’OO(K,,) solution of Au + k*u = 0. Then, under the above assumptions
on p, po, n, K, there exists a linear combination of plane waves with propagation

directions {d,,}? —_g Which approximates u with the following error bound:

q
U — E Olmelkx'd”’

m=-q Wi (K)

SC(l+(th)1+7)e3thhI_(l|:(th)ebq+ k (khg) ( +(11<) 7 )]
(cot*(qg +1))?

(K Nl + 1 Vullok, )

forall j € Ny, where C > 0 and b > 0 depend only on p, py, n and j, while cy > 0
is independent of all the other parameters.

Proof We consider N € N such that N < [(¢ — 1)/2] and, using plane waves, we
approximate the circular wave Q y given by Proposition 5.3.
FolCT
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First we note that Vekua’s theory allows to extend Cauchy’s estimates for harmonic
functions to Helmholtz solutions. In particular, we can control the wi (K )-norm
at the left-hand side in the assertion’s bound with the L°°(K,)-norm of the same
function: for any w € L°(K,), Aw + Kw =0,

J
(34) . . . .
Wlyioy = (4 D1+ j+ khg)?)ed DI Valwllyeoe k)

=0
Cauchy est. j 20 0
[30, (2.29)] . . j j—
< A+ D(+j+khg)?)el DK @(nh—K) IValwlll Lk,
£=0
(33).n=1/2

. . 1 i
< A4 N4+ Kh)?) (1 + khg) e ")l [Jwll oo, )
J 1
kit ( 2 )
e nhg
< C(1+ khg) e =T i wll oo i, (38)

where the constant C depends only on j.

We obtain the order of convergence of the plane wave approximation of Qy from
Lemma 3.4.3 of [30] (together with Kyy C B(1—p+pyhgs I'll12(k) < Ak |-l Lo (k)> and
setting K = 0 in the notation of [30, Lemma 3.4.3]): there exists & € C? such that

q q

D St IR R S
m=—q L®(K,) n= L®(B(1—ptnyhg)
el e Y

< (ZN«/N n 1) (1 + (th)’N)

jfiloN'H 2«/5 ;2
amoning (1= p + mkhg)®™!
.e 2

( 1)q+] IV2lOn ]l Lo (k) (39
g+ DT

The norm of the harmonic polynomial V[ Q x] is immediately controlled by that of u
using the triangle inequality and recalling the definition of Qy:

IV2lOn ]Il k) < IValulll ooy + 1V2lul = Vol Qulll oo (k)

(€2))
= c(IValulllzer,y + b 19 Valullzock, )

(33).(35) 1
< Cc(1+ (th)z)ez(1+2”)th(||u||LOO(K,,) +hk “V”“LOO(K,]))

(40)

where C > 0 only depends on p, pg and 7.
We now put together the various bounds: the plane wave approximation error is
split using the triangle inequality in a Fourier—Bessel approximation error (controlled
EOE';W
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in Proposition 5.3) and in a remainder term controlled by (39) (using (38) to reduce
the order of the norm):

q
QN_ Z amglkX‘dm

m=—q

q
u— Z amethdm

m=—q

<lu—ONlwioogx)+
Wi (K)

Wi (K)

(38)

q
i 1 —j o
= |u_QN|Wj,00(K)+C(1+(th)]+4e2th)hK/ On— Z oyt

m=—q

L% (K,)

(36),(39) i .
< N (1 (i) )R (el oo ik, + IVl Lk, )

5 q
N ivdy, —i 3¢ N 3kh
+ C(khg) ™" +khg) ™) h (4&;2) (2 «/N-I—l)eft K
kh q+1
: ((+"1))q2+1 IValOw Lo (k)
q

(“0) : _;
< C(1+ (khg) TT)edkhx I

5 q
_ _ 3e2 hi (khg)?
Nkhg)e ™ + (1 + (khg)™N INUN 1) KK ]
|:( K)e +( + (k) )(4«/5{2) ( + )(q_*_l)L‘;]

(Nl oo iy + IVl i, ),

where C and b depend on j, p, pg, n only. We now fix N := L%J and obtain the
assertion (with ¢g > 0.0119)

q .
w— D oy <C(1+ (khg)! 7)) [(kh,()e—’z’q

m==4 Wieo(K)

+ ﬁ g (khg) 9 (1 + (th)L%J)
4 (g + D}

(K Nl + 190k, )-
]

Remark 5.5 If khg > 1, the numerator of the fraction in the bound in Proposition 5.4
behaves like 2h g (khg)? and can badly affect the convergence of the approximation
by generating a long pre-asymptotic regime in g (compare with the “step” in Fig. 3.1
of [17]). This term comes from bound (3.42) in [30], which can be improved to

khg /2)¢ khi /2 1, khg/2

sup 0] < (khk/2) < e v(g + k/2)
YA !
1e[0,khk] t>q : q:

)

{>q
Elo [y
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where y (a, x) := f(f e 11" 1 dr = T(a)x%e™ ano 1“(#7%1) is the lower incom-
plete gamma function [1, 6.5.2,6.5.4, 6.5.29]. Using this, the numerator can be reduced
to hxq29t 'y (q, khi /2), which has similar behaviour to 2/ x (kh x )¢ for large values
of kh and ¢, but is considerably smaller.

6 Exponential Convergence

As in the case of standard polynomial finite elements, we establish exponential con-
vergence of || U —Upp || 0. in terms of the number of degrees of freedom for particular
families of meshes.

6.1 Geometric Meshes

We restrict ourselves to special instances of families of meshes given by sequences
{71} Len of so-called geometrically graded meshes indexed by a refinement level
L denoting the number of element layers in the mesh, see Assumption 6.1 below.
Meshes of this type with simple polygonal or polyhedral elements have universally
been used for conventional ip-finite element methods [38]. Conversely, we demand
only compliance of {7 }; <y with Assumptions (M1) and (M2) from Sect. 4.1, and,
thus, rather general shapes of the elements are admitted. We impose the following
properties on admissible geometrically graded meshes.

Assumption 6.1 Let0 < o < 1 be a fixed grading parameter. The elements of every
mesh 77, L € N, can be grouped into layers LL 0 <¢ <L, thatis,

L
TL=\JLt. cinLi=vife#l,
=0

such that:

(GM1) the Lth layer E% contains the set of elements abutting a corner;

(GM2) except for the elements in £, the distance of an element from the nearest
corner point depends geometrically on its layer index (recalling that C =
{cv}ln);1 is the set of corner points):

iC>0: C~

ot <
VK e LE, 0<¢

dist(K,C) < Co?
<L-1, LeN; 41)

(GM3) the size of an element depends geometrically on its layer index: 3C > 0 such

that
cl<hg=cC VK e L}, LeN,
o0 -0)<shg <Co'M1—0) VKeLl 1=<t=<L-1 (42
Clol=t <hg < Col~! VK e Lk

FoE'ﬂ
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(GM4) for ¢ > 2, 7} is obtained from 77 _ by refining only elements of L’ﬁ:} (i.e.
Lh = £V forall ¢ < min{L, L'}).

Here and in the sequel, we adhere to the convention that a “generic constant” C > 0
must depend neither on refinement levels € and L, nor on the grading parameter o,
nor on the solution u.

We remind that (GM2) and (GM3) imply that the diameter of an element in the £th
layer is proportional to its distance from the nearest corner:

1
iC > 0: Edist(K,C)fh;ngdist(K,C) VKeEé,LeN,
(43)
1 1—0 . 1—0o
— dist(K,C) <hg <C
C o o

dist(K,0)  VYKeLlk 1<t<L-1.

Appealing to (M1) and (GM3), we can control the area of the elements in a particular
layer:

1
ic>o0: Eg|K|5h%(gc VK € L5, L e N,
1
e A=) Ik < <co?V -0 VKeLfl<t<L-1,

éa“‘“ <|K| <h% < Co¥L=D vK e L.

As a consequence of the mesh construction, the area occupied by the fth layer is
bounded as follows:

area(ﬁé) <C, area(EIL‘) < Co?d=D

1 — 2
area(Lf)=area(£§+l)=area(£§) — area([lgi}) < Co? 20 , 1<e<L-—1.
o

Taking the ratio of the areas in the last two formulae, we thus conclude that the number
of elements per layer is uniformly bounded in ¢:

1
o l<t<L-1,
- (44)

sk oack < c, LeN.

C>0: ik <c

Immediate from (44) is the fact that geometrically graded meshes satisfy (M3) because,
retaining the notation F, ,{ for the set of interior edges of some 77,

7| CD L—1
Al e =C| Xkt X hk+ X X hk
KeTy Kerk KeLlk =1 gerk

(GM3),(44) B L-1 B
< C|:1+0L 1+e21 H2ot-la —0)]
Elol:;ﬂ
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~170 1
=c[t+ot +a+o) 5] TS oy

with all constants independent of L.

6.2 Plane Wave hp-Spaces

The gist of Ap-approximation is to raise the number of plane waves used on each
element along with refining the mesh. This is reflected in the construction of the plane
wave hp-spaces based on a sequence of geometrically graded meshes {7.}; cn as
introduced in Sect. 6.1. To begin with, we set the dimension of the local plane wave
spaces to

p(L):=2L+1, LeN. (46)

For the sake of simplicity, we opt for equispaced plane wave directions (i.e. { = 1 in
Proposition 5.4)

2
cos(=tm)
d;, ( - ) 0O<m<p, peN,
sin(;”m)

which give rise to the local plane wave spaces

p—1
PWp,k(K):Iu € C®(R?) : v(x):Z ap exp (ikd), - (x—xg)), am € C}, p €N,

m=0

where xx was defined in Assumption (M1), Sect. 4.1. Then, the trial and test spaces
for the hp-version of the Trefftz-DG method of Sect. 3 are defined as

Vi = {U S LZ(Q) VK € PWP(L)’/((K) VK e TL},

and the corresponding solution will be denoted by u; € V. Obviously, thanks to
the bound on the number of elements per layer (44), the total number of degrees of
freedom, which is dim V7, is bounded by

1
dimVy < C——Lp(L) VLeN. A7)
— 0

According to Theorem 4.6 and the bound on |]—'}{ | (45), an L-uniform bound of
the discretisation error |[u — uy |lg o is provided by [lu — vy || pg+ for any v, € V.
A concrete choice of vy will rely on particular local approximations of u# chosen
differently for elements away from corners, see Sect. 6.3, and elements at corners, see
Sect. 6.4.

EOE';W
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Before we give details, we elaborate a simpler bound for ||u — vy || p+. Immediate
from the definition of ||-|| pg+ is

2
e 18129y — v, ). H
lu —velpg+ <C Z (k H'B u—vr)-m 0,0K\9Q
KeTr
T R Y ] TRl |
0,9K\T'g 0,0K\09
2
k! HO(_I/ZV(M — ) nH
0,0K\T'x
2
+ 1 81207129 @ — vy
0,0KNT'g
2
k H L — 12912, _ H
+ ( ) (u vL) 0,0KNI'g
2
-|-kH8_1/2191/2(u—vL)H )
0,0KNTg

Thanks to the particular choice of the parameters «, 8 and § made in (17) and (18),
we thus arrive at the bound

hmax 2
e = oLl ax )-
hk

e =velhge = € D (KT IV = ve) mif o +
KeTp
(48)

where we have used the fact that the local quasi-uniformity Assumption (M2) implies
hy < thg for any face f of the element K; thus, in the estimate (48), C depends on
the local quasi-uniformity of the mesh.

6.3 Estimates Away from Corners

A simple consequence of Theorem 2.3 is the possibility to extend u analytically beyond
d K, provided that K does not abut a corner. The solution can be extended to a distance
from K proportional to the distance from the closest domain corner, thus proportional
to the diameter of K itself, thanks to relation (43). The proof is similar to that of [20,
Lemma 5.4] and given for convenience.

Lemma 6.2 There exists n. > 0 depending only on the shape of Q and on o, in
particular, independent of u, k and L € N, such that the solution u of (1) is analytic
in

K, ={xe R? : dist(x, K) < nihk }

and belongs to Wl’OO(K,,*)for all K € Ty \ LE, that is, for all elements not adjacent
to a corner.

Elol:;ﬂ
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Proof 1t goes without saying that we will rely on (11) from Theorem 2.3. For x € €,
by the geometric triangle inequality, we have the simple estimate

ne ne

o) = [[Ix—eul = x—cul 27" [ ] lew —ul,
v=1 v=1
VFEWR

if w is the index of the corner closest to x. Hence, forx € K, K € 7 \ LL we find
the lower bound

d(x) > Ce dist(K,C), Ce:=2'""" min } [T len —ecul.

Thus, from (11), we conclude that u is analytic in

dist(K
U iXGRZ; |X_X0|<Ccls—(’c)}
ey

xpeK

C
— {x e R?: dist(x, K) < —-% dist(K,C)} .
4ey

The distance dist(K,C) is related to the size of K by (43), which provides
C 't hg < dist(K,C),if K € LF, 1 < £ < L —1,0r C"'hg < dist(K, ),
if K € L(I)‘, where the constant C is that in (43). This yields the assertion of the

. . . o C,
lemma, for instance, for the choice n, = min{1, T }488}, ok O

From this lemma, it is immediate that u € L>°(K) and Vu € L*®(K)? for every
element K € 7 \££. Now we fix such an element K. If w € L°°(K), the consequence
(21) of the star-shapedness of K gives

lwllg ok < DKWl Foek) < Chk Wl -

Hence, the contribution of the elements K € 77 \ £é to the right-hand side of estimate
(48) can be bounded by

B kh
> (Ve v nl g+ S = v R )
KeT \LE K
hk
< > 6(7 IV @ = vr) 170k + Khmax ||u—vL||ioc<K)). (49)
KeT \CE

Along with Lemma 6.2, this paves the way for using the approximation result of

Proposition 5.4 for ¢ = 1 [defined in (37)] locally on each element K € £L o <

¢ < L—1:picking vy € PWp(p) k(K) as a suitable linear combination of equispaced
plane waves according to Proposition 5.4, we find

EOE';W
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K
~ IV @ = 00wy + Kltmas Nl = VLl )

h (k) /2 (14 (kh) L7
(co(L + 1) 7

< C (khmax) % (kh )" | (khg)e L+

2
(N, + 1Vulog,,) )
2
hi (14 (khg)"™")

(co(L + 1) 7

2
(Kl + IVl o,y ) (50)

< C (khmax)l7€6th hK e—bL +

The constant C essentially agrees with the constant C in the assertion of Proposition 5.4
and inherits its dependency on p, po and n,. The exponential rate b is the same as in
Propositions 5.1 and 5.4.

6.4 Estimates at Corners

OnK € Eﬁ , we can neither take for granted Vu € L°°(K), nor analyticity of u beyond
d K . Fortunately, since the combined area of these elements is very small for large L,
simple local estimates suffice. Our aim is to control the terms relative to K in (48) with
some bounded function of u, independent of K, multiplied with any positive powers
of hg; then, the geometric scaling (42) for £ = L provides exponential convergence
in L.

The first tool we need is the polynomial quasi-interpolation operators Q™, m =
1, 2, introduced in [5, Chapter 4], which project onto the spaces PP, of two-variate
polynomials of degree at most m — 1. In particular, we make use of Q ;{ and Q?& for

each K, where K is the scaling of the element K € ’TLL as introduced in Sect. 4.1. We
remind that the projectors Q™ rely on Taylor expansions averaged over By,. Then [5,
Corollary (4.1.15)] gives us

-
o

o = Cmi @l 5, VO € HMHED, =01 m =12, (D

with constants Cy, ; depending only on pg. Moreover, by the Bramble—Hilbert Lemma
from [5, Lemma (4.3.8)], we know

. < Clid],, ¢ v € H™(K), m=1,2, (52)

where C), depends on pg only. By interpolation between H 2K ) and L2(I€ ) of the
operator (Id — Q% ) taking values in L2(K ), we conclude from (51) and (52) form = 2
and j =0
FoCT
i
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L =Clily, Vi e H2T(K), s€(0,1/2),  (53)

with, as before, C depending on pg only. Next [5, Lemma ({.1.17)] asserts that V o
Qi = Qk o V, which yields, by interpolation between H'!(K) and L?(K), applying
(51) and (52) to Vi withm = 1 and j = 0,

~ ~ ~ ~ 3. .~
HV(w — Q?ew)HOJe =C[Vid],,, ¢ Ve HITR), se€©1/. (54)

The second tool is a set of special results about the approximation of polynomials
by plane waves which can be derived combining Lemma 3.10 and Proposition 3.9 in
[13]. In that article, the estimates target a family of triangles and the unit square, here
we need the estimates on the unit disc only.

Lemma 6.3 For odd p > 5, k > 0, and any p1 € Py(By), we can find 0, €
PWp £ (B1) such that

|51 = 0pllo 5, < CE | B1] 5, (55)
|131 _ﬁp}],Bl 5C(1€+1)]€2 ”ﬁluo,Bl J (56)
[pl5,5, = Ch+ D[ pi] p, - (57)

Based on this lemma, we prove other auxiliary estimates.

Lemma 6.4 Fixodd p > 5and s € (0,1/2). For every K € Ty and u € H%J”(K),
we can find v, € PW), ((K) such that

= vpllg. = € (R W, o + kK Il k) (58)
=y} o =€ (™ Wi, o+ Ghi + DR Nl ). 59)

V(- v,,)|l+sK_ (|u|2 +(1+th)4h1 2sk4||u||0K) (60)

with constants C > 0 independent of u, K and L (depending only on py and p from
Assumption (M1)).

Proof Set p := Q?ezi and write ), € PWp IE(I%)’ with k := hgk, for the plane wave
approximation of p according to Lemma 6.3. Its transformation back to K provides
vy € PW, 1 (K). Simple transformations of norms yield

lu=vpllox =

< hy (Hu —plog +15- ﬁpHo,Ie)
f ChK (C |ﬁ’%+s,le + Hﬁ - ﬁP”O,Bl)

FoE'ﬂ
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(55), (51) n ~
=" Chi (|aly,, ¢+ 05K [l 5, )

3+s 2,2
<C|\hg IuI%H‘K—Fth lullox ) -

Rather similar arguments establish the second assertion of the lemma for the same v),:

<

iy, g+ Gk + Dhik?

O,Bl)

sk + Ok DR il )

b

3+
<C (hlz( ' |M|%+S’K + (hik 4+ Dhgk? ||M||0,K) .

The third estimate follows along the same lines, using ’V 13| 1is g =1 Pl =0:
27T, ’

1 N ~
=hg’ V@~ 0p)|;

|V(u —Up)|1 §+s,1€

5+, K
1

< (Y@= Py g+ VG =p]1,02)

4 _1_
e (IValy oz + 16 =00l5z)
(57 1l

= Chi? " (|Vitly ., g+ ik + DER 5] 4, )

(&2 B
( O’Bﬂo)

< Chy’
2,275,
= C\luls g g + (hxk+ D% k= llullo.x ) -

i

iy g+ Gk + Dhick?

O

The natural candidate for a local plane wave approximating u on K € Eﬁ is
vL |k = vp with v, supplied by the previous lemma. Then, we can tackle the terms
on the right-hand side of (48) invoking Lemma 6.4 and the trace inequalities (19) and
(20), respectively:

kh 2 (19 _kh 1 2 2
P S 5 (] =l

1
= Ckhmax (/’1_2 ”u —Up ”(2)1( + |u - vpﬁvK)
K

(58), (59)
=l (2 0, o+ (20 + DRIl )

FolCT
s
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1 )
V@ upl e = 7 (e 196 =0l + B [V = w4

(59) 60) C
= (MR R+ Rk ekl g ).

Therefore, taking into account the geometric scaling of the elements GM3, the con-
tribution of K to the right-hand side of (48) can be bounded as

s = vy
hx Pl10,0K

SCOzsL( 11+ &2h max)|u|3+ ot + ha (1 + k) ull, K)

1 2
%”V(” —vp) -k +

< Co®L 1+ ) (k” ¢ K IIMII%,K) . 61)

6.5 Main a Priori Error Bound

Now we combine the estimates obtained in Sects. 6.3 and 6.4 into a final best approx-
imation estimate for u in V; in terms of the DG -norm, on families of geometric
meshes complying with Assumptions (GM1)—(GM4). The focus is on asymptotic
behaviour with respect to the depth L of refinement. Hence, we do not look for the
best possible k-dependence of the bounding constants. An explicit expression of the
dependence on k, o and u of the constant C , the exponential rate b and the minimal
number of layers L in the assertion of next theorem is shown in the proof.

Theorem 6.5 Denote by u the solution of BVP (1), modelling the scattering by
a sound-soft star-shaped obstacle, and by uj, its approximation obtained by the
Trefftz-DG method (15) defined on a mesh Ty, with L refinement levels belonging
to a family of geometric meshes with grading parameter o as in Assumption 6.1,
and with local approximating plane wave spaces of dimension p(L) = 2L + 1.

Then, there exists a threshold L € N and two constants C , b > 0 with b and
L independent of k, such that

lu —upllpq < Ce VamVe yp S T

Proof Combining the result of Theorem 4.6 with (48), for all & > 0, we have with a
constant C > 0 independent of L, k, and u

Thm. 4.6 )
le—ulfe = C( +k"25(Cr +ITkD) inf flu—vel
L L

khmax

inf (KT IV @ = o) - mid g+ = e oz g )-

@5).48) _f1+2e
< C
1l—0o KeT, ULEPW[,<L)_k(K) h[(

FoE'ﬂ
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Next, we split the sum into two parts comprising the small cells of layer Lﬁ and cells
away from corners, respectively:

max

. _ kh
> et (KTIVG— v mi e + e = v 05 )
| VL EPWp(1) i (K) hg

KelZL

QD ot (141, (7", o+ K 1l &)
2 9
Prop. 2.1 }
<7 Co k(U + k) (Igr IR r, +1gr Py )-

for all s € (0, min{sq, r}), with sq and r as in Proposition 2.1. For an element K
away from corners, with K, as introduced in Lemma 6.2, B(u) := (k IIMIILW(QU*> +

IVullo,, )% Q. = U Ky, CN @),
KeT \LE
. _ khms
> inf (k "IV =) - nll yx + —— llu — vL||%,3K)
KG’]’L\[:L ULEPWP(L)J((K) I’lK
L
(49) (50)

h2 (1 4+ (kh )22
(khmax)17 Okhmax B(u) Z hx |:e—2bL + K( + (khg) - )
KeTp\LE (co(L + 1))

= Clkhma) e By | D" hge "
KeT \LE

Z h3 + (th)ZL—Z)
(CO(L + 1)) KET \[:L

=: C (khma)""e%" ™ B@)[(1) + (I D)].

We bound separately (/) and (I17):

() = Z > hk oL & C(#EO +Z#£,L =1 — ))

=0 kel
L2
. c(1+(1+a)zo )e_2bL
=0
L1
<C 1+(1+U)(1 o) oL c oL,
- (1—0) T l1—-0o

(an = P Z D h (14 (khg) )

(C (L+1) =0 ket

Fo C 'ﬂ
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(42) C(#‘CL(I + (khmax)zL 2) +Zf 11 #ﬁL 3301 — 0)3( + (khg )ZL 2))

(co(L + )"
@ C((1+ ()72 + (1 +0)(1 = 002 XT3 02 (1 + (kh) 7))
N (co(L + )"
C (14 U272 + (1 4 0)(1 = 00 5222 (14 (R 7))
: (oL + 1)
11’_“0251 ¢ (1+ (khma)*" %) < Cleo L)™H (1 4 (khmax)*")

(co(L + D))"
C((G L™ + (G L) khma)H"H/2) L7112
<Cle 1/Qcge) 4 e(khmax)‘*/(z%e)) LL2,

where in the last step, we have used the bound (aL) L2 < ¢1/2ea) which holds for
alla,L > 0.

Combining the above estimates, taking into account that B(u) < C k10¢k/2¢ que to
Lemma 2.4, gives

142¢

lu = ulyg <€ 7= (14 Khna)") (ka“ + k10 ﬁkhmaﬁk/zg(—l —

+ (el/(2c(2)e) + e(khmax)“/(Zcée))L—L/z))’

where we have incorporated in C the dependence on gg. We have

O_ZSL — e—L(—2sloga)’ L—L/Z — e—L(log\/Z)’

Assuming L > ¢*?, all the exponentials are bounded from above by ¢~ 2min(=slogo.b}L

Thus,
||M _ ML”O,Q S C(k) e—min{—sloga,b}L,
with

c’ [kéek/4e][(1 n (khmax)17/2)e3khmax+max{1,(khmax)4}/(4c(2)e)]

Ck) =

’

l1—0

with C” independent of o, k and L. Since, by (46) and (47), L > C((1 — o) dim V1) > R
with C only depending on the constants appearing in Assumptions (M1), (GM2) and

Fo C '71
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(GM3), the assertion of the theorem follows with
b = C~/1 =0 min{—slogo, b}.
O

The proof of Theorem 6.5 shows that the rate b of exponential convergence of
the Trefftz-DG method and the layer number threshold L depend only on: (i) the
regularity parameter s relative to the solution u; (ii) the mesh grading parameter o;
(iii) the parameter b from Proposition 5.1 (and [20, Corollary 4.11]), which is the
exponential convergence rate for the approximation of certain harmonic functions by
harmonic polynomials and which in turn depends on the star-shapedness parameters
p and pg in Assumption (M1) and again on o via Lemma 6.2.

Remark 6.6 If we monitor the dependence on k throughout the proof of Theorem 6.5,
we see that if the “scale resolution” condition khy,x < 1 on the initial mesh 77 is
satisfied, then the constant C in the error bound of the theorem grows in k as kOek/4¢.
The bound in Lemma 2.4 on the analytic extension of u is responsible for a factor
k>ek/4¢; we expect that a refinement of this argument might make the constant of the
final bound of Theorem 6.5 linear in k under the above scale resolution condition.

If the scale resolution condition is not satisfied, the constant C may increase like
exp(k*) for k — oco. (We note that the more than exponential term in k only appears
multiplied to the fastest converging term in L, i.e. L~L/2.) This bound can easily
be improved to exp(k>*€) for any € > 0 (substituting the assumption log L > 4b
with log L > 2(2 + €)b/€). However, we believe that also this prediction is way too
pessimistic.

Remark 6.7 The Trefftz-DG method with a basis composed by circular waves (i.e.
Fourier—Bessel functions) can be considered in the same setting examined here (graded
meshes, flux parameters). Using Proposition 5.3 instead of Proposition 5.4, the same
exponential convergence in the square root of the total number of degrees of freedom,
as in the plane wave basis case, is achieved.

Remark 6.8 For piecewise polynomial hp-approximation, it is possible to use local
degreeson K € Ef linearly increasing with L — ¢ without affecting overall exponential
convergence [15,37]. If o is sufficiently small, the same result is possible in the present
setting, by a slight modification of the analysis of Sect. 6. If in (46) we chose to use

p(L,0):=2(L—€)+5

plane waves in each element K € Ef (recall that we need p > 5 in Lemma 6.4), the
bounds of the terms (/) and (/7) in the proof of Theorem 6.5, which are the crucial
points to obtain the exponential convergence in L, are modified as follows, provided
thato < e~ 2b ,

Elol:;ﬂ
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L-1 L—1
o)
(D=2 > he DI (#ef+ > #LE 0T (1 = o)) EHD
=0 gegh =1

L—2
(44) C
< C(l +(+o0) Z(Gezb)e)e—zb(uz) < o 2LA2).

= 1—ge2b
=0 1 —oe
W3 (14 (khg)>E=0+2
()= k(L ) L—Z+2)
KeT \LE (co(L = £+3))
- ca+ (khmax)2L+2) L—1 e—ﬁb(lfl)(] + (th)Z(Lfe)JrZ)
(@ +3)™ T (@ —t+3)

The first term in (1 1) can be bounded with an exponential by proceeding as in the proof
of Theorem 6.5. For the second term, simply using the partial sum of the exponential
function and (m + 2)™™ < 1/m!, we have

L—1 67617((71)(1 4 (th)z(L*E)+2)
= (@ —e+3)
(m:=L—+1) - e=OPE=m) (1 4 (khg)*™)
2 (com+ )"
=L L o0 max(l, (khma)?1\" (1 \"
> ( ) (i)

<
- 2cp co m+2
m=2
—6bL
(¢ eeGbmax{l,(khmax)z}/co o ObL
- 2c

Such a reduction of the plane wave number in the small elements near the corners
seems to be inevitable in practice to curb the instability of the plane wave basis, see
[22].
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