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Abstract The purpose of this work is to study solution techniques for problems involv-
ing fractional powers of symmetric coercive elliptic operators in a bounded domain
with Dirichlet boundary conditions. These operators can be realized as the Dirichlet-
to-Neumann map for a degenerate/singular elliptic problem posed on a semi-infinite
cylinder, which we analyze in the framework of weighted Sobolev spaces. Moti-
vated by the rapid decay of the solution to this problem, we propose a truncation
that is suitable for numerical approximation. We discretize this truncation using first
degree tensor product finite elements. We derive a priori error estimates in weighted
Sobolev spaces. The estimates exhibit optimal regularity but suboptimal order for
quasi-uniform meshes. For anisotropic meshes instead, they are quasi-optimal in both
order and regularity. We present numerical experiments to illustrate the method’s per-
formance.
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1 Introduction

Singular integrals and nonlocal operators have been an active area of research in
different branches of mathematics such as operator theory and harmonic analysis (see
[59]). In addition, they have received significant attention because of their strong
connection with real-world problems since they constitute a fundamental part of the
modeling and simulation of complex phenomena that span vastly different length
scales.

Nonlocal operators arise in a number of applications such as boundary control prob-
lems [33], finance [23], electromagnetic fluids [49], image processing [38], materials
science [8], optimization [33], porous media flow [27], turbulence [5], peridynamics
[58], nonlocal continuum field theories [34], and others. Therefore, the domain of
definition £2 could be rather general.

To make matters precise, in this work we shall be interested in fractional powers
of the Dirichlet Laplace operator (—A)*, with s € (0, 1), which for convenience we
will simply call the fractional Laplacian. In other words, we shall be concerned with
the following problem. Let £2 be an open and bounded subset of R” (n > 1), with
boundary d£2. Given s € (0, 1) and a smooth enough function f, find u such that

1.1
u=0, on 052. (1D

I(—A)Su —f in 0,
Our approach, however, is by no means particular to the fractional Laplacian. In Sect. 7
we will discuss how, with little modification, our developments can be applied to a
general second-order, symmetric, and uniformly elliptic operator.

The study of boundary value problems involving the fractional Laplacian is impor-
tant in physical applications where long-range or anomalous diffusion is considered.
For instance, in the flow in porous media, it is used when modeling the transport of
particles that experience very large transitions arising from high heterogeneity and
very long spatial autocorrelation (see [10]). In the theory of stochastic processes,
the fractional Laplacian is the infinitesimal generator of a stable Lévy process
(see [12]).

One of the main difficulties in the study of problem (1.1) is that the fractional
Laplacian is anonlocal operator (see [19,21,47]). To localize it, Caffarelli and Silvestre
showed in [21] that any power of the fractional Laplacian in R" can be realized as an
operator that maps a Dirichlet boundary condition to a Neumann-type condition via an
extension problem on the upper half-space R’:rl. For a bounded domain §2, the result
by Caffarelli and Silvestre was adapted in [16,22,60], yielding an extension problem
that is now posed on the semi-infinite cylinder C = £2 x (0, co). This extension is the
following mixed boundary value problem:
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div(y*Vu) =0, inC,
u=20, on 9;C, (1.2)
A —d,f, on 2 x {0},

where 9;,C = 952 x [0, o0) denotes the lateral boundary of C, and

ou .
= a2

is the the so-called conormal exterior derivative of u, with v being the unit outer normal
to C at £2 x {0}. The parameter « is defined as

a=1-2s e (—1,1). (1.4)

Finally, d; is a positive normalization constant that depends only on s; see [21] for
details. We will call y the extended variable and the dimension n + 1 in R’fl the
extended dimension of problem (1.2).

The limit in (1.3) must be understood in the distributional sense; see [16,19,21]
or Sect. 2 for more details. As noted in [21,22,60], the fractional Laplacian and the
Dirichlet-to-Neumann operator of problem (1.2) are related by

u
di(—A)’u = Fw in £2.

Using the aforementioned ideas, we propose the following strategy to find the
solution to (1.1): given a sufficiently smooth function f, we solve (1.2), thereby
obtaining a function u : (x’,y) € C — u(x’,y) € R. Settingu : x' € 2 —
u(x") = u(x’,0) € R, we obtain the solution to (1.1). The purpose of this work is
then to make these ideas rigorous and to analyze a discretization scheme that consists
of approximating the solution to (1.2) via first-degree tensor product finite elements.
We will show suboptimal error estimates for quasi-uniform discretizations of (1.2) in
suitable weighted Sobolev spaces and quasi-optimal error estimates using anisotropic
elements.

The main advantage of the proposed algorithm is that we solve the local problem
(1.2) instead of dealing with the nonlocal operator (—A)* of problem (1.1). However,
this comes at the expense of incorporating one more dimension to the problem and
raises questions about computational efficiency. The development of efficient com-
putational techniques for the solution to problem (1.2) and issues such as multilevel
methods, a posteriori error analysis, and adaptivity will be deferred to future reports. In
this paper we carry out a complete a priori error analysis of the discretization scheme.

Before proceeding with the analysis of our method, it would be instructive to com-
pare it with those advocated in the literature. First of all, for a general Lipschitz domain
2 C R" (n > 1), we may think of solving problem (1.1) via a spectral decomposition
of the operator —A. However, to have a sufficiently good approximation, this requires
the solution to a large number of eigenvalue problems, which in general is very time
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consuming. In [42,43] the authors studied computationally problem (1.1) in the one-
dimensional case and with boundary conditions of the Dirichlet, Neumann, and Robin
types and introduced the so-called matrix transference technique (MTT). Basically,
MTT computes a spatial discretization of the fractional Laplacian by first finding a
matrix approximation, A, of the Laplace operator (via finite differences or finite ele-
ments) and then computing the sth power of this matrix. This requires diagonalization
of A, which, again, amounts to the solution to a large number of eigenvalue problems.
For the case £2 = (0, 1)2 ands € (1/2, 1), [62] applies the MTT technique and avoids
diagonalization of A by writing a numerical scheme in terms of the product of a func-
tion of the matrix and a vector, f(A)b, where b is a suitable vector. This product is
then approximated by a preconditioned Lanczos method. Under the same setting, the
work [18] makes a computational comparison of three techniques for the computation
of f(A)b: the contour integral method, extended Krylov subspace methods, and the
preassigned poles and interpolation nodes method.

The outline of this paper is as follows. In §2 we introduce the functional framework
that is suitable for the study of problems (1.1) and (1.2). We recall the definition of the
fractional Laplacian on a bounded domain via spectral theory, and in addition, in §2.6,
we study the regularity of the solution to (1.2). The numerical analysis of (1.1) begins
in §3. Here we introduce a truncation of problem (1.2) and study some properties of
its solution. Having understood the truncation we proceed, in §4, to study its finite
element approximation. We prove interpolation estimates in weighted Sobolev spaces
under mild shape regularity assumptions that allow us to consider anisotropic elements
in the extended variable y. Based on the regularity results of §2.6, we derive, in §5,
a priori error estimates for quasi-uniform meshes that exhibit optimal regularity but
suboptimal order. To restore optimal decay, we resort to the so-called principle of
error equidistribution and construct graded meshes in the extended variable y. They
in turn capture the singular behavior of the solution to (1.2) and allow us to prove
a quasi-optimal rate of convergence with respect to both regularity and degrees of
freedom. In §6, to illustrate the method’s performance and theory, we provide several
numerical experiments. Finally, in §7 we show that our developments apply to general
second-order, symmetric, and uniformly elliptic operators.

2 Notation and Preliminaries

Throughout this work £2 is an open, bounded, and connected subset of R”, n > 1,
with Lipschitz boundary d£2. We define the semi-infinite cylinder

C = x (0, 00) 2.1
and its lateral boundary
a.C = 082 x [0, 00). 2.2)
Given 9> 0, we define the truncated cylinder,

Cy= 2 x(0,9). 2.3)
FolCT
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The lateral boundary 9;,Cy is defined accordingly.

Throughout our discussion we will be dealing with objects defined in R"*!, and
it will be convenient to distinguish the extended dimension because it plays a special
role. A vector x € R"*! will be denoted by

x = (xl’ o ’xn’xn+l) — (x/’xn—&-l) — ()C/, y),

with x' e Rfori =1,...,n+1,x’ € R" and y € R. The upper half-space in R"*!
will be denoted by

R = {x=(,y): X eR" yeR, y>0}.

Let y = (y!, y?) € R? and z € R"*!; the binary operation © : R? x R*+! — R#+!
is defined by

,y O 7 = (ylz/’ )/2Zn+1) c Rl’l-‘rl. (24)

The relation a < b indicates that ¢ < Cb, with a constant C that does not depend
on either a or b but might depend on s and §2. The value of C might change at each
occurrence. Given two objects X and Y in the same category, we write X — Y
to indicate the existence of a monomorphism between them. Generally, these will be
objects in some subcategory of the topological vector spaces (metric, normed, Banach,
Hilbert spaces), and in this case the monomorphism is simply continuous embedding.
If X is a vector space, then we denote its dual by X’.

2.1 Fractional Sobolev Spaces

Let us recall some function spaces; for details the reader is referred to [28,48,50,61].
For 0 < s < 1, we introduce the so-called Gagliardo—Slobodeckii seminorm

/ \|2
lw|3 = fwle) = won) " dx| dx}
H?(£2) |xi _ xé|n+2§ =42

The Sobolev space H*(§2) of order s is defined by
H' (Q) = [w € LX) : |wlpa) < oo}, 2.5)

which, equipped with the norm

1
2
el = (Nl + B )

is a Hilbert space. An equivalent construction of H*(£2) is obtained by restricting
functions in H*(R") to §2 (cf. [61, Chap. 34]). The space Hj(£2) is defined as the

FoC'T
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closure of C{°(§2) with respect to the norm || - || g5 (@), i.e.,

H(@2) =Ccr@) @, (2.6)

If the boundary of §2 is smooth, an equivalent approach to defining fractional
Sobolev spaces is given by interpolation in [48, Chap. 1]. Set H?(£2) = L?(£2); then
Sobolev spaces with real index 0 < s < 1 can be defined as interpolation spaces of
index 6 = 1 — s for the pair [H'(£2), L?(£2)], that is,

HY () = [Hl(.Q), L2(.{2)]0 . 2.7

Analogously, fors € [0, 1]\ {%}, the spaces H(j (§2) are defined as interpolation spaces
of index 6 = 1 — s for the pair [H_} (£2), L>(£2)], in other words

Hj($2) = [Hol(.Q), Lz(.Q)]e, 60 # % 2.8)
The space [HO1 (£2), LZ(Q)] 1 is the so-called Lions—Magenes space,
2

1
HR(2) = [H(} Q) LZ(.Q)]

l’
2
which can be characterized as
3 w(x')
H(2) = €H2 2.9
00(§2) = qw 2): /dlst(x 9y X <o 2:9)

(see [48, Theorem 11.7]). Moreover, we have the strict inclusion Hoo (£2) & - H, 1/ 2(.Q)
because 1 € l/ 2(5?) but 1 ¢ H HY 2(.Q) If the boundary of £2 is LlpSChltZ the
characterizatlon (2 9) is equivalent to the definition via interpolation, and definitions
(2.7) and (2.8) are also equivalent to definitions (2.5) and (2.6), respectively. To see
this, it suffices to notice that when £2 = R", these definitions yield identical spaces and
equivalent norms (see [3, Chap. 7]). Consequently, using the well-known extension
result of Stein [59] for Lipschitz domains, we obtain the asserted equivalence (see [3,
Chap. 7] for details).

When the boundary of £ is Lipschitz, the space C§°(£2) is dense in H*(2) if
and only if s < 1, ie., H{(22) = H*(22). If s > 1, we have that Hj(£2) is strictly
contained in H*(£2) (see [48, Theorem 11.1]). In particular, we have the inclusions

Hy*(2) S Hy(2) = H'(£2).

Fo C 'ﬂ
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2.2 Fractional Laplace Operator

It is important to mention that there is no unique way of defining a nonlocal operator
related to the fractional Laplacian in a bounded domain. A first possibility is to suitably
extend the functions to the whole space R” and use the Fourier transform

F((—=AYw)(E) = £ Fw)(&).

After extension, the following pointwise formula also serves as a definition of the
fractional Laplacian:

wE) —w@)

(A’ wx) = C,,,Sp_v./ JEpTE=E dz’, (2.10)

Rn

where p.v. stands for the Cauchy principal value and C,, s is a positive normalization
constant that depends only on # and s and is introduced to guarantee that the symbol
of the resulting operator is |&’ |25 . For details we refer the reader to [19,28,47] and, in
particular, to [47, Sect. 1.1] or [28, Proposition 3.3] for a proof of the equivalence of
these two definitions.

Even if we restrict ourselves to definitions that do not require extension, there is
more than one possibility. For instance, the so-called regional fractional Laplacian
([14,40]) is defined by restricting the Riesz integral to £2, leading to an operator
related to a Neumann problem. A different operator is obtained by using the spectral
decomposition of the Dirichlet Laplace operator —A; see [16,20,22]. This approach is
also different from the integral formula (2.10). Indeed, the spectral definition depends
on the domain £2 considered, while the integral one at any point is independent of the
domain in which the equation is set. For more details see the discussion in [57].

The definition that we shall adopt is as in [16,20,22] and is based on the spectral
theory of the Dirichlet Laplacian ([35,37]), as we summarize subsequently.

We define —A : L?(£2) — L*(£2), with the domain Dom(—A) = {v € HJ(2) :
Av € Lz(.Q)}. This operator is positive, unbounded, and closed, and its inverse is
compact. This implies that the spectrum of the operator —A is discrete and positive
and accumulates at infinity. Moreover, there exist {Ag, ¢ hreny C R4 X H(} (£2) such
that {@}xcn is an orthonormal basis of L2(§2) and, for k € N,

—Agp = A in £2,
| Pk kPk» m 2.11)

or =0, on 052.

Consequently, {¢x}ren 1S an orthogonal basis of HO1 ($2) and |Vyeillz22) = vAk-
With this spectral decomposition at hand, the fractional powers of the Dirichlet
Laplacian (—A)* can be defined for u € C§°(£2) by

o
(—=A)'u =D urhigr. (2.12)
k=1

FoC'T
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where the coefficients uy are defined by uy = |, o U@k Therefore, if f = > ey fe@rs
and (—A)*u = f,then uy = A, ° fi forall k > 1.
By density, the operator (—A)® can be extended to the Hilbert space

o0 o
H* (2) = {w = wigr € LX) ¢ [wlifg o) = D Alwel* < oo} :
k=1 k=1

The theory of Hilbert scales presented in [48, Chap. 1] shows that
N
[H3 (). L2(2)], = Dom(=2)?.
where 6 = 1 — s. This implies the following characterization of the space H*(£2),

H'(2),  se(0, D),
H(2) = { Hy (), s=
Hy(2),  se(3.1).

(2.13)

We denote by H™¥(£2) the dual space of H*(£2) for0 < s < 1.

2.3 Weighted Sobolev Spaces

To exploit the Caffarelli-Silvestre extension [21] or its variants [16,20,22], we need
to deal with a degenerate/singular elliptic equation on R’fl . To this end, we consider
weighted Sobolev spaces (e.g., [36,41,46]), with the specific weight |y|¥, with « €
(-1,1).

LetD ¢ R*! bean opensetand ¢ € (—1, 1). We define L3(D, |y|%) as the space
of all measurable functions defined on D such that

2 2
”w”LZ(D,\yP‘) =/|)’|aw < Q.
D

Similarly we define the weighted Sobolev space
H'(®@, |y") = {w e LA, 1y1%) : [Vwl € LA, |y},

where Vw is the distributional gradient of w. We equip H 1(D, |y|*) with the norm

1
2
Il gyier = (100320, + 1V0I32p 1)) - (2.14)

Notice that taking o = 0 in the preceding definition, we obtain the classical H! (D).
The properties of this weighted Sobolev space can be found in classical refer-
ences like [41,46]. It is remarkable that most of the properties of classical Sobolev
FolCT
s
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spaces have a weighted counterpart, not because of the specific form of the weight but
rather due to the fact that the weight |y|* belongs to the so-called Muckenhoupt class
AQ(R"“); see [36,39,52]. We recall the definition of Muckenhoupt classes.

Definition 2.1 (Muckenhoupt class A p). Let  be a positive and measurable function
such that w € L}, (RV) with N > 1. We say w € A,(RY), 1 < p < oo, if there
exists a positive constant C, 4, such that

p—1

1 1 |
/(1=p) —
sup —/w —/w =Cp o < 00, (2.15)
5 \ Bl |B| ne

B B

where the supremum is taken over all balls B in RY and | B| denotes the Lebesgue
measure of B.

Since & € (—1, 1), it is immediate that |y|* € A,(R"*!), which implies the
following important result (see [39, Theorem 1]).

Proposition 2.2 (Properties of weighted Sobolev spaces). Let D C R"*! be an open
set and a € (—1, 1). Then H' (D, [y]%), equipped with the norm (2.14), is a Hilbert
space. Moreover, the set C*°(D) N HY (D, |y|%) is dense in H' (D, |y|*).

Remark 2.3 (Weighted L?vs. LY. If D is a bounded domain and o € (—1, 1), then
L*(D, |y|*) C L'(D). Indeed, since |y|™® € L}, (R"F1),

1

1 1
/|w| =/|w||y|°‘/2|yr°‘/2 < /|w|2|y|“ /|y|*°' S w2, jyje)-
D D D D

The following result is given in [46, Theorem 6.3]. For completeness we present
here a version of the proof on the truncated cylinder Cy, which will be important for
the numerical approximation of problem (1.2).

Proposition 2.4 (Embeddings in weighted Sobolev spaces). Let 2 be a bounded
domain in R" and v > 0. Then

HY(Cy) = H'(Cy, y%), fora € (0,1) (2.16)
and
H'(Cy, y*) — HY(Cy), fora e (—1,0). (2.17)

Proof Let us prove (2.16), the proof of (2.17) being similar. Since « > 0, we have
y* < 9% whence y*w? < 9 %w? and y*|Vw|?> < 7% Vw|? a.e. on Cy for all
w e Hl(Cy). This implies ||U)||H1(C%yot) < \/nga/2||w||1_,1(cy), which is (2.16). O

EOE';W
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Define
ALy = {w e H'(3%:C):w=0on aLc}. (2.18)

This space can be equivalently defined as the set of measurable functionsw : C — R
such that w € H'(£2 x (s, 1)) forall 0 < s < < 0o, w = 0 on 3;.C and for which
the following seminorm is finite:

ol /y“|Vw|2; (2.19)

A (Cyn
c

see [22]. As a consequence of the usual Poincaré inequality, for any k € Z and any
function w € H'(£2 x (2K, 2kt1)), with w = 0 on 82 x (2%, 2K*1), we have

/ yw? < Cq / Y IVwl?, (2.20)

Qx(zk’2k+l) .Q><(2k,2k+])

where Cg denotes a positive constant that depends only on £2. Summing up over
k € Z, we obtain the following weighted Poincaré inequality:

/y“w2 5/y“|Vw|2. (2.21)

c C

Hence, the seminorm (2.19) is a norm on H Ll (C, y%), equivalent to (2.14).

For a function w € H'(C, y*), we shall denote by tr w its trace onto §2 x {0}. Itis
well known that tr H'(C) = H'/2(£2); see [3,61]. In the subsequent analysis we will
need a characterization of the trace of functions in H'(C, y®). For a smooth domain
this was given in [20, Proposition 1.8] for s = 1/2 and in [22, Proposition 2.1] for any
s € (0, 1)\ { % } However, since the eigenvalue decomposition (2.12) of the Dirichlet
Laplace operator holds true on a Lipschitz domain, we are able to extend this trace
characterization to such domains. In summary, we have the following result.

Proposition 2.5 (Characterization of tr H L] (C, y9). Let 2 C R" be a bounded Lip-
schitz domain. The trace operator tr satisfies tr H I} (C, y*) = H*(£2) and

vl @) S 10lGc e Yo €HLC. ),

where the space H* ($2) is defined in (2.13) and ¢ = 1 — 2s.

2.4 Caffarelli-Silvestre Extension Problem

It was shown in [21] that any power of the fractional Laplacian in R” can be determined
as an operator that maps a Dirichlet boundary condition to a Neumann-type condition

FolCT
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via an extension problem posed on RT] . For a bounded domain, an analogous result
was obtained in [20] for s = % and in [16,22,60] for any s € (0, 1).

Let us briefly describe these results. Consider a function u defined on £2. We define
the a-harmonic extension of u to the cylinder C as the function u that solves the
boundary value problem

div(y*Vu) =0, inC,
u=20, on d;.C, (2.22)
u=nu, on 2 x {0}.

From Proposition 2.5 and the Lax—Milgram lemma we can conclude that this problem
has a unique solution u € H Ll (C, y*) whenever u € H*(£2). We define the Dirichlet-
to-Neumann operator I, o : H*(§2) — H™*(£2)

‘ 9 ,
e B (2) — Fyo) = 371:[ cH™ (),

where u solves (2.22) and adTL; is given in (1.3). The space H™*(§2) can be charac-

terized as the space of distributions 7 = »; hrey such that D, |7k |2)»k_s < 00. The
fundamental result of [21], see also [22, Lemma 2.2], is stated in what follows.

Theorem 2.6 (Caffarelli-Silvestre extension). If's € (0, 1) and u € H*($2), then
ds(=A)'u = Iy, (u),

in the sense of distributions. Here, o« = 1 — 2s, and d; is given by

dy = 21—2?%. (2.23)

It seems remarkable that the constant dy does not depend on the dimension. This
was proved originally in [21], and its precise value appears in several references, for
instance, [16,19].

The relation between the fractional Laplacian and the extension problem is now
clear. Given f € H™°(£2), a function u € H*(£2) solves (1.1) if and only if its
«a-harmonic extension u € H Ll (C, y%) solves (1.2).

Ifu = Zk ur @k, then, as shown in the proofs of [22, Proposition 2.1] and [16,
Lemma 2.2], u can be expressed as

0]

u(x) = > urgr (<)Y (). (224)

k=1

where the functions v solve

{1//11/ + %w}é — )\vkl//k = 0, in (0, OO), (225)

Vi(0) =1, limy—, o0 Y1 (y) = 0.
EOE';W
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Ifs = %, then clearly ¥ (y) = e~Vhy (see [20, Lemma 2.10]). For s € (0, 1) \ {%}
instead (cf. [22, Proposition 2.1])

v = e (Viey) Ko,

where K denotes the modified Bessel function of the second kind (see [1, Chap. 9.6]).
Using the condition ¥ (0) = 1 and formulas for small arguments of the function K
(e.g., §2.5) we obtain

21*3‘
Cy = .
I (s)

The function u € H Ll (C, y%) is the unique solution to

/yavu Vo =di(f, tr §)u-s(2)xHs (2), VP € HLl (C, %), (2.26)
C

where (-, -) s (2)xHs (s2) denotes the duality pairing between H(£2) and H™*(£2),
which, in light of Proposition 2.5, is well defined forall f e H™*(£2) and ¢ 6[‘0111 C, y%).
This implies the following equalities (see [22, Proposition 2.1] for s € (0, 1) \ {%}
and [20, Proposition 2.1] for s = %):

2
lulls,

— 2 _ 2
%@waHNerdmﬂmﬂm' (2.27)

Notice that for s = % or, equivalently, « = 0, problem (2.26) reduces to the weak

formulation of the Laplace operator with mixed boundary conditions, which is posed
on the classical Sobolev space H Ll (C). Therefore, the value s = % becomes a special
case for problem (2.26). In addition, d; > = 1, and ||u||191L1(C) = ||u||H(;(§2(Q).

At this point it is important to give a precise meaning to the Dirichlet boundary
condition in (1.1). For s = %, the boundary condition is interpreted in the sense of the
Lions—Magenes space. If % < s < 1, then there is a trace operator from H*(£2) into
L?(9£2), and the boundary condition can be interpreted in this sense. For0 < s < 1/2
this interpretation is no longer possible, and thus, for an arbitrary f € H™°(£2), the
boundary condition does not have a clear meaning. For instance, for every s € (0, %),
f =(—A)°1 € H(£2), and the solution to (1.1) for this right-hand side is u = 1. If
f e H (), with¢ > %—2s > —s, using that (—A)* is a pseudodifferential operator
of order 2s, then a shift-type resultis valid, i.e.,u € H¢(£2) withp = {+2s > 1/2.In
this case, the trace of u on 952 is well defined and the boundary condition is meaningful.
Finally, it was proved in [22, Lemma 2.10] that if f € L°°(£2), then the solution to
(1.1) belongs to C%*(§2) with » € (0, min{2s, 1}).
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2.5 Asymptotic Estimates

It is important to understand the behavior of the solution u to problem (1.2), given by
(2.24). Consequently, it becomes necessary to recall some of the main properties of
the modified Bessel function of the second kind K, (z), v € R; see [1, Chap. 9.6] for
(1)—(@v) and [51, Theorem 5] for (v):

(i) Forv > —1, K, (2) is real and positive.
(ii) Forv e R, K, (z) = K_,,(2).
(@iii) Forv > 0,

fim — 2@ (2.28)

A0 Ire) (32)

(iv) Fork € N,

ldkv k_v—k
(1) K@) =0 tre.

In particular, for k = 1 and k = 2 we have, respectively,

d
© (2"Ky(2)) = —2"Ky-1(z) = —2" K1 (2) (2.29)
and
2
32 FKE@) =K@ - K (). (2.30)

(v) For z > 0, zmin{»1/2}e2 K (7) is a decreasing function.

As an application we obtain the following important properties of the function ¥,
defined in (2.25). First, for s € (0, 1), properties (ii)—(iv) imply

lim y wk(Y) _

—1. 2.31
ylot  dshy (231

Property (v) provides the following asymptotic estimate for s € (0, 1) and y > 1:

1
Y YY) < C(s)AS (my) =] e 2Ry, (2.32)

Multiplying the differential equation of problem (2.25) by y*(y) and integrating
by parts yields

b
a’

b
/ ¥ (v + ¥ ?) dy = ¥ U OWO) (2.33)

FoC'T
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where a and b are real and positive constants.
Let us conclude this section with some remarks on the asymptotic behavior of the
function u that solves (2.26). Using (2.24) we obtain

u()ly=0 = D urge (Wi (0) = D uppr(x') = u(x’).

k=1 k=1
For s € (0, 1), using formula (2.31) together with (2.12), we arrive at

9
M 0) = —lim y*u, (7, y) = ds £(x)), on 2 x {0). (2.34)
av¥ y40 ’

Notice that if s = %, then o = 0, dy/2 = 1, and thus (2.34) reduces to

0
. = f(x).

o x(0)

Fors € (0, 1)\ {%} the asymptotic behavior of the second derivative uy, as y ~ 0T is
a consequence of (2.30) applied to the function v (y). For s = % the behavior follows
from Y (y) = e~V 7 In conclusion, for y &~ 0T we have

Uy &y ¢! fors € (0, D\ {3}, wuy A1 fors =3 (2.35)

2.6 Regularity of Solution

Since we are interested in the approximation of the solution to problem (2.26), and
this is closely related to its regularity, let us now study the behavior of its derivatives.
According to (2.34), uy, ~ y~® for y ~ 0T. This clearly shows the necessity of
introducing the weight because this behavior, together with the exponential decay
given by (v) of §2.5, implies that u, € L>(C, y*) \ L2(C) for s € (0, 1/4].

Howeyver, the situation with second derivatives is much more delicate. To see this,
let us first argue heuristically and compute how these derivatives scale with y. From
the asymptotic formula (2.35), we see that for 0 < § < L and s € (0, 1) \ {5},

§ )
ya iuyy‘z dx/dy ~ /yay—2—2a dy = /y—Z—a dy, (2.36)
2x(0,8) 0 0
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which, since & € (—1, 1) \ {0}, does not converge. However,

)
2 _9_
/ ¥ [uyy| dxdy%/yﬂ 22 g,
2x(0,5) 0

converges for 8 > 2« + 1, hinting at the fact that u € H>(C, y#) \ H*(C, y*). The
following result makes these considerations rigorous.

Theorem 2.7 (Global regularity of @-harmonic extension). Let f € H!=5(£2), where
H'=5(2) is defined in (2.13) for s € (0, 1). Letu € HLI(C, y%) solve (2.26), with f
as datum. Then, for s € (0, 1) \ {%}, we have

AU 2 ey + 13y Vartil o ooy = ds f s ) (2.37)

and

luyyllz2e, ey S W2 )
with B > 2o + 1. For the special case s = % we obtain

Il ey S 1 lmz)-

Remark 2.8 (Compatibility of f).Itis possible to interpret the result of Theorem 2.7 as
follows. Consider s € (%, 1) or, equivalently, « € (—1, 0). Then the conormal exterior
derivative condition for u gives us that uy, ~ —d;y~* f as y =~ 0" on £2 x {0}, which
in turn implies that u, — 0 as y — 0" on £2 x {0}. This is compatible with u = 0 on
d..C since it implies u, = 0 on 9.C. Consequently, we do not need any compatibility
condition on the datum f € H!7%(£2) to avoid a jump on the derivative uy. On the
other hand, when a € (0, 1), we have that, for a general f,u, - Oasy — 0" on
£2 x {0}. To compensate this behavior we need the datum f to vanish at the boundary
02 at a certain rate. This condition is expressed by the requirement f € H& (£2).

Proof of Theorem 2.7. Let us first consider s = % In this case (2.26) reduces to the
Poisson problem with mixed boundary conditions. In general, the solution to a mixed
boundary value problem is not smooth, even for C* data. The singular behavior
occurs near the points of intersection between the Dirichlet and Neumann boundaries.
For instance, the solution w = /7 sin(8/2) of Aw = 0 in R%, with wy, = 0 for
{x1 <0, xp =0} and w = 0 for {x; > 0, x» = 0}, does not belong to Hz(Ri).
To obtain more regular solutions, a compatibility condition between the data, the
operator, and the boundary must be imposed (e.g., [55]). Since in our case we have
the representation (2.24), we can explicitly compute the second derivatives, and, using

that {@y Jxen is an orthonormal basis of L?(£2) and {gx/«/Ax}xen of Hj (£2), it is not
difficult to show that £ € Hy)” ($2) implies u € H2(C), and [[ull 20y < I £ )
FeCT
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In the general case, s € (0, 1) \ {%}, ie.,a e (=1, 1)\ {0}; using (2.33) as well as
the asymptotic properties (2.31) and (2.32), we obtain

o) oo
1A UNZ 2 gy + 10y Vet o oy = D Uik / ¥ (v )? + ¥ ()?) dy
k=1 0

o o
=dy p up P =d D T =l f e o,
k=1 k=1

whichis exactly the regularity estimate given in (2.37). To obtain the regularity estimate
on uy,, we again use the exact representation (2.24) and properties of Bessel functions
to conclude that any derivative with respect to the extended variable y is smooth away
from the Neumann boundary £2 x {0}. By virtue of (2.25), we deduce that the following
partial differential equation (PDE) holds in the strong sense:

div(y* Vir) = 0 = 1y = — Ay — %uy. (2.38)

Consider the sequences {ax = 1/+/Ax}k>1, {bk}k=1 and {Ox}k>1 with 0 < 8 < a; <
by. Using (2.24) we have, for k > 1,

Ity 72608,

00 Ak

= Zu% lim/
k=1 840

by
YUl ()P dy + lim / VIvloPdy | 239
brtoo
Sk a

Let us now estimate the first integral on the right-hand side of (2.39). Formulas (2.30)
and (2.28) yield

ay 2
_g/— d?
li B/ 2d — 2)»2 B/2—1/2 li B _ (*K d
limy / YW D)7 dy = ¢ lim Sl ("K(2))| dz
Ok Nk Sk
1
ST P Gim [ P g P, (2.40)
; S8k 10
NI

where the integral converges because f > 2o + 1. Let us now look at the second
integral. Using property (v) of the modified Bessel functions, we have

by mhk d2 2
li Bl 2 dy = 2)\2*5/2*1/2 li / Bl (5K d
Jim / YW D7 dy = ¢ Jim e (2" K(2))| dz
Ak 1
2—B/2—1/2
S PR (2.41)
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Substituting (2.40) and (2.41) into (2.39), and using that u; = A;S fir, we deduce

o)
2 2-B/2-1/2-2s 2 2
Iyl 72 gy S D00 el VA

k=1

because 2 — 2s — g — % = %(1 + 20 — B) < 0. This concludes the proof. O

For the design of graded meshes later in §5.2 we also need the following local
regularity result in the extended variable.

Theorem 2.9 (Local regularity of a-harmonic extension). Let C(a, b) := £2 x (a, b)
for0 < a < b < 1. The solution u € Hlf (C, y%) to (2.26) satisfies for all a, b

AT 2 e apyyey T 10y Vel 2o iq gy S O = 1 f sy (2:42)
and, with§ == B —2a — 1 > 0,
Iy 122 e sypmy S (08 = @) 1 1720 (243)

Proof To derive (2.42), we proceed as in Theorem 2.7. Since 0 < a < b < 1,
property (iii) of §2.5, together with (2.31), implies that

ER AN ACIPSYYS
This, together with (2.33) and the property u; = 1, * f, allows us to conclude

2 2
”Ax/u”Lz(C(a,b),y“) + ” ayvx’ullLZ(C(a’b)J,a)

b

= > ubhe [ (0P + 4 02) @y
k=1 a

oo
S—a) > iy ==l f g
k=1

To prove (2.43), we observe that the same argument used in (2.40) gives

b
/ IO dy SR - ),

a

whence

o0
2 § B 242-B/2-1/2-2s 8 8 2
sy 12 canyyey S (B° —a®) D fEx S =a) 1172
k=1
EOE';W
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becauseZ—Zs—g—%<0.

Remark 2.10 (Domain and data regularity). The results of Theorems 2.7 and 2.9 are
meaningful only if f € H'~(£2) and the domain £2 is such that

lwll g2y S lAvwll 2y, Yw € H*(2) N Hy (82).

holds. In the analysis that follows we will, without explicit mention, make this assump-
tion. Let us, however, remark that our method works even when these conditions are
not satisfied. Refer to §6.3 for an illustration of that case.

3 Truncation

The solution u to problem (2.26) is defined on the infinite domain C, and consequently
it cannot be directly approximated with finite element-like techniques. In this section
we will show that u decays sufficiently fast — in fact exponentially — in the extended
direction. This suggests truncating the cylinder C to Cy for a suitably defined 9. The
exponential decay is the content of the next result.

Proposition 3.1 (Exponential decay). For every 9> 1, the solution u to (2.26) satis-

fies

VUl 2@ xoro0yye) S € VA2 flla-s (o) 3.1

Proof Recall that if u € H*(§2) has the decomposition u = >, uxgr(x’), then the
solution u € ﬁLl (C, y*) to (2.26) has the representationu = >, uro(x") Y (y), where
the functions ¥ solve (2.25).

Consider s = 1. In this case, Yr(y) = P Using the fact that {g};2, are

eigenfunctions of the Dirichlet Laplacian on §2, orthonormal in L2 (£2), and orthogonal
in Hj(£2), with | Vool 120y = /A, we get

o0 o
[ [rvur =] [ (190 + a,2)
Y 2 Y 2

1

2 2 =2JA —2/A 2
e e L TSy

M

=~
Il

1

Since [lullgi/2 o) = I1f lm-1/2(), this implies (3.1).

Consider now s € (0, 1) \ {%} and Y (y) = ¢ («/)\ky)s K (\/Axy). To be able to
argue as previously, we need the estimates on K and its derivative for sufficiently

FolCT
s
@ Springer |03



Found Comput Math (2015) 15:733-791 751

large arguments discussed in §2.5. In fact, using (2.32) and (2.33), we obtain

o0
[y = [y [ (190 + 10,02)
2 2

il [ 5 (e + 907) dy
y

\8

]

Me IDMe =

S e VA2,

|k |2y Y () VL (v) (@)

=~
Il

1 ¥

Again, since [lullgs(2) = [ f l5g-s (2, we obtain (3.1).
Expression (3.1) motivates the approximation of u by a function v that solves
div(y*Vv) =0, in Cy,

v=0, on 3,CyU £2 x {9}, (3.2)
D =df, on £ x {0},

with 9 sufficiently large. Problem (3.2) is understood in the weak sense, i.e., we define
the space

Bl (Cyy") = {v e H'(C,y") 1 v =00n9.CyrU £2 x {y}} ,
and search for v € H Ll (Coy, y*) such that
/y“w Vo =di(f,trp), Vo € H}(Co y%). (3.3)
Co
The existence and uniqueness of v follow from the Lax—Milgram lemma.
Remark 3.2 (Zero extension). For every 9> 0 we have the embedding
H} (Co y*) > H[(C.¥). (34)
To see this, it suffices to consider the extension by zero for y > 9.
The next result shows the approximation properties of v, the solution to (3.3) in Cy-
Lemma 3.3 (Exponential convergence in ). For any positive &> 1 we have

IVt = 0l 2y S € VP4 f s (02)- (3.5)
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Proof Given ¢ € H Ll (Cy, ¥*), denote by ¢, its extension by zero to C. By Remark 3.2,

G € H Ll (C, y¥). Take ¢, and ¢ as test functions in (2.26) and (3.3), respectively.
Subtract the resulting expressions to obtain

/y"’(Vu —Vv) - V=0 V¢ € I-OIII(C% ¥,
C?'

which implies that v is the best approximation of ut in H Ll (Coy, y%), e,

||V(u_ U)||L2(C:V’ya) = Oinf ||V(u_¢)||L2(c%ya). (36)
$EH] (Cory*)

Let us construct explicitly a function ¢ € H Ll (Cy, y*) to use in (3.6). Define

L, 0=<y=972,
P =130 =y, 2<y< (3.7)
0, y=9.

Notice that p € WOIO(O, 00), |[p(y)| < 1, and |p'(y)| < 2/ for all y > 0. Set
do(x’, y) = ux’, y)p(y) for x’ € £ and y > 0. A straightforward computation
shows

4
V(1= oy =2 (10 Pluf + (1 = p)Vu?) <2 (?u2 + |w|2) ,
so that

7 x
4
IV =902, 00 =2 | 57 / / Y lul? + / / VIV 38
972 2 72 2

To estimate the first term on the right-hand side of (3.8), we use the Poincaré
inequality (2.20) over a dyadic partition that covers the interval [972, 97] (see the
derivation of (2.21) in §2.3) to obtain

e e
/ ¥ / ul? < / » / Va2, (3.9)
72 @ 92 2

To bound the second integral in (3.8), we use (2.33) as in the proof of Proposition 3.1:

¥ 00 ¥
/y“/w2 = D Y M| S e VPRI -
2

972 k=1

/2
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753

Inserting these estimates into (3.6) implies (3.5).
The following result is a direct consequence of Lemma 3.3.

Remark 3.4 (Stability). Let 9> 1; then

IVVllL2cyyey S I IlE-(02)-

Indeed, by the triangle inequality,

||VU||L2(cy,ya) <[V(v— U)HLZ(C?,,ya) + ||VU||L2(C%ya)
S (P4 1) 1S oo,

The previous two results allow us to show a full approximation estimate.

Theorem 3.5 (Global exponential estimate). Let 9> 1; then

IV = 0)ll2c e S e Y 7 flla-s o).

In particular, for every € > 0, let

2 1
= ——(logC +2log—-},
0= g (e + 210

where C depends only on s and §2. Then, for 9> max{9, 1}, we have
IV —=v)ll2c ye) < €llfllE-—2)-
Proof Extending v by zero outside of C we obtain

IV =2 gy = VU= 02 o + VHIZ

(£2x(9.00),y%)"
Hence, Lemma 3.3 and Proposition 3.1 imply

IV = 0132 < Ce VPN FIE s o) < 1 IR

for all > max{9p, 1}.

4 Finite Element Discretization and Interpolation Estimates

(3.10)

(3.11)

(3.12)

(3.13)

O

In this section we prove error estimates for a piecewise Q| interpolation operator on
anisotropic elements in the extended variable y. We consider elements of the form
T = K x I, where K C R” is an element isoparametrically equivalent to the unit
cube [0, 11", via a Q; mapping, and / C R is an interval. The anisotropic character

of the mesh .7 = {T'} will be given by the family of intervals I.
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The error estimates are derived in the weighted Sobolev spaces Lz(Cy, y%) and
H! (Cy, y*), and they are valid under the condition that neighboring elements have
comparable size in the extended (n + 1) dimension (see [30]). This is a mild assump-
tion that includes general meshes that do not satisfy the so-called shape-regularity
assumption, i.e., mesh refinements for which the quotient between the outer and inner
diameter of the elements does not remain bounded (see [17, Chap. 4]).

Anisotropic or narrow elements are elements with disparate sizes in each direction.
They arise naturally when approximating solutions to problems with a strong direction-
dependent behavior since, using anisotropy, the local mesh size can be adapted to
capture such features. Examples of this include boundary layers, shocks, and edge
singularities (see [30,31]). In our problem, anisotropic elements are essential to capture
the singular/degenerate behavior of the solution u to problem (2.26) at y &~ 0T given in
(2.34). These elements will provide optimal error estimates, which cannot be obtained
using shape-regular elements.

Error estimates for weighted Sobolev spaces were obtained in several works, for
instance, [4,9,30]. The type of weight considered in [4,9] is related to the distance to
a point or an edge, and the type of quasi-interpolators are modifications of the well-
known Clément [26] and Scott—Zhang [56] operators. These works are developed
in three dimensions and two dimensions, respectively, and the analysis developed in
[4] allows for anisotropy. Our approach follows the work of Durdn and Lombardi
[30] and is based on a piecewise Q| averaged interpolator on anisotropic elements. It
allows us to obtain anisotropic interpolation estimates in the extended variable y and
in weighted Sobolev spaces using only that |y|* € A, (R"*1), the Muckenhoupt class
A, of Definition 2.1. We develop a general interpolation theory for weights of class
Ap,with1 < p < 00, in [54].

4.1 Finite Element Discretization

Let us now describe the discretization of problem (3.2). To avoid technical difficulties,
we assume that the boundary of £2 is polygonal. The difficulties inherent in curved
boundaries could be addressed, for instance, using the methods of [11] (see also
[44,45]). Let 7 = {K} be a mesh of £2 made of isoparametric quadrilaterals K in the
sense of Ciarlet [24] and Ciarlet and Raviart [25]. In other words, given K = [0, 11"
and a family of mappings {Fx € Q (K)"}, we have

K = Fx(K) 4.1

and

Q= J k. 1@l= D Ikl
Ke T

Ke T

The collection of triangulations is denoted by Ty;.
FolCT
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The mesh J, is assumed to be conforming or compatible, i.e., the intersection
of any two isoparametric elements K and K’ in 5, is either empty or a common
lower-dimensional isoparametric element.

In addition, we assume that J; is shape-regular (cf. [24, Chap. 4.3]). This means
that Fg can be decomposed as Fx = Ak + Bk, where Ak is affine and By is
a perturbation map, and if we define K = AK(f), hg = diam(l?), Pk as the
diameter of the largest sphere inscribed in K and the shape coefficient of K as the
ratio ox = hg /pk, then the following two conditions are satisfied:

(a) There exists a constant o; > 1 such that for all 7, € T,
max {og : K € Tp} < o0g.
(b) Forall K € Y, the mapping Bk is Fréchet differentiable and
IDBk |l ) = Oth%)

forall K € 9o and all I, € To.

As a consequence of these conditions, if .1 g is small enough, then the mapping Fx is
one-to-one, its Jacobian Jr, does not vanish, and

Jre Shx: IDFkllpiy < hk- 4.2)
The set Ty, is called quasi-uniform if for all 7 € Ty,
max{pK 1K € jg} Smin{hK 1K € yg}

In this case, we define & g, = maxge 7 hi.

We define 7y as a triangulation of Cy into cells of the form T = K x I, where
K € g, and I denotes an interval in the extended dimension. Notice that each
discretization of the truncated cylinder C depends on the truncation parameter 9. The
set of all such triangulations is denoted by T. To obtain a global regularity assumption
for T, we assume the aforementioned conditions on Ty, besides the following weak
regularity condition:

(c) Thereisaconstanto suchthat, forall 7y € T,if T\ = K1 x I, T» = Kax 1, € Ty
have nonempty intersection, then

hy,

— =0,
hi,

where h; = |I].

Notice that the assumptions imposed on T are weaker than the standard shape-
regularity assumptions since they allow for anisotropy in the extended variable (cf.
[30]). It is also important to notice that, given the Cartesian product structure of the
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cells T € %, they are isoparametrically equivalent to T = [0, 17"t We will denote
the corresponding mappings by Fr. Then

Frii=@ el r—x=u,y)=Fc@E), FG) el =K x1I,

where Fx is the bilinear mapping defined in (4.1) for K, and if I = (¢, d), F;(y) =
(y —¢)/(d — c). From (4.2) we immediately conclude that

5, SWxhi, |DFrll ey S hr 43)

for all elements T' € .7, where h = max{hg, hy}.
Given Jy € T, we define the finite element space V(.7,) by

V(Ty) = {W e C'Cy) : Wir € QUIT) VT € Ty, Wipy = o},

where I'p = 01.CyU £2 x {97} is called the Dirichlet boundary. The Galerkin approx-
imation of (3.3) is given by the unique function ng € V(7) such that

/y“VVyy- VW =dy(f,troW), YW € V(). 4.4)
CD’
The existence and uniqueness of V7, follow from V(7)) C H Ll (Cy, ¥y*) and the
Lax-Milgram lemma.
We define the space U(7) = tr V(J5), which is simply a Q finite element space

over the mesh 7. The finite element approximation of u € H*(£2), the solution to
(1.1), is then given by

Uz, =1t Vg, € U(T0), “5)

and we have the following result.

Theorem 4.1 (Energy error estimate). Let v solve (3.3), with & > max{9, 1}. If
V7, € V() solves (4.4) and U 7, € U(Tq) is defined in (4.5), then we have

lu = Ul @) S 1w =Vl gy ¢ e 4.6)

and
It =Vl g1 o.yuy S €lf M52y + 10 = Vil e, o @7)
Proof Estimate (4.6) is simply an application of the trace estimate of Proposition 2.5.
Inequality (4.7) is obtained by the triangle inequality and (3.12). O
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By Galerkin orthogonality,

”U - V<?y||1?1L1(C%ya) w lé’flfy) ”U - W”[?[Ll(cmya)'

Theorem 4.1 and Galerkin orthogonality imply that the approximation estimate (4.7)
depends on the regularity of u. To see this, we introduce

1, 0=<y<97/2,
= 4.8
o) [ ., Y2<y<=9, “5)

where p is the unique cubic polynomial on [97/2, 9 ] defined by the conditions
p(072) =1, p() =0, p'(972) = 0, and p'(9") = 0. Notice that p € WZ,(0, ),
eI = 1, 1p'MI < 1 and [p"(N] S 1. Set ug(x’, y) = p(nu(x’, y) for x’ € £2
and y € [0, 91, and notice that uy € H! 1 (Cy, y*). With this construction at hand,
repeating the arguments used in the proof of Lemma 3.3, we have that

1Ay ’u0||L2(cW y) S A, ’U||L2(cy,yot),
10y Virsoll L2y yery S N9y Varttll2cy,yey + 11 1+ 02).
0yyuollr2cyypy S N0yyullL2cyyy + ILf I (02)- 4.9)

In addition, if we assume that there is an operator

Mg, :H} (Cy. y*) — V(T

that is stable, i.e., ||H<%,w||1_oli(cmya) ||w||H 1(Cyry)’ for all w € I—OILl(C% y%), then
the following estimate holds:
” quf”[_]l(c yo) ~ 6||f||H 5(82) + ”u() uO”ﬁLl(CD,’ya)' (410)

To see this, we use (4.7), together with Galerkin orthogonality and the stability of the
operator I1 7, to obtain

e =Valigicyn S S ellf s + v — Mzl g1 cyye)

S el fllm—se) + llv— ol g1 ¢y yey T 1140 = Tzstioll g1 ey

The second term on the right-hand side of the previous inequality is estimated as in
Lemma 3.3. We leave the details to the reader.

Estimates for ug — IT o 1o on weighted Sobolev spaces are derived in §4.2. Clearly,
these depend on the regularity of 1o, which, in light of (4.9), depends on the regularity
of u. For this reason, and to lighten the notation, we shall in the sequel write u and
obtain interpolation error estimates for it, even though u does not vanish at y = 9.
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4.2 Interpolation Estimates in Weighted Sobolev Spaces

Let us begin by introducing some notation and terminology. Given s, we call N/
the set of its nodes and N}, the set of its interior and Neumann nodes. For each
vertex v € N we write v = (v, v"/), where v’ corresponds to a node of 7, and
v” corresponds to a node of the discretization of the (n + 1) dimension. We define
hy = min{hg : v’ is a vertex of K}, and hy» = min{h; : v" is a vertex of I}.

Given v € N, the star or patch around v is defined as

Wy = U T,
T>v
and for T € J we define its patch as

wr = | ov.

veT

Let ¢ € C®(R""!) be such that [¢ = 1 and D := supp ¥ C B, x (0,r9),
where B, denotes the ball in R” of radius r and centered at zero, and r < 1/0 and
ry<1/o.Forv e Nin, we rescale ¥ as

1 ¥ — y— v
’ll/.V(x) - h:lf/hv// w ( hv/ ’ hV” )

and note that supp V¥, C wy and [ 9, = 1 for any interior and Neumann node v.
Wy

Remark 4.2 (Boundary conditions of Neumann type). For an interior node v, it would
be natural to consider B, x (—r, rvy) as the support of the smooth function . How-
ever, for a Neumann node v, this choice would not provide the important properties
supp ¥, C wy and [ ¥, = 1. To treat both types of node indistinctly in the subse-

Wy
quent analysis, we have considered supp ¢ C B, x (0, ry).

Given a function w € L2(C5y, y%) and a node v in Ny,, we define, following Durdn
and Lombardi [30], the regularized Taylor polynomial of first degree of w about v as

wy (2) =/P(x,Z)1ﬂv(X)dx=/P(x,Z)1//v(X)dx, (4.11)

Wy

where P denotes the Taylor polynomial of degree 1 in the variable z of the function
w about the point x, i.e.,

P(x,z) =wx)+ Vw(x) - (z —x). 4.12)

As a consequence of Remark 2.3 and the fact that the averaged Taylor polynomial
is defined for functions in Ll(Cy) (cf. [17, Proposition 4.1.12]), we conclude that P
is well defined for any function in LZ(C% y9).
FoCT
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We define the averaged Q interpolant IT 7 w as the unique piecewise Q; function
such that I'T TyW (v) = Oifvlies on the Dirichlet boundary I'p and I'T TyW (v) = wy(v)
if v € M in. If A, denotes the Lagrange basis function associated with node v, then

Hgyw = Z Wy (V) Ay
VeMn

There are two principal reasons to consider averaged interpolation. First, we are
interested in the approximation of singular functions, and thus Lagrange interpolation
cannot be used since pointwise values become meaningless. In fact, this motivated the
introduction of averaged interpolation (see [26,56]). In addition, averaged interpola-
tion has better approximation properties when narrow elements are used (see [2]).

Finally, for v € N, we define the weighted regularized average of w as

ovw :/w(x)l/fv(x)dx =/w(x)1//v(x) dx. (4.13)

wy

4.2.1 Weighted Poincaré Inequality

To obtain interpolation error estimates in Lz(Cy, y*) and H! (Cy, y%), it is instrumen-
tal to have a weighted Poincaré-type inequality. Weighted Poincaré inequalities are
particularly pertinent in the study of the nonlinear potential theory of degenerate ellip-
tic equations; see [36,41]. If the domain is a ball and the weight belongs to A, with
1 < p < 00, this result can be found in [36, Theorems 1.3 and 1.5]. However, to the
best of our knowledge, such a result is not available in the literature for more general
domains. For our specific weight we present here a constructive proof, i.e., not based
on a compactness argument. This allows us to study the dependence of the constant
on the domain.

Lemma 4.3 (Weighted Poincaré inequality I). Let w C R"*! be bounded, star-shaped
with respect to a ball B, and diamw ~ 1. Let x € C°(®), with fx =1, and
w

Ey(y) = laly| + b|* fora,b e R Ifw € Hl(a),éa(y)) is such thatf)(w =0, then
w

||w||L2(w,ga) N ||Vw||L2(w,ga), (4.14)

where the hidden constant depends only on x, «, and the radius r of B but is indepen-
dent of both a and b.

Proof Thefactthata € (—1, 1) implies&, € Ag(R"“),WithaMuckenhouptconstant
C2.¢, in (2.15) uniform in both a and b. Define

w=Eyw — /an X-
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Clearly, w € L'(w), and it has a vanishing mean value by construction.
Since [ xw = 0, we obtain

w
i, = [0+ ( [aw) [xw=[os (4.15)
w

() @ @

Consequently, given that e is star-shaped with respect to B, and &, € A, (R"*1), there
exists F € HO1 (w, £,)" ! such that —divF = w, and

”F”H()l(w’&;l)nﬂ 5 ”w”Lz(w,é[;l)’ (4.16)

where the hidden constant in (4.16) depends on r and the constant C; ¢, from Defini-
tion 2.1 [32, Theorem 3.1].
Replacing w with —div F in (4.15), integrating by parts, and using (4.16), we obtain

I3 e,y = _/wdivF=/Vw-F§ IV 2000 1] 2 15 (4:17)

w w

To estimate [[w],2 (w.£51)» We use the Cauchy—Schwarz inequality and the constant
C.¢, from Definition 2.1 as follows:

~12 2s—1 2 2
18 oy <2 (1 [ & [ 387 ) W0l ) S M00 e
w w

Inserting the preceding inequality into (4.17), we obtain (4.14). O

We need a slightly more general form of the Poincaré inequality for the applications
that follow. We now relax the geometric assumption on the domain  and let the
vanishing mean property hold just in a subdomain.

Corollary 4.4 (Weighted Poincaré inequality II). Let = UlNzlwi c R be a
connected domain and each w; be a star-shaped domain with respect to a ball B;.
Let x; € Co(a_)l') and &y be as in Lemma 4.3. If w € Hl(a), &y) and w; = f wxi,

wj

then
lw = will 2wy S IV0l s, Y1<i<N, (4.18)

where the hidden constant depends on { X,-}[N: » &, the radius r; of B;, and the amount
of overlap between the subdomains {a),-}[N: | but is independent of both a and b.
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Proof This is a consequence of Lemma 4.3 and [29, Theorem 7.1]. We sketch the
proof here for completeness. It suffices to deal with two subdomains, w; and w;, and
the overlapping region B = w; N w;. We observe that

lw —willp2@y ey < W= w2ll12(0,.6,) T W1 — W2ll22(0) 2,

[ e\ /2
together with ||w; — w2”L2(wz,$a) = (%) lw; — w2||L2(B,Sa) and
B

lwi —wallp2ge,) S W —willL2.6) + 10— W2l L2(0.8,)5
implies [[w — will22(w, &) < Vw2 )- This, combined with (4.14), gives
J &

@

S
B

(01Vw2, &y

(4.18) for i = 1 with a stability constant depending on the ratio

m}

4.2.2 Weighted L? Interpolation Estimates

Owing to the weighted Poincaré inequality of Corollary 4.4, we can adapt the proof
of [30, Lemma 2.3] to obtain interpolation estimates in the weighted LZ-norm. These
estimates allow a disparate mesh size on the extended direction, relative to the coor-
dinate directions x;,i = 1, ..., n, which may in turn be graded. This is the principal
difference with [30, Lemma 2.3], where the domain must be a cube.

Lemma 4.5 (Weighted L2-based interpolation estimates). Let v € Ny,. Then, for all
w e Hl(a)v, v%), we have

lw = Qvwlip2e, yoy S v Ve w2, yoy + Ao 10y w2, yoy,  (4.19)
and for all w € Hz(a)v, y¥9and j =1,...,n+ 1 we have
n
18, (0 =W 120y S D10 W 200y +ho 18,01 120 ey (4:20)
i=1
where, in both inequalities, the hidden constant depends only on «, o, o, and .
Proof Define by F, : (x/, y) — (X', y) the scaling map

I i}
X = . y =
hey

along with oy, = Fy,(wy) and w(x) = w(x). Define also Qli) = f w1, where ¢ was
introduced in Sect. 4.2. Since supp ¥ C wy, integration takes place only over ws,, and
EOE';W
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J ¥ = 1. Then Qw satisfies Qw = [ wy = [ wyr, = Qyw and
J 5

W=, Wy

/(Qu_) — W)Y di = Qw — / wy dx = 0. 4.21)

Wy Wy

Simple scaling, using the definition of the mapping F-,, yields

/y“|w — Qyw|*dx = hf,/hv///éam — Qw/|?dx, (4.22)

W~y Wy

where &,(y) := |v + Jhy»|*. By shape regularity, the mesh sizes k., h,» satisfy
1/20 < hyr <20 and 1/20p < hy < 204, respectively, and diam @, ~ 1. In view
of (4.21), we can apply Lemma 4.3, with the weight &, and x = ¥, to v = @y to
obtain

D — Qwll 235, 60 S IVl 2G5, 6

where the hidden constant depends only on o, o, o, and ¥ but not on v’ and h.,.
Applying this to (4.22), together with a change of variables with F !, we obtain
(4.19).

The proof of (4.20) is similar. Notice that

wy(2) = / (w(x) + Vw(x) - (z = x)) Yy (x) dx

= / (QD()E) + V() - (z — )E)) Y(x)dx =: wo(2).
Wy
Since 09z, wo(2) = f dz, w(x)y (x) dx is constant, we have the vanishing mean value

Wy

property
/32,- (w(z) —wo(2)) ¥(2)dz = 0.
Wy
Applying Lemma 4.3 to 95, (w(X) — wo(X)) and scaling with 7, we obtain (4.20). O

By shape regularity, for all v € Ny, and T C wy, the quantities i and h» are
equivalent to 2 g and A7, up to a constant that depends only on o; and o, respectively.
This fact leads to the following result about interpolation estimates in the weighted
L?-norm on interior elements; see §4.2.4 for boundary elements.
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Theorem 4.6 (Stability and local interpolation in weighted L2-norm). Forall T € Ty
suchthat 0T N I'p =W and w € Lz(a)T, y%), we have

IMzwll 27, yoy S MWl 207 ye)- (4.23)
If, in addition, w € Hl(a)r, y%), then
||w - thywul}(]"’ya) S hv/ ||VX’U)||L2(wT’ya) =+ hv” ||8yw”L2(wr,y0‘)' (424)

The hidden constants in both inequalities depend only on o, o, ¥, and o.

Proof Let T € Jybeanelement such that 37 NI'p = @. Assume for the moment that
I1 7, is uniformly bounded as a mapping from L%(wr, y*) to L2(T, y%), i.e., (4.23).

Choose a node v of T. Since Q,w is constant, we deduce l'[ngVw = Qyw,
whence

lw— nﬂyw”LZ(T,ya) = - l'[__%,)(w - va)”LZ(T,ya) Sllw— va”LZ(wT,ya),

so that (4.24) follows from Corollary 4.4.
It remains to show the local boundedness (4.23) of I1 Ty By definition,

nr
H(qyw = Z le‘ (Vi))\v,- ’
i=1

where {v,'};ZT1 denotes the set of interior vertices of T. By the triangle inequality,

nr
T gyl 2y < D N ooy e, 27y, (4.25)
i=1

so that we need to estimate ||wy, || oo (7). This follows from (4.11), along with

/ W | < 1011200,y 1 20y (4.26)

wy;

and, for{ =1,...,n+1,

/3xZw(x)(Zz—Xe)¢v,-(X)dx S wllz2, e 19wl 120y, y=e) - (4.27)
Wy

FoC
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We obtain (4.27) upon integration by parts, and noticing that v,, = 0 on dwy,, and
|zt — x71]0x, ¥y | S 1for 1 <1 <n+ 1. Replacing (4.26) and (4.27) in (4.25), we get

nr

Tz wll 27,y SHWH L2 op yery D Wi 2y 19w 22 ey S T L2y yys
i=1

where the last inequality is a consequence of A, and v being bounded in L*(wr),

12 T2 (7 yoy 19w 22y, vy S 10 - /Iyl /Iyl :

a)vl

together with |y|* € A>(R"T1); see (2.15). O
4.2.3 Weighted H" Interpolation Estimates on Interior Elements

Here we prove interpolation estimates on the first derivatives for interior elements. The
rather technical proof is an adaptation of [30, Theorem 2.5] to our particular geometric
setting. In contrast to [30, Theorem 2.5], we do not have the symmetries of a cube.
However, exploiting the Cartesian product structure of the elements 7 = K x I, we are
capable of handling the anisotropy in the extended variable y for general shape-regular
graded meshes .7, This is the content of the following result.

Theorem 4.7 (Stability and local interpolation: interior elements). Let T € Ty be
such that 3T N I'p = @. For all w € H' (w7, y*) we have the stability bounds

IVl zwli 27, yey S Ve w2y, yeys (4.28)
10y Tz wll 27 yey S N0ywll 120y y)s (4.29)
and for all w € Hz(a)T, y¥9and j = 1,...,n+ 1 we have the error estimates
10x; (w — Iz w)ll 12(7, yery
S o Ve 0y, Wl 120 yey + B 10y 0, w120y (4.30)

Proof To exploit the particular structure of 7', we label its vertices in an appropriate
way; see Fig. 1 for the three-dimensional case. In general, if T = K X [a, b], we
first assign a numbering {vy}r=1.. . 2n to the nodes that belong to K x {a}. If (¥, b)
is a vertex in K x {b}, then there is a vy € K x {a} such that ¥ = v}, and we set
Vi4on = v. We proceed in three steps.

Derivative 3y in extended dimension. We wish to obtain a bound for the norm
I3y (w — H%,w)||L2(T’yu). Since w — H(%,w = (W — wy)) + (wy, — H%,w) and
an estimate for the difference w — wy,, is given in Lemma 4.5, it suffices to consider

FoE'ﬂ
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Fig. 1 A generic element
T = K x [ in three dimensions:
a quadrilateral prism

q = wy, — [Mzw € Q. Thanks to the special labeling of the nodes and the tensor

product structure of the elements, i.e., dyAy, o = —dyAy,;, We obtain

2n+l on

dyg =D qvi)dyhy, = D (Vi) — q(Vig2))dyhy,,

i=1 i=1
so that

2”
105120y < D 1a (i) = g i) 1By, [l 207y - (431)

i=1

We now set i = 1 and proceed to estimate the difference |g(vi) — g(vi42n)|. By the
definitions of I Ty and ¢, we have I1 TyW (V1) = wy, (v1), whence

dq(v1) == q(v1) — q(Vi42r) = Wy 0 (Vig2n) — Wy (Vi42n),
and by the definition (4.11) of the averaged Taylor polynomial, we have

dq(v1) = / P(X’V1+2”)wv1+2n(x)d-x_/P(x9vl+2”)¢V1(x)d-x- (4.32)

@) on v

Recalling the operator ®, introduced in (2.4), we notice that for 4, = (h, h+») and
z € R"*! the vector h,, © z is uniformly equivalent to (hxz’, hyz”) forall T = K x I
in the star w,. Changing variables in (4.32) yields

Sq(v1) = / (P(vig2r = hyy i @ 2, Vig2n)

— P(vi — hy, © 2, vi420)) ¥(2) dz. (4.33)

To estimate this expression, define

0=(0,0") = (0, Vg =V + (hyr —hyy )Z”) (4.34)

1 Vigon
FoC'T
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and F(t) = P(vi — hy; © 2+ 160, vi42n). Using that v} = v} ,, and hv/l = hv/1+2n’
we easily obtain

P(i42n — hypon © 2, Vigon) — P(V1 — hy, © 2, Vign) = F;(1) — F;(0).

Consequently,

1 1
(Sq(vl)://sz(t)W(z)dtdzz//FZf(t)w(z)dzdt, (4.35)
0 0

and since ¥ is bounded in L® and supp v = D C By x (—1, 1), we need to estimate
the integral

I(t):/|sz(t)|dz, 0<tr<l.
D

Invoking the definitions of F, and P(x, y), we deduce
Fl(1) = ViP(vi — hy, © 2+ 10, vigon) - 0
and
V P(x,v) = D*w(x) - (v — x).

Using these two expressions, we arrive at

() < / (’af,yw(vl —hy, @7+ te)) ’v/{+2n — by — 16"
D

+ [y Vewr = hyy ©2+10)] [V — V] + hyy 1) 16”1 dz.

Now, since |2/, |z”| < 1and 0 <t < 1, we see that
|V/1+2" - V/l + hv’l Z/l 5 hv’l s |V/1/+2n — Vll/ —+ /’lvll/z/, — t9//| /S hv/l/.
Consequently,
2 2
[(t) 5 / (‘8yyw(vl - hvl Oz+ te)‘ hv/l/
D
+]0,Vew(vy — hy, © 2+ 16)] hvflhvfl/) dz.
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Changing variables, via T = v — hy, © z 4 16, we obtain

w(r)’ — |8, Vo) | dr (4.36)

T l

because the support D of v is contained in B1 /5, X (—1/0v, 1/0y) and so is mapped
into wy, C wr. Notice also that &, " <{d- t)hv/l/ + thv/l/+2n. This implies

1
105 —||ayyw||Lz<wT w0+ g1V dy iz oy | 122y

v

which, together with (4.35), yields

BaCollasalizn % | 77 102wl 2y + IVl 2 0

Vi Vl

. ||1||L2(wr,y*°‘)”3y)‘vl ”LZ(T,yO‘)' (437)

Since |y|% € A>(R"1), we have

B[—
B|—

o,y W oy S / ¥ / L
1 1

Substituting this into (4.37), we obtain

18 VOBy Ay 1207, yay S 1y IV dywll 120, yey + hvyllafywllewT,ya), (4.38)
which, in this case, implies (4.30).

We now proceed to estimate the differences |g(v;) — g(vi42n)| in (4.31) fori =
2,...,2". We employ the arguments presented in [30, Theorem 2.5], in conjunction

with the techniques developed, to obtain the estimate (4.38). We start by writing

q(vi) = q(Vigor) = Wy, (Vi) — Wy; (Vi) — (Wy, (Vigr) — Wy, 50 (Vig2n))
= Wy, (Vl) — Wy, (vi+2") - (w’v‘l‘ (V,) — Wk, (Vi+2ﬂ))
+ Wy o0 (Vigon) — Wy (Vigon)) =1 — 11 + 111.

Term 711 is identical to (4.32). The novelty here is the presence of terms / and 11,

which, in view of (4.11) and the fact that v = v iyon fori = 2,...,2", can be

FoE'ﬂ
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rewritten as

I1—11= /(v;’ — Vo) Oy w(X) Py, (x) dx — /(v;’ — Vi 90y w(X) Yy, (x) dx

Wy Wy;

=/ — v;’+2,,)/ (yw(vi — hy, ©2) — dyw(vi — hy; © 2)) ¥(2) dz.

To estimate this expression, we define ¥ = (v| — v, — (hy, — hy)z/,0) and the
function G (1) = d,w(v; — hy; © z 4 119). Then, using v{ = v} and hv/{ = h, for
i =2,...,2", we arrive at

=11 =] —vl+2,.)//G ") (z)dzdt.

Proceeding as in the case i = 1, we obtain

[ = 11113y Av; 227 yey S By 10y Verwll 2o ya)-

Collecting the preceding estimates fori = 2, ..., 2", we finally obtain

19 (i) = g2 18yho 27 ey S B 18y Varwll 2y ey + o 133y w1l 120y ye-

This, together with (4.38), implies the desired estimate (4.30) for j =n + 1.

Derivatives V in domain §2. To prove an estimate for Vi (w — I1zw),
we notice that, given a vertex v, the associated basis function A, can be written
as Ay (x) = Ay (x7) iy (y), where Ay is the canonical Q; basis function on the vari-
able x’ associated to the node v’ in the triangulation g, and iy~ corresponds to the
piecewise P basis function associated to the node v”'. Recall that, by construction,
the basis {A; } _ | possesses the so-called partition of unity property, i.e.,

2)1 2’1
DAL =1 ek, = D VeAy(x)=0 ¥x' cK. (439
i=1 i=1

This implies that, for every g € Q(T),

2n+1 on
Veq =D qi)Vohy, = (q Wty () + a4 (i), (y)) Ve Ay (x)
i=1 i=1
2Vl
= > [@ED 9@y ) +H@ i) a1y, 0)] VoA, (@),
i=1
FoE'ﬂ
@Sprmger thoj



Found Comput Math (2015) 15:733-791 769

whence, for j = 1,...,n,

2)1

19,91l 2730y S D14 = QD B, Ao 207 ya)
i=1
2}1

+ 2 lai) = Wil

i=1

20 O A L2 (7, ye)-

This expression shows that the same techniques developed for the previous step lead
to (4.30). In fact, we let ¢ = wy, — M gw € Q) and estimate 8¢q(v;) := q(v;) —
qg(vy) and 8q(viqon) := q(Vizon) — q(vigon) fori = 2,...,2" as follows; we deal
with §¢q (v;) only because the same argument applies to d¢q (v;27). Using (4.11) and
changing variables, we derive

3q (Vi) = wy, (Vi) — wy,; (V)

=/(P(V1 —hy, ©2,vi) = P(vi — hy; @ 2,v)) ¥(2) dz.

Defining the vector ¢ := (01,0) = (V| — v} + (h, — R, )7'.0) and H (1) :=
P — hy; © z+to, v;) yields

1
5Q(Vi)=//HZf(t)g/f(z)dzdt.

0

Since ¢ is bounded in L*° and supp ¥ C D, we next invoke the definitions of H, and
the polynomial P to deduce

/|Hg(r>w<z>| dz 5/ V0 0 — hy, © 2+ 10)] ' + t01]le1] dz
D

+ / 1885, w(vi — hy, © 2 +10) 12 llo1 dz.
D

Arguing as with the estimate (4.38) and using the scaling result
V200 e e By A 2 gy S 1 gy
we infer that
18g Vi)l ity Ox; Ayt 207 yoy S B IV 0, Wl 1200 yy + g 10303 W 1200y -
Finally, collecting the preceding estimates we obtain (4.30) for 9y, with j = 1, ..., n.
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Stability. It remains to prove (4.28) and (4.29). By the triangle inequality,

10y TL g wll 27, yey < 118y (w = Lzl 2ryey + 13y wll 27,y

so that it suffices to estimate the first term. Add and subtract wy,:

19y (w — Lz w)ll 27, yay
< ||8y(w — Wy ) ||L2(T,y"‘) + “ 8y (wv1 - Hgfvw) ”LZ(T,y"‘) . (440)

Let us estimate the first term. The definition of v, , together with |y|* € Ar (R,
implies || Y, ||L2(wv] Yol ||L2(wv1 39 < 1, whence invoking the definition (4.11) of
the regularized Taylor polynomial wy,, yields

1w, 27,y < 100 2230y, o)

and

19y (w — wy )l 227, ye)

S ”ayUJHLZ(T’ya) + ||8ywv| ”LZ(T,ya) 5 ||8ywnL2(le’ya). (441)

To estimate the second term of the right-hand side of (4.40), we repeat the steps
used to obtain (4.30), starting from (4.32). We recall 6¢g (v;) = q(vi) — q(vi42n), and
we proceed to estimate §g (v1). Integrating by parts and using that v/,, = 0 on dwy,,
we obtain, for£ =1, ...,n+ 1,

/BXZw(x)(zz—Xz)wv,-(X)dx=/w(X)1/fv,»(X)dx

Wy; Wv;

_/w(x)(zi_xé)axgl/fvi(x)dxy

whence
dq(vi) = (n+2) (/ W)Yy e dx — / w(x) Yy dX)

—/w(x)(v1+2n —x) - Vi, e (0) dx +/w(x)(v1 —x) - Vi, (x) dx
=1L+ Db. (4.42)

To estimate /1, we consider the same change of variables used to obtain (4.33). Define
G, (t) =m+2) wv —hy, ©z+160), with 0 as in (4.34), and observe that

1 1
I =//G;(t)w(z)dzdt= (n+2)//3yw(v1 — hy, © 2+ 10)0" ¥ (2) dz dr.
0 0

FolCT
s
@ Springer |03



Found Comput Math (2015) 15:733-791 771

Introducing the change of variables t = v| — hy; © z 4 16, we obtain

1 1
1l < / - 1yw@ldr = =0y wll 2 yo I 27 ey (4:43)

or VI Vi
We now estimate />. Changing variables,
L= / (W12 =y ©2) —wW(VI — hyy ©2)) 2 Veh(2) dz

+/ (w(is2r = hyy 0 © D" = WL — hyy © D)@ +27)) 8, (2) dz

=D+ DLy,

where ¥ = (V{5 — V})/ h.. Arguing as in the derivation of (4.43) we obtain

1 1
112,11, [12,2] S/thayw(f)ldf = o 10wl yoy Il L2g0p ymay- - (4:44)

or VI Vi
Inserting (4.43) and (4.44) into (4.42) we deduce
1
[bgGv)l S Wlliiywllm(wr,ya)||1I|Lz(wT,y—a),
Vi

whence
18 DNy A 2207 yey S 105w 120007y (4.45)

because h;,l”||8ykVl l22@wr,yo) Il L2(p,y-«) = C. Replacing (4.45) in (4.31) we
obtain

18y wo, — Tl 27 ye) S 133w 1200y yes

which, together with (4.40) and (4.41), implies the desired result (4.29) fori = 1. For
i =2,...,2", the estimates for 8q(v;) follow the same steps as in . To prove the

stability bound (4.28), we proceed as in | 2 | to estimate the interpolation errors for the
x’-derivatives, but we skip the details. O

4.2.4 Weighted Interpolation Estimates on Boundary Elements

Let us now extend the interpolation estimates of §4.2.2 and §4.2.3 to elements that

intersect the Dirichlet boundary, where the functions to be approximated vanish. To
do so, we start by adapting the results of [30, Theorem 3.1] to our particular case.

EOE';W
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We consider, as in [30, Sect. 3], different cases according to the relative position of
the element 7' in .7;. We define the three sets

Clz{Teﬂy:BTﬂszﬂ},
C2={T€9y23T03L69/#@},
Cs=1{T € Ty: 9T N (2 x {7}) # 0}.

The elements in C; are interior, so the corresponding interpolation estimate is given
in Theorem 4.7. Interpolation estimates on elements in C3 are a direct consequence of
[30, Theorems 3.1] and 4.8 in what follows. This is due to the fact that, since 9> 1,
the weight y* over Cs is no longer singular nor degenerate. It remains only to provide
interpolation estimates for elements in Cs.

Theorem 4.8 (Weighted H 1 interpolation estimates over elements in C). Let T € Cp
and w € H (wr, y%) vanish on 0T N d;.Cy. Then we have the stability bounds

||Vx’n,%w||L2(T,yd) S ||Vx/w||L2(wT,ya), (4.46)
and
”8);1-[(%11)”1‘2(]“’)‘05) 5 ||8yU)||L2(wT’ya). (447)
If in addition w € Hz(wr, y%), then, for j =1,...,n+1,
||8Xj (w — H._%w)”LZ(T,ya)
S I’lv/ ”8)(]' VXIU)“LZ(wT’yu) + hv” ||8xij)||L2(wT’ya). (448)
Proof For simplicity we present the proof in two dimensions. Let 7 = (0,a) X

(0, b) € Cy, and let us label its vertices according to Fig. 1: v = (0, 0), vo = (a, 0),
v3 = (0, b), v4 = (a, b). Notice that this is the worst situation because over such an
element the weight becomes degenerate or singular; estimates over other elements of
C, are simpler. We proceed now to exploit the symmetry of 7. By the definition of
I1g, we have

I ggyw |T = Wy, (V2))\v2 + Wrry (v4))"'v'4 . (449)

The proofs of (4.46) and (4.47) are similar to Step 3 of Theorem 4.7. To show (4.48),
we write the local difference between a function and its interpolantas (w—TI1 ¢ w) |7 =
(w —wy)lr + (wy, = II %,)|T. Proceeding as in the proof of Lemma 4.5, we can
bound Bx/. (w —wy,y)|r for j = 1,2, in the LA(T, y%)-norm, by the right-hand side of
(4.48) because this is independent of the trace of w. It remains then to derive a bound
for (wy, — I z,w)|r, for which we consider two separate cases.

Derivative in extended direction. We use wy, € Q1, (4.49), and I1 TyW (v1) =
M gw (v3) = 0 to write

8y(wvz - l'[z%,w)|T = (wvz (v3) — wx, (Vl)) 8y)‘v3 + (wvz (V4) — we, (V4)) ay)\V4~
FolCT
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Since w = 0 on {0} x (0, b), then dy,w = 0 on {0} x (0, b). By the definition of the
Taylor polynomial P given in (4.12), and the fact that v} = v}, we obtain

W, (V3) = Wy, (V1) = (V5 — V) / dyw (X) Yy, (x) dx

a)vz

— )// By w(@, Y)Yy (', ) do da” dy.

Wy 0

Therefore,

[wy, (v3) = o, (VOIS Ayyho 18y w20 v 1w 120y
1 1
h2 b 2

S hyphy, o h ” / YAy | 18y wll 2,y

0

Since, in view of the weak shape-regularity assumption on the mesh .y, hv/] ~ hv/z,
hyy = hyy, and y* € A2(R:l_+l), we conclude that

[wy, (v3) — wvz(vl)|”8y)\v3”L2(T %) S h / ady/y dy

X”ax’yw”Lz v 10z ywll 2

(o1,y%) N (o1,y%)"

Finally, to bound wy, (v4) — wy, (v4), we proceed as in Step 1 of the proof of Theo-
rem 4.7, which is valid regardless of the trace of w, and deduce

[wy, (V4) — wy, (v4)|||ay)"V3||L2(T Y~ < hy 4 [0y vw”LZ(wT yey + h ”Hay\w”LZ(wT Yy

This, in conjunction with the previous estimate, yields (4.48) for the derivative in the
extended direction.

Derivative in x' direction. To estimate 9y (W, — Il z,w)|r, we proceed as
in Theorem 4.7 and [30, Theorem 3.1], but we cannot exploit the symmetry of the
tensor product structure now. For brevity, we shall only point out the main technical
differences. Again, using that (wy, — I zw) € Qq,

Oy (Wyy, — Mzw) |1 = Wy, (V1) 0y Ay + Wy, (V3) 0y Ay,
+ (Wy, (V4) — Wy, (V4)) 0y Ay
= Wy, (V1) Oy Ay + (Wy, (V4) — Wy, (V3)) 0y Ay,
= (Wyy (V4) — Wy (V3)) 0y Ay — Wy (V3) 0y Ay,
= J(Wy,, Wy,)0xr Ay, + Wy, (V1) Ay, — Wy (V3) Iy Ay,

FoE'ﬂ
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where

J Wy, Wey) = (We, (V4) — Wy, (v3)) — (W, (V4) — e, (v3)) .

Define 6 = (0,0”) = (0,v), — v} — (hyy — hv/z/)z”), and rewrite J(wy,, wy,) as
follows:

J (Wy,, wy,) = (v — vg)/ (dvw(va = hy, ©2) — Bpyw(va — hy, ©2)) Y(2)dz
D
1
= —(VQ - Vé)//axfyw(vz —hy, Oz + 010" (z) dt dz,
D 0

where D = supp 1. Using the notation
I(t) = / |0yyw(va — hy, © 2+ 600)0"| dz,

and the change of variable z = © = v — hy, © z 4 0¢ result in

1 1
HGIBS e [0y yw() Y (T)dT S h—||3x’yw||L2(wT,ya)||1||L2(a,T,y—a)
v’sz v

L
b 2

1

3 _
Shv/z Ilax/yw”Lz(wT,y”) /y ady 5
0

1 b 2
whence |J (wy,, wy,)| < h 3,2||ax/yw|| L2 (g3 ( [y dy) . This implies
0

L 1
b 2 /b 2

”J(sz’ wv4)8xrkv4 ||L2(T’y0t) S / y_a dy / ya dy ||8x’yw”L2(a)T,yoz)
0 0

< hg 1Byl 20y .

which follows from the fact that y* € A>(R™), and then (4.48) holds true.
FoCT
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The estimate of ws, (v1)dy'Ay, exploits the fact that the trace of w vanishes on
d1.Cy ; the same happens with wy, (v3)dyAy,. In fact, we can write

wvz(V1)=//(8x/w(r, y) = 0w(x’, y)) ¥, (x', y) dr dx’dy

Wyy 0

+ / (Byw(0, y) — dyw(x's )) y¥huy (', y) dr’ dy.
Wy

To derive (4.48), we finally proceed as in the proofs of Theorem 4.7 and [30,
Theorem 3.1]. We omit the details. |

We now conclude with a result involving weighted L? interpolation estimates on
boundary elements. As in the weighted H I case, the elements in C 1 are interior, and
then the interpolation estimates are given by Theorem 4.6. It remains to analyze the
interpolation estimates on the sets C; and C3.

Theorem 4.9 (Weighted L? interpolation estimates over elements in C; and C3). If
T € CUCand w € H (w7, y*) vanish on 3T N 0.Cyand 0T N ({82} x ), then

lw = T gwl 20 yay S B VoWl 200 y0y + hor By Wl 200y gy (4.50)

Proof We consider T € C, and the same geometric setting as in the proof of The-
orem 4.8; we skip the case ' € C3 as in Theorem 4.8. We write the difference
w—Tgwlr = (W — wy,)|r + (wy, — M gzw)|r. Applying Lemma 4.5, we can
bound the term (w — wy,)|7 in the L*(T, y*)-norm by the right-hand side of (4.50).
Then it suffices to estimate (wy, — l'Iyyw)|T € Qi (T). Writing

(wvz - H=79/w)|T = Wv, (Vl))"vl + Wxry (V3))"V3 + (wV2 (V4) — Wy (V4)))\v4,

and using the fact that the trace of w vanishes on d;Cy, we see that

Wy, (V1) = / /3xfw(0, V¥, do dx’'dy + /(V1 = x) - Vw(x) Y, (x) dx;

Wy 0 Wy

the same argument holds for wy,, (v3). On the other hand, we handle w.,, (v4) —wy, (v4)
with the same techniques as in the proof of Theorem 4.7. O

5 Error Estimates

The estimates of §4.2.3 and §4.2.4 are obtained under the local assumption that w €
H*(wr, y%). However, the solution u to (2.26) satisfies u,, € L2, yﬂ ) only when
B > 2a + 1, according to Theorem 2.7. For this reason, in this section we derive
error estimates for both quasi-uniform and graded meshes. The estimates of §5.1 for
EOE';W
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quasi-uniform meshes are quasi-optimal in terms of regularity but suboptimal in terms
of order. The estimates of §5.2 for graded meshes are instead quasi-optimal in both
regularity and order. Mesh anisotropy is able to capture the singular behavior of the
solution and restore optimal decay rates.

5.1 Quasi-Uniform Meshes

We start with a simple one-dimensional case (n = 1) and assume that we need to
approximate over the interval [0, 9] the function w(y) = y1 =2 Notice that w y(y) &
y~® as y &~ 0T has the same behavior as the derivative in the extended direction of
the «-harmonic extension u.

Given M € N, we consider the uniform partition of the interval [0, 9]

k
Ye= 372 k=0,....M, (5.1)

and the corresponding elements Iy = [y, yk+1] of size hy = h = 9/M for k =
0,....,.M—1.

We can adapt the definition of I 7, from §4.2 to this setting and bound the local
interpolation errors Ex = [|0y(w — gw)ll 2, yey. Fork = 2,..., M — 1, since
y>hando <20+ 1 < B, (4.30) implies

(g, y

E;fﬁhz/y"‘lwyylzdyéh”“_ﬁ/y’glwyylzdy (5.2)

a)]k w;k

because (z)a < ( ) . The estimate for Ej 24 Ej 2 follows from the stability of the
operator I1 7, (4.29) and (4.47):

3h
E} +E} 5/y°‘|wy|2 Shite (5.3)
0

because w(y) &~ y~%as y ~ 0T. Using (5.2) and (5.3) in conjunction with24+-a —f <
1 — o, we obtain a global interpolation estimate

1y (w — Tz w)ll 20,0, yay S HZTEP/2, (5.4)

These ideas can be extended to prove an error estimate for u on uniform meshes.

Theorem 5.1 (Error estimate for quasi-uniform meshes). Letr u solve (2.26), and let
V7, be the solution to (4.4), constructed over a quasi-uniform mesh of size h. If
f € H'=5(2) and v~ |log h|, then for all € > 0

IV = V)l e S 071 s i) (5.5)

where the hidden constant blows up if € tends to 0.

Fo C 'ﬂ
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Proof Use first Theorems 3.5 and 4.1, combined with (4.10), to reduce the approxima-
tion error to the interpolation error of u. Next, repeat the steps leading to (5.2)—(5.3),
but combining the interpolation estimates of Theorems 4.7 and 4.8 with the regularity
results of Theorem 2.7, which are valid because f € H'~*(£2). O

Remark 5.2 (Sharpness of (5.5) for s # %). According to (2.34) and (2.37), dyu ~
y~%, and this formally implies d,u € H*7°(C, y*) for all ¢ > 0 provided f €
H'~*(£2). In this sense, (5.5) appears to be sharp with respect to regularity, even
though it does not exhibit the optimal rate. We verify this argument via a simple
numerical illustration for dimension n = 1. We let £2 = (0, 1), s = 0.2, the right-
hand side f = 7% sin(;rx), and note that u(x) = sin(x), and the solution u to (1.2)
is

1—s_s

I"(s)

u(x,y) = sin(wx)Ks(mwy).

Figure 2 shows the rate of convergence for the H ! (Coy, y*)-seminorm. Estimate (5.5)
predicts arate of h~->~¢. We point out that for the a--harmonic extension we are solving
a two-dimensional problem and, since the mesh iy is quasi-uniform, #.7 ~ h~2. In
other words, the rate of convergence, when measured in terms of degrees of freedom,
is (#.7,) %1% which is what Fig. 2 displays.

Remark 5.3 (Cases = %). Estimate (5.5) does not hold for s = % In this case, there is
no weight and the scaling issues in (5.2) are no longer present, so that £, < h||v]| H2(I)-
We thus obtain the optimal error estimate

5.2 Graded Meshes

The estimate (5.5) can be written equivalently

IV = Vol cyyey S ET) N fll- g

for quasi-uniform meshes in dimension (n + 1). We now show how to compensate
the singular behavior in the extended variable y by anisotropic meshes and restore the
optimal convergence rate —1/(n + 1).

As in §5.1, we start the discussion in dimension n = 1 with the function w(y) =
yl_"‘ over [0, 91. We consider the graded partition .7y of the interval [0, 97,

k Y
J’kz(ﬁ) % k=0,....,M, (5.6)

where y = y () > 3/(1 — «) > 1. If we denote by &y the length of the interval

K\ k+1\7
Ik=[)’k,)’k+l]=|:(ﬁ) 9/7(7) 9/:|,

FoC'T
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Fig. 2 Computational rate of v ==
DOF's
convergence #(7y) ~/ ("1 for 102} < HeﬁH‘s(y")
quasi-uniform meshes Jy, with
s=02andn =1
= 107
3
=)
€a)
1070.6
10—0.8 | = : =
10’ 10° 10° 10"
Degrees of Freedom (DOFs)
then
he = Yk+1 — Yk S ik’“l, k=1,....,M—1.

We again consider the operator I1 7, of §4.2 on the one-dimensional mesh 7 and
wish to bound the local interpolation errors Ej of §5.1. We apply estimate (4.30) to

interior elements to obtain that, fork =2,..., M — 1,
B2<n2 [ 24y < 9,2]‘2()/—1) o 24
K S hic [ Y TwyylTdy S 97— [y wyy T dy
(l)[k Lz)[k
Ro=D 7k y(@—B) fy(1—)=3
< q2ta—p - B 2 < l—a™
~ 9/ sz (M) /y |wyy| dy ~ 9/ M}’(l—a) (57)
o,
because y* < %)y(%ﬁ) =B yP and w(y) = y' = over [0, 9 ]. Adding (5.7) over
k=2,...,M — 1 and using that y (1 — «) > 3, we arrive at
ly (w — T zw)|7 SoltemM? (5.8)
Y Y L2((32.9).y%) ~ ’ ’

For the errors E%, E 12 we resort to the stability bounds (4.29) and (4.47) to write

” 1
2 . 7
||8y(w - Hyyw)”Lz((O,m),y“) 5 / y * dy S Wv (59)
0

where we have used (5.6). Finally, adding (5.8) and (5.9) gives
2 1- -2
”ay(w - H‘Z"w)lle((O,f}’),ya) /S Y “M P

and shows that the interpolation error exhibits the optimal decay rate.
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We now apply this idea to the numerical solution to problem (3.3). We assume 7,
to be quasi-uniform in Ty, with #.7; ~ M", and construct .7y € T as the tensor
product of I, and the partition given in (5.6), with y > 3/(1 — «). Consequently,
#Ty = M - #J5 ~ M"*!. Finally, we notice that since 7 is shape-regular and
quasi-uniform, i g, ~ #To) YV~ M1,

Theorem 5.4 (Error estimate for graded meshes). Let V. € V(7) solve (4.4), and
let Ug, € U(g) be defined as in (4.5). If f € H'=5(£2), then
”u - V‘%’”ﬁll,(c’ya)
S eV fllg-soy + 9 O #T) TV fllgies ). (5.10)
Proof In light of (4.10), with € ~ e—Vh9! 4 it suffices to bound the interpolation
error u — I1 Fyu on the mesh .7, To do so, we first of all notice that if /] and I, are
neighboring cells on the partition of [0, 9], then there is a constant ¢ = o (y) such

that h;, < ohy,, whence the weak regularity condition (c) holds. We can thus apply
the polynomial interpolation theory of §4.2. We decompose the mesh .7 into the sets

To:={T € Ty: or N(Q x {0}) =9},
Ty :={T € Ty: wr N(Q x {0}) # 0} .

We observe thatforall T = K x Iy € Towehavek > 2and y* < (%)y(o{_ﬁ) ye—Byb.
Applying Theorems 4.7 and 4.8 to elements in 7y we obtain

2 2 2
D IN@-Tgwitsg,e S D (hK”VX’V“”U(wT,y%
TeTy T=KxI1€Ty

310Vl 2 oy + h%nayyuuiz(wwﬁ)) = S|+ 5+ S3.
We examine first the most problematic third term S3, which we rewrite as follows:

by

M N 7ﬁk2(y71) k\Y@=h 8 .
83 < ZDZ “ M2y (M) /y /|3yyu| dx”dy,
k=2 o

ar

with a = (%)y vand by = (1%1))’ 9 We now invoke the local estimate (2.43), as
well as the fact that by — ax < (%)V_l %, to end up with
u T 2 T—a 2 p—=21 £112
S35 2 0 T e W ey S 7 T M T f Iy
k=2

We now handle the middle term S, with the help of (2.42), which is valid for by < 1.
This imposes the restriction k < kg < M9~ /v whereas for k > ko we know that the

FoC'T
H_h
@Springer TeLE|



780 Found Comput Math (2015) 15:733-791

estimate decays exponentially. We thus have

) ko K\ o 3 oY ylme
$2 S IEp-say 2 (M) =) S5 M i) S S 1 i)
k=2

The first term S is easy to estimate. Since hxy < M ~!forall K € J, we obtain
-2 2 -2 2 l—a g g—2 2
Sl 5 M ”VX/VUHLZ(C%))Q) 5 M ”f”Hlfr(‘Q) S 9/ M “f”Hl—v(_Q)

For elements in 77, we rely on the stability estimates (4.28), (4.29), (4.46), and
(4.47) of I1 7, and thus repeat the arguments used to derive (5.8) and (5.9). Adding
the estimates for 7y and 7] we obtain the assertion. O

Remark 5.5 (Choice of 9). A natural choice of 9 comes from equilibrating the two
terms on the right-hand side of (5.10):

ExHTY T & I log#(Ty).
This implies the near-optimal estimate
lu =Vl g .oy S NM02EID TNV fllmmosig). G511
Remark 5.6 (Estimate for u). In view of (4.6), we deduce the energy estimate
lu — Uyl (2 S Nog@# Tl (7)™ V| fllgn—s ).
We can rewrite this estimate in terms of regularity u € H!'*5(£2) and #.7 as
lu = Uyl (2 S Nlog# T)I* (7)™ lullgns o)

and realize that the order is near-optimal given the regularity shift from left to right.
However, our PDE approach does not allow for a larger rate (#.75)?~*)/" that would
still be compatible with piecewise bilinear polynomials but not with (5.11).

Remark 5.7 (Computational complexity). The cost of solving the discrete problem
(4.4) is related to # 75, and not to # 7, but the resulting system is sparse. The structure
of (4.4) is such that fast multilevel solvers can be designed with complexity propor-
tional to #.7. On the other hand, using an integral formulation requires sparsification
of an otherwise dense matrix with associated cost (#.75)2.

Remark 5.8 (Fractional regularity). The function u, solution of the «-harmonic exten-
sion problem, may also have singularities in the direction of the x’-variables and
thus exhibit fractional regularity. This depends on 2 and the right-hand side f
(Remark 2.8). The characterization of such singularities is as yet an open problem
for us. The polynomial interpolation theory developed in §4.2, however, applies to
FolCT
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shape-regular but graded mesh 75, which can resolve such singularities, provided we
maintain the Cartesian structure of .7;. The corresponding a posteriori error analysis
is an entirely different but important direction currently under investigation.

Remark 5.9 (Simplicial elements). The approximation results presented in §4.2.2,
the interpolation theory developed in §4.2.3 and §4.2.4, and, consequently, the error
estimates of this section hinge solely on the fact that the mesh .7y has a tensor product
structure, i.e., it is composed of cells of the form 7 = K x I. If we consider 7, = {K}
to be amesh of 2 C R” (n > 1) made of simplicial elements, together with the finite
element space,

V(Ty) = {W € C%Cy) : Wiz € P1(K) @ P1(I) VT € Ty, Wiy = 0},

we can adapt, without major modifications, all the approximation, interpolation, and
convergence results of this work.

Remark 5.10 (Hanging nodes). It is important to note that the assumption that the mesh
is conforming was never explicitly used in the results of Sect. 4 and that, actually, all
that was required from the finite element space is the partition of unity property, i.e.,
(4.39). This observation allows us to generalize the results of Sect. 4 to meshes that
possess hanging nodes, which is important if one desires to use mesh adaptation to
resolve possible singularities in the solution.

6 Numerical Experiments for the Fractional Laplacian

To illustrate the proposed techniques, here we present a couple of numerical examples.
The implementation was carried out with the help of the deal . IT library (see [6,7]),
which, by design, is based on tensor product elements and thus is perfectly suited
for our needs. The main concern while developing the code was correctness, and
therefore integrals are evaluated numerically with Gaussian quadratures of sufficiently
high order and linear systems are solved using CG with ILU preconditioner, with the
exit criterion being that the ¢£2-norm of the residual is less than 10~!2. More efficient
techniques for quadrature and preconditioning are currently under investigation.

6.1 A Square Domain
Let £2 = (0, 1)2. It is common knowledge that
Om.n(x1, x2) = sin(mmwxy) sin(nwxz), Apnp = 72 (m2 + nz) , m,n € N.
If f(x1,x2) = (27%)* sin(;wx;) sin(7wx2), then, by (2.12), we have
u(xy, xp) = sin(mwx) sin(mwrxy)
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1 00 —=DOFs /3
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Fig. 3 Computational rate of convergence for approximate solution of the fractional Laplacian over a
square with graded meshes on the extended dimension. Left panel: rate for s = 0.2; right panel: rate for
s = 0.8. In both cases, the rate is ~ (#997( )~ 1/3, in agreement with Theorem 5.4 and Remark 5.5

and, by (2.24),

u(xi, x2, y) = %(2#)”2 sin(rx) sin(rx2) y* K (v27y).

We construct a sequence of meshes {.7; }i>1, where the triangulation of £2 is
obtained by uniform refinement and the partition of [0, 9%] is as in §5.2, i.e., [0, 9%]
is divided with mesh points given by (5.6) with the election of the parameter y >
3/(1 — «). On the basis of Theorem 3.5, for each mesh the truncation parameter 9% is
chosen such that € ~ (#.7;,_, )_1/ 3. This can be achieved, for instance, by setting

2
Y% = k= T(logC —loge).
1

=

With this type of mesh,

lu = Ugg Mm@y S 1= Vgl ga oy S 1Tog@ T - (#To) ™7,

which is near-optimal in u but suboptimal in u, since we should expect (see [17])
e = Uz, sy S 05 S GTp) =797,

Figure 3 shows the rates of convergence for s = 0.2 and s = 0.8. In both cases, we
obtain the rate given by Theorem 5.4 and Remark 5.5.

6.2 A Circular Domain

Let 2 = {|x/] € R?: x| < 1}. Using polar coordinates it can be shown that

(pm,n(r’ 0) = Jn (jm,nr) (Am,n cos(m@) + Bm,n Sln(me)) s 6.1)
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Fig. 4 Computational rate of convergence for approximate solution of fractional Laplacian over a circle
with graded meshes on the extended dimension. Left panel: rate for s = 0.3; right panel: rate for s = 0.7.
In both cases, the rate is & (#yyk)_l/?’, in agreement with Theorem 5.4 and Remark 5.5

where J,, is the mth Bessel function of the first kind, j,, , is the nth zero of J,,, and

Ap.n and By, , are real normalization constants that ensure ||@p |l 2@ =1 for all

m, n € N. It is also possible to show that A,, , = (jm,,,)2

If f = (X1.1)°¢1.1, then (2.12) and (2.24) show that u = ¢ 1 and

1—s

2
u(r,6,y) = (1.0 211(r, 0)y K (V21y).

I'(s)

From [1, Chap. 9] we have that j; ; ~ 3.8317.

We construct a sequence of meshes {.7; }x>1, where the triangulation of £2 is
obtained by quasi-uniform refinement and the partition of [0, 9%] is as in §5.2. The
parameter 9% is chosen such that € ~ (#.7;_, )~1/3. With these meshes

Iu = Vo gy e ey S Nog@To)I #T) ™17, (6.2)

which is near optimal.
Figure 4 shows the errors of |ju — ng,yHHl(ya,CNk) fors = 0.3 and s = 0.7. The
results, again, are in agreement with Theorem 5.4 and Remark 5.5.

6.3 Incompatible Data for s € (0, 1)

The computational results of the preceding sections always entail f € H!~%(£2) and
illustrate the error estimates of Theorem 5.4. Let us now consider a datum f smooth
but incompatible. Set £2 = (0, 1) and f = 1. Notice thatif s < %, then f ¢ H'~*(£2)
due to the fact that the function does not vanish at the boundary. In fact, we have that

< 1
ZAZ|fk|2<oo & o<z
k=1
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Error
Error

10° 10* 10 10° 10*
Degrees of Freedom (DOFs) Degrees of Freedom (DOFs)
Fig. 5 Computational rate of convergence for approximate solution of fractional Laplacian with incom-

patible datum f = 1. The domain £2 is the unit interval, and the mesh is graded in the extended dimension.
We show the H! (Cy, y*) norm of the difference between V g, and the harmonic extension of u with

N =5-10% Left panel: rate for s = 0.2, 0.4; right panel: rate for s = 0.6, 0.8. As expected, the rate of
convergence is optimal for values larger than % On the other hand, if s < %, then we see a reduction in the
rate of convergence, in accordance with (6.3)

in other words, f € H° (§2) ifand only if o < % Since the coefficients of the solution
to (1.1) are given by uy = A, fi, we can only expect that

o0 o0 1
z )»;:|Mk|2= E )»f: 1l <o u—2s<§,
k=1 k=1

that is, u € H*(£2) for u < 2s + % In conclusion, full regularity is not possible, but,
owing to the special character of the data, some shift can be expected; see Remark 2.8
and the discussion at the end of §2.4.

This heuristic argument is rather illuminating because it tells us that the best rate

of convergence we can expect is
lu — Uz llms(2) < #T2) 7 ullme(2),

withr =p—s < s+ % Since we are dealing with a one-dimensional problem, the
extension has two dimensions, and consequently, we expect

(#ﬂy)’(%+%), s

1 ’ (6.3)
#Ty) 7, s

”u - V% |ﬁ£(cy),u) ~

VoA
= 11—

Since Ay = 72k? and ¢ = +/2sin(v/Axx’), it is not difficult to show that
fr = V21 = (=Db /~/Ak, whence we can obtain an approximate solution uy =
Z,iv: 1 )\,:S Jfror with N sufficiently large. Figure 5 shows the norm of the difference
between V7, and the a-harmonic extension of u y for different values of s. The exper-
imental rates of convergence seem to agree with (6.3): they are suboptimal for s < %

To recover the optimal decay rate, we explore the a priori design of graded meshes
in the x’-direction, which is within our theory of §4 and §5 (Remark 5.8). Since
u € H*(£2), with u < 2s + % we expect that u ~ r25 asr — 0, where r denotes the
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10

Error

10 10° 10° 10*
Degrees of Freedom (DOF's)

Fig. 6 Computational rate of convergence for approximate solution of fractional Laplacian with incom-
patible datum f = 1 over meshes that are graded in both the x’- and y-directions. The domain 2 is the
unit interval. The grading in the extended dimension obeys (5.6), whereas the one in the x’-direction is
constructed using (6.4). We show the H 1 (Co, y¥) norm of the difference between V o, and the harmonic

extension of u, with N =5 - 10%. An optimal rate of convergence can be recovered irrespective of the
fact that the solution does not possess full regularity

distance to the boundary. This, at least heuristically, can be figured out as follows: if
9 r2 ~ r25=1 then

&€

1

”u”%ﬂ‘(ﬂ) %/|8,"r25|2dr <00 & u<2s+ X
0

and > € H*(£2) only for u < 2s + %

Having guessed the nature of the singularity, we can apply the principle of error
equidistribution as in §5.2 to design an optimal graded mesh as x” approaches either
0 or 1, with a grading parameter y > ﬁ [compare with (5.6)]. We proceed as
follows: construct a quasi-uniform mesh of the interval £2 = (0, 1) by bisection, and
then transform the nodes v by the rule v < v (v), where

1@y, v <1
Y(v) = v, T<v<3, (6.4)
1-f@da=-vy, v=3.

We display in Fig. 6 convergence plots for s = 0.2 and s = 0.4 over graded meshes

in £2 that restore the optimal decay rate. The construction requires a priori knowledge

of the solution, which is not obvious in higher dimensions. Adaptivity might provide

a way to recover an optimal rate without such knowledge (see Remark 5.10 regarding
hanging nodes).
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7 Fractional Powers of General Second Order Elliptic Operators

Let us now discuss how the methodology developed in previous sections extends to a
general second-order, symmetric, and uniformly elliptic operator. This is an important
property of our PDE approach. Recall that in §2.4, we discussed how the fractional
Laplace operator could be realized as a Dirichlet-to-Neumann map via an extension
problem posed on the semi-infinite cylinder C. In the work of Stinga and Torrea [60],
the same type of characterization is developed for the fractional powers of second-
order elliptic operators.
Let £ be a second-order symmetric differential operator of the form

Lw = —divy(AVyw) + cw, (7.1)

where ¢ € L®(£2), with ¢ > 0 almost everywhere, A € C*'(£2, GL(n, R)) is
symmetric and positive definite, and £2 is Lipschitz. Given f € L?(£2), the Lax—
Milgram lemma shows that there is a unique w € H(} (£2) that solves

Lw = fin £2, w=0o0ndas.

The operator £~! : L?(£2) — L*(2) is positive, compact, and symmetric, which
is why its spectrum is discrete and positive and accumulates at zero. Moreover, there
exists {Ar, oklren C Ry X HOl (£2) such that {¢r}ren is an orthonormal basis of
L?(£2), and for k € N,

Loy = Moy in £2, or =0o0nds2, (7.2)

and Ay — oo as k — oo. For u € C3°(£2), we then define the fractional powers of £
as

]

Lou = Zukm}k, (7.3)
k=1

where uy = [ ugy. By density, the operator £° can be extended again to H* (£2). This
2
discussion shows that it is legitimate to study the following problem: given s € (0, 1)

and f € H™%(£2), find u € H*(£2) such that
Lu = fin . (7.4)
To realize the operator £* as the Dirichlet-to-Neumann map of an extension prob-
lem, we use the generalization of the result by Caffarelli and Silvestre presented in

[60]. We seek a function u : C — R that solves

—Lu+ $oyu+0yu=0, inC,

u=0, on d;C, (7.5)
A =df. on 2 x {0},
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where the constant ds is as in (2.23). In complete analogy to §2.4, it is possible to
show that

3
AL = 2 Q) — H* ().
ov¥

Notice that the differential operator in (7.5) is
div (y*AVu) + y“cu,

where, for all x € C, A(x) = diag {A(x"), 1} € GL(n + 1, R).

It suffices now to notice that both y*c and y*A are in Az(R’fl), to conclude that,
given f € H™%(£2), there is aunique u € H Ll (C, y%) that solves (7.5) [36]. In addition,
u = u(-, 0) € H*(£2) solves (7.4), and we have the stability estimate

lulles @) S 1Vull2cyey S I - @) (7.6)
y

where the hidden constants depend on A, ¢, C3 ye, and £2.

The representation (2.24) of u in terms of the Bessel functions is still valid. Conse-
quently, we can show uy,, € L*(C, y?). We can also repeat the arguments in the proof
of Theorem 3.5 to conclude that

S e VR fllg

IVUll 2@ x (900),y2) S (2)

and introduce v € H Ll (Cy, y*) —the solution of a truncated version of (7.5) —and show
that

IV @ = V)l 2cye) S €Y f s ()- (1.7)

Next, we define the finite element approximation of the solution to (7.5) as the
unique function V7, € V(Zy) that solves

/y"‘A(x)VVg?,- VW 4+ y*c(xX)Vg,Wdx'dy = ds(f, treW), YW € V(T).
Cf)’
(7.8)
We construct, as in §5.2, a shape-regular triangulation 7%, of §2, which we extend to

Iy € T, with the partition given in (5.6), with y > 3/(1 — «). Following the proof of
Theorem 5.4 we can also show the following error estimate.

Theorem 7.1 (Error estimate for general operators). Let V5 € V(.7) be the solution
to (1.8), and let U g, € U(Jq) be defined as in (4.5). If u, the solution to (7.5), is
such that Lu, 9,Vu € L2(C, y%), then we have

||M - Ug_o ”HA(Q) 5 ”u - V‘%HﬁL](C’ya) 5 |log(#yy)P(#yy)_l/(n-’—])”f”Hl—s(_Q)
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8 Conclusions

We develop PDE solution techniques for problems involving fractional powers
(—=A)*u = f of the Laplace operator in a bounded domain 2 with Dirichlet boundary
conditions. To overcome the inherent difficulty of nonlocality, we exploit the cylin-
drical extension proposed and investigated by Cabré and Tan [20], which was in turn
inspired by the breakthrough of Caffarelli and Silvestre [21]. This leads to the (local)
elliptic PDE (1.2) in one higher dimension y, with variable coefficient y*, o« = 1 —2s,
which either degenerates (s < 1/2) or blows up (s > 1/2). Several remarks and
comparisons with recent literature are now in order:

e Regularity In §2.6 we derive global and local regularity estimates for the solution
to problem (1.2) in weighted Sobolev spaces.

e Truncation In §3 we propose the truncated problem (3.2) and show exponential
convergence in the extended variable y to the solution to problem (1.2).

e Tensor Product Meshes In §4.1 we study a finite element strategy to approximate
problem (1.2), which allows anisotropic elements in the extended dimension y.

e Anisotropic Interpolation Theory In §4.2 we extend the anisotropic interpolation
estimates of [30] to the weighted Sobolev space H'!(y®). This hinges on y* €
As(R™*1) and gives rise to a theory in Muckenhoupt weighted Sobolev spaces with
a general weight in the class A, (1 < p < 00), along with applications [54].

e Error Analysis In §5.1 we derive a priori error estimates for quasi-uniform meshes
that exhibit optimal regularity, according to §2.6, but suboptimal order. In §5.2
we restore the optimal decay rate upon constructing suitably graded meshes in the
extended variable y and applying the interpolation theory of §4.2.

o Assumptions on f and §2 We assume the regularity conditions of Remark 2.10
throughout solely for convenience. We could in fact compensate the lack of such
regularity via graded but shape-regular meshes in £2, as illustrated in §6.3, which
are within our theory.

e General Operators In §7 we extend our finite element method and supporting theory
to general linear second-order, symmetric, and uniformly elliptic operators.

e Comparisons Inspired by our work, and while this paper was under review, Bonito
and Pasciak developed in [15] an alternative approach, which is based on the integral
formulation of fractional powers of self-adjoint operators [13, Chap. 10.4]. This
yields a sequence of easily parallelizable uncoupled elliptic PDEs and leads to
quasi-optimal error estimates in the L?-norm instead of the energy norm, provided
R is convex and f € H?°(£2). Note that we only require f € H'!~*(£2).

e Parabolic Problems In [53] we exploit the flexibility of the Caffarelli-Silvestre
extension by applying it to the numerical treatment of linear parabolic equations
with fractional diffusion and fractional time derivatives. In contrast, the extension
of [15] to the heat equation with fractional diffusion is not completely evident.
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