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Abstract We focus on practical Hierarchical Identity-
BasedBroadcastEncryption (HIBBE)with semantic security
against adaptively chosen-ciphertext attacks (CCA2) in the
standard model. We achieve this goal in two steps. First, we
propose a new HIBBE scheme that is secure against chosen-
plaintext attacks (CPA). Compared with the existing HIBBE
scheme that is built from composite-order bilinear groups,
our construction is based on prime-order bilinear groups. The
much better efficiency of group operations in prime-order
bilinear groups makes our proposed HIBBE scheme more
practical. Then, we convert it into a CCA2-secure scheme
at the cost of a one-time signature. Instead of extending one
user hierarchy in the Canetti–Halevi–Katz approach from
CPA-secure (l + 1)-Hierarchical Identity-Based Encryption
[(l + 1)-HIBE] to CCA2-secure l-HIBE, our construction
merely adds one on-the-fly dummy user in the basic scheme.
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We formally prove the security of these two schemes in
the standard model. Comprehensive theoretical analyses and
experimental results demonstrate that the proposed HIBBE
schemes achieve desirable performance.
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1 Introduction

Identity-Based Encryption (IBE) is a public key system that
allows users to encrypt message using the receiver’s identity
as the public key. In IBE, users’ identities can be arbitrary
strings, e.g., social security numbers, IP or email addresses.A
private key generator (PKG) is employed in the system that
uses a master secret key to distribute secret keys for users
associated with their own identities. Only the user whose
identity matches the specified identity in the ciphertext can
decrypt.

Hierarchical Identity-Based Encryption (HIBE) general-
izes IBE by organizing users in a tree-like structure. A secret
key delegationmechanism is supported for higher-level users
to issue secret keys to their descendant ones. In encryption,
one can specify an identity vector, instead of a single identity,
to the ciphertext. The users whose identities appearing in the
specified identity vector can have capability to decrypt.

Hierarchical Identity-Based Broadcast Encryption
(HIBBE) further extends HIBE by allowing ones to broad-
cast messages to multiple receivers in a hierarchical social
organizations. Similar to HIBE, HIBBE organizes users in a
hierarchical structure and users can delegate their decryption
capability to their subordinates. In encryption, an identity
vector set containing intended receivers is associated with
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Fig. 1 IP-based network

the ciphertext. Only the users with identities in the identity
vector set can correctly decrypt the ciphertext.

HIBBE is shown to have unique applications in practice
since it reflects hierarchical social organizations in the real
world. To demonstrate the power of HIBBE, we illustrate
some application scenarios to which HIBBE is appealing for
secure communications.

– IP-based multicast networks One application may be
to secure IP-based network, in which all nodes are orga-
nized in hierarchy that are labeled by their IP addresses
and subnet masks [36]. Figure 1 shows a typical IP-based
network containing routers, switchers, access points, ter-
minals, and wireless devices, all of which are naturally
organized in a tree-like structure by distributing proper IP
addresses and subnet masks. IP multicast is the method
of broadcasting IP packets to a group of receivers in a
single transmission. HIBBE is an efficient cryptographic
primitive that can be applied to securely transfer sensitive
data in IP-based multicast networks by directly assigning
nodes’ IP addresses as their identities.

– Clustering wireless sensor networks Wireless sensor
network (WSN) is a distributed network that monitors
physical or environmental conditions with the help of
autonomous sensors [32]. Clustering is an efficient rout-
ing design methodologies to manage sensors in WSN
[21]. As shown in Fig. 2, nodes in a cluster-based WSN
naturally form a two-layer hierarchy, where cluster heads
are in the first depth and others are in the second. Apply-
ing HIBBE systems in such a network is a practical
solution to securely sending commands to any subset of
nodes for accurately manipulating wireless sensors.

Motivated by the above scenarios, it is desirable to con-
struct a secure HIBBE system. In 2014, Liu et al. introduced
and defined the security model of HIBBE systems and pro-
posed a HIBBE construction with constant-size ciphertext
[27]. Theoretical analyses show the feasibility and efficiency
of their HIBBE in terms of communication so that it can be
a candidate scheme to be applied in various networks.

Fig. 2 Clustering wireless sensor network

There are remaining problems for HIBBE to be used in
practical applications. The first problem is the efficiency of
HIBBE. The construction proposed by Liu et al. is built
from composite-order bilinear groups. Aside from its secu-
rity, leveraging composite-order bilinear groups to construct
cryptosystems inevitably incurs heavy computation over-
head. Indeed, theoretical analysis and experiment results
have shown that group operations, including addition, multi-
plication, exponentiation, and pairing are prohibitively slow
on composite-order bilinear groups [17,29]. Therefore, it is
preferable to construct a more practical HIBBE scheme built
on prime-order bilinear groups. When applying HIBBE in
practice, one can consider the tradeoff between efficiency and
security, thus leveraging the suitable construction to meet the
actual needs of the system. One solution may be to outsource
the expensive exponentiations to a semi-trusted third party
suggested by Wang et al. [33]. However, this requires extra
interactions between the clients and the computing server
with additional communication overheads.

Another problem is the chosen-ciphertext security (CCA2)
requirement for HIBBE. The existing HIBBE scheme is only
secure against chosen plaintext attacks (CPA), which ensures
security against a passive adversary. In the real-life scenar-
ios, however, a powerful adversary may control the network
traffic, which allows it to manipulate all ciphertexts of its
choice. In this way, the powerful adversary may reveal useful
information from the sensitive data even though the underly-
ing cryptosystem is CPA-secure. Semantic security against
CCA2 attacks is a strong and useful notion of security for
cryptosystems against such active attacks. Therefore, it is
preferable to construct a CCA2-secure HIBBE and deploy it
in practice to ensure security.

1.1 Our contributions

We focus on constructing practical HIBBE schemes with
CCA2 security. We achieve this goal in two steps.
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First, we propose an HIBBE scheme with semi-static
chosen-identity-vector-set and chosen-plaintext security
(IND-ssCIVS-CPA) in the standard model. Unlike the exist-
ing HIBBE scheme [27] that is built from composite-order
bilinear groups, our construction is built from prime-order
bilinear groups and achieve much better efficiency. Also,
compared with existing broadcast encryption schemes based
on prime-order bilinear groups that can only achieve the
widely used full-static security, we show that our construc-
tion has a stronger security result named semi-static security
[20], in which the adversary is allowed to partly decidewhich
sets of the receivers it wishes to challenge.

Second, we convert the basic scheme into an IND-
ssCIVS-CCA2 secure HIBBE scheme by introducing the
Canetti–Halevi–Katz technique into our construction. To
achieve better efficiency, we do the conversion by only
adding one on-the-fly dummy user in the system, instead of
extending one hierarchy of users as the Canetti-Halevi-Katz
technique. The resulting scheme is at merely marginal cost,
i.e., only one extra dummy user is required to achieve CCA2
security.

We conduct thorough theoretical analysis and experiments
on our practical HIBBE scheme. The analysis shows that
our scheme is much more efficient than the existing HIBBE
scheme [27], that is, about 50 times more efficient than the
scheme in [27]. The experimental results also indicate that
the proposed HIBBE scheme provides better user experience
and show that it is applicable to the practical applications.

1.2 Related work

1.2.1 Identity-Based Encryption

Shamir [31] first introduced the concept of IBE in 1984.
However, it took a long time for the researchers to con-
struct a practical and secure IBE scheme. In 2001, Boneh and
Franklin [5,6] formally defined the security notions of IBE
and proposed the first practical IBE system by using bilin-
ear groups. The security of the proposed scheme is based
on the random oracle model. Since then, many other con-
structions of IBE systems were proposed to achieve better
security and/or efficiency. Canetti et al. [11] defined aweaker
security model for IBE, named selective security model, and
provided an IBE scheme that can be proven secure in the
selective security model without random oracles. Boneh and
Boyen [1] improved their results and described an efficient
scheme that is secure in the selective securitymodel. The first
fully/adaptively secure IBE scheme in the standard model is
presented by Boneh and Boyen [2]. However, their construc-
tion is inefficient for practical deployment. The efficient and
fully secure IBE systems were proposed by Waters [34].

These IBE schemes are secure against CPA. Canetti et al.
[12] showed that any CPA-secure IBE can be directly trans-

formed to be CCA2-secure Public Key Encryption systems.
The basic idea is to leverage a one-time signature scheme
and treat the verification key as the “identity” in encryption.
Canetti et al. also pointed out that this technique can be used
to transform CPA-secure 2-level HIBE to be CCA2-secure
IBE.Boneh et al. [9] improved theCanetti–Halevi–Katz tech-
nique by using a MAC to replace the one-time signature.
Boyen et al. [10] further introduced a new transformation
technique that can be applied to some HIBE systems with-
out involving extra cryptographic primitives. In 2006, Gentry
[18] presented an efficient IBE system and converted it into a
CCA2-secure one with a similar technique from the Cramer-
Shoup encryption scheme [13]. Very recently, Liu et al. [28]
refined this technique with chameleon hash to convert a
CPA-secure attribute-based encryption (ABE) scheme into a
CCA2-secure ABE scheme. Deng et al. [15,16] shows how
to trace compromised secret keys in IBE and ABE systems.

1.2.2 Hierarchical IBE (HIBE)

Horwitz and Lynn [22] introduced the concept of HIBE.
Gentry and Silverberg [19] proposed a HIBE scheme in
the random oracle model. Boneh and Boyen [1] proposed
a HIBE construction that achieves security in the selective
model without random oracles. A more efficient selective
secure HIBE schemewith constant-size ciphertext was intro-
duced by Boneh et al. [4]. The first fully/adaptively secure
HIBE was constructed by Gentry and Halevi that supports
polynomial depth of hierarchy, with its security under a
new complexity assumption. In 2009, Waters [35] intro-
duced a novel approach, called Dual System, for achieving
fully secure IBE and HIBE systems in the composite-order
bilinear groups. Dual system was subsequently used to
prove full security of HIBE [23] and other related systems
[24,25,30]. However, how to construct fully secure HIBE
systems in prime-order bilinear groups under simple assump-
tions remains as a challenging problem [26]. These schemes
are CPA-secure. It is possible to convert HIBE schemes to
be CCA2-secure by leveraging the previous reviewed con-
versions [9,10,12].

1.2.3 Spatial encryption

In 2008, Boneh and Hamburg [8] provided a framework for
constructing Identity-Based and Broadcast encryption sys-
tems, called spatial encryption. They indicated that many
systems can be derived from it, including HIBE, inclusive
IBE, co-inclusive IBE, etc. HIBBE is also a kind of encryp-
tion systems belonging to spatial encryption. However, the
HIBBE system derived from their spatial encryption has only
selective and CPA.

123



38 W. Liu et al.

1.3 Paper organization

The reminder of this paper is organized as follows. In Sect. 2,
we review prime-order bilinear groups, and the Weak Bilin-
ear Diffie–Hellman Inversion assumption that will be used
in the security proof of our construction. Section 3 formal-
izes HIBBE and its security definitions. We propose our
practical IND-ssCIVS-CPA secure HIBBE in Sect. 4. The
IND-ssCIVS-CCA2 secure HIBBE scheme is then presented
in Sect. 5. We conduct theoretical and experimental perfor-
mance analyses in Sect. 6. Finally, we conclude the paper in
Sect. 7.

2 Preliminaries

In this section, we briefly review prime-order bilinear groups
and theWeak Bilinear Diffie–Hellman Inversion assumption
underlying our constructions.

2.1 Prime-order bilinear groups

Prime-order bilinear groups are defined by using a group
generator G, an algorithm which takes a security parame-
ter λ as input and outputs a description of a bilinear group,
(p,G,GT , e) ← G(1λ), where p is a large prime,G andGT

are cyclic groups of order p, and a bilinear map e : G×G →
GT satisfying the following properties:

1. Bilinearity For all g, h ∈ G and a, b ∈ Zp, we have that
e(ga, hb) = e(g, h)ab;

2. Non-degeneracy There exists at least an element g ∈ G

such that e(g, g) has order p in GT ;
3. Computability There exists an efficient algorithm (in

polynomial time with respect to λ) to compute the bilin-
ear pairing e(u, v) for all u, v ∈ G.

2.2 Weak Bilinear Diffie–Hellman Inversion assumption

The security of our practical HIBBE schemes rely on the
decision version of the Weak Bilinear Diffie–Hellman Inver-
sion (wBDHI∗) assumption [4].

Let (p,G,GT , e) ← G(1λ), g, h ∈ G be generators of
G and α ∈ Zp. The N -wBDHI∗ problem in G is, given the
tuple

(
g, h, gα, g

(
α2

)
, . . . , g

(
αN

))

as inputs, to compute e(g, h)
(
αN+1

)
. For simple notations, we

denote yi = g
(
αi

)
∈ G. An algorithm A has advantage ε in

solving N -wBDHI∗ in G if

Table 1 Notations

Notation Description

λ Security parameter

PP Public parameter

MSK Master secret key

Hdr Header

K Session key

ID Identity

ID Identity vector

IID Identity vector position

SKID Secret key for ID

‖ID‖ Depth of ID

SID Identity set for ID

V Identity vector set

IV Identity vector set position

‖V‖ Depth of V

SV Identity set for V

∣∣∣Pr
[
A(g, h, y1, . . . , yN ) = e(g, h)

(
αN+1

)]∣∣∣ ≥ ε

where the probability is over the random choice of generators
g, h ∈ G, the random choice of the exponent α ∈ Zp, and
the random bits used by A.

The Decisional N -wBDHI∗ problem in G can be defined
in the usual manner. An algorithm B that outputs b ∈ {0, 1}
has advantage ε in solving decision N -wBDHI∗ in G if

∣∣∣∣∣
Pr

[
B

(
g, h, y1, . . . , yN , e(g, h)

(
αN+1

))
= 0

]
−

Pr [B (g, h, y1, . . . , yN , T ) = 0]

∣∣∣∣∣ ≥ ε

where the probability is over the random choice of generators
g, h ∈ G, the random choice of the exponent α ∈ Zp, the
random choice of T ∈ GT , and the random bits used by B.

Definition 1 The (t, ε, N )-DecisionwBDHI∗ assumption in
G states that there exists no t-time algorithm that has advan-
tage at least ε in solving the Decision N -wBDHI∗ problem
in G.

3 System model and security definitions

3.1 Notations

We follow the notations used in [27] to simplify the descrip-
tions of HIBBE systems. Table 1 summaries these notions
that will be later used in this paper.

We use [a, b] to denote a set {a, a + 1, . . . , b} containing
consecutive integers. We write |S| to denote the cardinality
of the set S. For an identity vector ID = (ID1, . . . , IDd), we
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Fig. 3 A typical example of the notations

define ‖ID‖ as the depth of ID, and SID as the identity set
associating with ID. For an identity vector set V, we define
the maximal depth of V as ‖V‖ = max{‖ID‖ : ID ∈ V}.
The identity set of V can be defined similarly. We define
the prefix of an identity vector ID = (ID1, . . . , IDd) as an
identity vector set represented by

Pre f (ID) = {(ID1, . . . , IDd ′) : d ′ ∈ [1, d]}

Clearly, we have that ‖Pre f (ID)‖ = d = ‖ID‖. We can
similarly define the prefix of a vector set V as

Pre f (V) =
⋃
ID∈V

Pre f (ID)

In practice, a user may have more than one identity or
parent nodes. In this case, we will treat them as different
users.

We show an example of our notations using a typical
HIBBE system illustrated in Fig. 3. For the user with identity
vector ID = (ID1, ID2, ID4), the depth of ID is ‖ID‖ = 3,
the identity set of ID is SID = {ID1, ID2, ID4}, and the iden-
tity position of ID is IID = {1, 2, 4}. The prefix of ID is
denoted by

Pref(ID) = {(ID1, . . . , IDd ′) : d ′ ∈ [1, ‖ID‖]}
= {(ID1), (ID1, ID2), (ID1, ID2, ID4)}

For the broadcast identity vector set

V = {(ID1, ID2, ID4), (ID1, ID2, ID6), (ID7, ID8)}

we similarly have that ‖V‖ = max(3, 3, 2) = 3, SV =
{ID1, ID2, ID4, ID6, ID7, ID8}, and the identity vector set
position IV = {1, 2, 4, 6, 7, 8}. The prefix of the broadcast
identity vector set is

Pref(V) =
{

(ID1), (ID1, ID2), (ID1, ID2, ID4),

(ID1, ID2, ID6), (ID7), (ID7, ID8)

}

3.2 Hierarchical Identity-Based Broadcast Encryption

We are now ready to define HIBBE. An HIBBE scheme
involves a PKG as an authority. The PKG has a master secret
keyMSK to be used for granting users capability of decrypt-
ingmessages by generating secret keys SKID associated with
their identity vectors ID. Users in the higher level can use
their secret key to delegate the decryption capability to their
subordinates. The broadcaster encrypts messages under the
public parameter PP published by the PKG and transmits
these to the groups of the users represented by an identity
vector set V via the broadcast channel. Only users whose
identity vector ID in the prefix of V can decrypt. Compared
with the definitions shown in [27], here we follow the key
encapsulation mechanism methodology to meet the actual
requirement of broadcast encryption, and view the broadcast
encryption as a combination of a session key encapsulation
mechanism with a symmetric encryption.

Formally, anHIBBE systemwith the security parameterλ,
the maximal depth D of the hierarchy, and the maximal size
n of the supported users is a tuple of algorithms� = (Setup,
KeyGen, Delegate, Encrypt, Decrypt) defined as follows.

– Setup(D, n, λ) The Setup algorithm takes as inputs the
maximal depth D of the hierarchy, the maximal size n
of the supported users, and the security parameter λ. It
outputs a master secret keyMSK and a public parameter
PP. Themaster secret keyMSK is kept secret by the PKG,
while the public parameter PP is made public.

– Encrypt(PP,V) The Encrypt algorithm takes as inputs
the public parameter PP and a broadcast identity vec-
tor set V, and outputs a pair (Hdr, K ), where Hdr is
called the header, K ∈ K is a session key in the key
space K and can be used to symmetrically encrypt data
of arbitrary length. When a message M ∈ {0, 1}∗ will be
broadcast to users in Pref(V), the broadcaster generates
(Hdr, K ) ← Encrypt(ID,V), computes the encryption
CM of M under the session key K , and broadcasts the
ciphertext as (Hdr,V,CM ).

– KeyGen(PP,MSK, ID) The key generation algorithm
takes as inputs the public parameter PP, the master key
MSK, and an identity vector ID. It generates a user secret
key SKID associated with the identity vector ID.

– Delegate(PP, SKID′ , ID) The secret key delegation algo-
rithm takes as inputs the public parameter PP , a broad-
cast secret key for an identity vector ID′ with ‖ID′‖ < D,
and an identity ID. It delegates the secret key SKID for
the identity vector ID = (ID′, I D), where we naturally
have that ‖ID‖ = ‖ID′‖ + 1 ≤ D.

– Decrypt(PP,Hdr,V, SKID, ID) TheDecrypt algorithm
takes as inputs the public parameterPP, a headerHdr and
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the corresponding broadcast vector set V, and a secret
key SKID associated with an identity vector ID. If ID ∈
Pref(V), the algorithm outputs the session key K ∈ K
which can be then used to decrypt CM and recover M .

An HIBBE system must satisfy the standard consis-
tency constraint, namely for all D ≤ N ∈ N, all
(PP,MSK) ← Setup(D, N , λ), and all SKID generated by
running KeyGen(PP,MSK, ID) or running Delegate(PP,

SKID′ , I D) with ID = (ID′, I D), if ID ∈ Pref(V), then the
session key can be correctly recovered asDecrypt(PP,Hdr,
V, SKID, ID) = K , where (Hdr, K ) ← Encrypt(PP,V).

3.3 Security definitions of HIBBE

We next define the security notion for HIBBE. To capture the
most powerful attacks in a broadcast encryption schemes, we
consider chosen-ciphertext security against adaptive adver-
saries in HIBBE. In such a security notion, the adversary is
allowed to adaptively ask for several secret keys associated
with any identity vectors ID of its choice and to issue decryp-
tion queries for its chosen broadcast header. Then, it can
decide the identity vector setV∗ that it wishes to attack. After
deciding V∗, the adversary is still allowed to obtain secret
keys and decrypt the broadcast headers, with the constraints
that it cannot obtain secret keys for ID ∈ Pref(V∗) and cannot
issuedecryptionquery for the challengebroadcast header.We
require that even such an adversary cannot reveal any useful
information for the session key hidden in the header.

Formally,wedefine the indistinguishability against chosen-
identity-vector-set and chosen-ciphertext attack (IND-CIVS-
CCA2) in HIBBE by using the following game between an
adversary A and a challenger. Both of them are given the
parameters D, n, and λ as inputs.

Setup The challenger runs Setup(D, n, λ) to obtain a public
parameter PP and gives it to the adversary A.

Phase 1 The adversary A adaptively issues queries, each of
which is one of the following forms:

– Secret key query for an identity vector ID. The challenger
generates a secret key SKID for ID and returns it to the
adversary.

– Decryption query for a header Hdr associated with an
broadcast identity vector set V. The challenger first gen-
erates a secret key SKID associated with an identity
vector ID ∈ Pref(V). Then, it responds with K ←
Decrypt(PP,Hdr,V, SKID, ID).

Challenge When adversary A decides that Phase 1 is over,
it outputs to the challenger a challenge broadcast identity
vector set V∗ which contains all the users A wishes to
attack. The broadcast identity vector set V∗ should satisfy

ID /∈ Pref(V∗) for any ID if adversaryA has already queried
the secret key SKID. The challenger runs (Hdr∗, K ∗

0 ) ←
Encrypt(PP,V∗). It then chooses a random session key

K1
R← K in the key space, and flips a random coin b

R←
{0, 1}. The challenger finally gives (Hdr∗, K ∗

b ) to adversary
A.

Phase 2 Adversary A continues to issue queries, each of
which is one of the following forms:

– Secret key query for an identity vector ID with the con-
straint that ID /∈ Pref(V∗).

– Decryption query for a header Hdr corresponding to an
broadcast identity vector set V, but with the constraint
that Hdr 
= Hdr∗.

The challenger responds as in Phase 1.

GuessEventually, the adversaryAoutputs a guessb′ ∈ {0, 1}
and wins in the game if b = b′.

The advantage of such an adversary A in attacking the
(D, N )-HIBBE system with security parameter λ is defined
as

AdvIND-CIVS-CCA2A,D,N (λ) =
∣∣∣∣Pr[b′ = b] − 1

2

∣∣∣∣

Definition 2 A (D, N )-HIBBE system is IND-CIVS-CCA2
secure if for any polynomial time algorithm A who makes
totally qE secret key queries and qD decryption queries, the
advantage of breaking the security game defined above is at
most ε negligible in λ, i.e.,

AdvIND-CIVS-CCA2A,D,n (λ) < ε

Asusual,wedefine the indistinguishability against chosen-
identity-vector-set and chosen-plaintext attack (IND-CIVS-
CPA) in HIBBE as in the proceeding game, but preventing
the adversary from issuing decryption queries in Phase 1 and
Phase 2. The advantage of such an adversary is defined as

AdvIND-CIVS-CPAA,D,n (λ) =
∣∣∣∣Pr[b′ = b] − 1

2

∣∣∣∣

Definition 3 A (D, n)-HIBBE system is IND-CIVS-CPA
secure if for any polynomial time algorithm A who makes
totally qE secret key queries and no decryption query, the
advantage of breaking the security game defined above is at
most ε negligible in λ, i.e.,

AdvIND-CIVS-CPAA,D,n (λ) < ε

It is challenging to achieve full/adaptive security in broad-
cast encryption schemes. Someweaker security notions have
been introduced in these cryptographic primitives to bridge
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security proofs. These notions can be similarly considered in
HIBBE settings. The first is static security [7,14], where the
adversary should ahead of time commit to the challenge set
it wishes to attack in an Init phase before the Setup phase.
This security notion can be defined in HIBBE by adding the
Init phase before the Setup phase, and the adversary should
decide the challenge identity vector set V∗ in the Init phase.

We also propose a new security definition named semi-
static security in HIBBE. This security definition is used by
recent (Identity-Based) broadcast encryption systems [20]. In
this game the adversarymust commit to an identity set S with∣∣S∣∣ = poly(λ) at the Init phase before the Setup phase is
started. InPhase 1, the adversary can only query for the secret
keys associating with identity vectors ID with SID 
⊆ S.
When the adversary decides that Phase 1 is over, it chooses
a challenge identity vector set V∗ satisfying SV∗ ⊆ S. After
that, the adversary is still allowed to query for the secret
keys associating with identity vectors ID satisfying SID 
⊆ S.
We refer to such an adversary A as an IND-ssCIVS-CPA
adversary and accordingly define the advantage of such an
adversaryA in the IND-ssCIVS-CPA game with parameters
D, N , and security parameter λ as

AdvIND-ssCIVS-CPAA,D,N (λ) =
∣∣∣∣Pr[b′ = b] − 1

2

∣∣∣∣

4 Semi-statically secure HIBBE system with
constant-size ciphertexts

In this section, we propose an IND-ssCIVS-CPA secure
HIBBE with constant-size ciphertexts. Aside from stronger
security than that in the HIBBE construction of [27], lever-
aging composite-order bilinear groups in it inevitably leads
to more computation overhead [17]. Our IND-ssCIVS-CPA
secure HIBBE offers an alternative of HIBBE implementa-
tion, i.e., based on prime-order bilinear groups to achieve a
more efficient deployment. Our starting point is the Boneh-
Boyen-Goh selective secure HIBE scheme [4]. We follow
the technique in [27] to associate every user in our system,
instead of every depth of hierarchy, with distinct random ele-
ment for blinding its own identity vector in its secret key. This
prevents users from revealing any information to other users’
secret key from their owned ones. Surprisingly, we show that
our construction achieves semi-static security result, which
is stronger than the static security since the adversary just
needs to partly decide which subset of S can be adaptively
chosen to attack [20].

4.1 Our IND-ssCIVS-CPA secure construction

Given a security parameter λ ∈ Z
∗, run (p,G,GT , e) ←

G(1λ) to generate a prime p, two groups G, GT of order

p, and a bilinear map e : G × G → GT . Assume that any
integer in Zp can be used as an identity and the session key
space is K = GT . Assume also that users’ positions IID =
{i |I Di ∈ SID} in HIBBE are publicly known. Our (D, n)-
HIBBE scheme works as follows.

Setup(D, n, λ). Select a random generator g
R← G, a ran-

dom exponent α
R← Zp, and set g1 = gα . Next, pick

random elements g2, g3
R← G, and pick random elements

u1, u2, . . . , un
R← G. The public parametersPP and themas-

ter secret key MSK are

PP = (g, g1, g2, g3, u1, u2, . . . , un), MSK = gα
2

KeyGen(PP,MSK, ID) To generate a secret key for an iden-
tity vector ID of depth k ≤ D by using the masker keyMSK,

pick a random r
R← Zp and output

SKID =
(
gα
2 ·

(
g3 ·

∏
i∈I

uI Di
i

)r

, gr ,
{
urj

}
j∈[1,n]\I

)

Delegate(PP, SKID′ , ID)Togenerate a secret key for an iden-
tity vector ID = (ID′, ID) of depth k + 1 by using the secret
key

SKID′ =
⎛
⎝gα

2 ·
(
g3 ·

∏
i∈I′

uI Di
i

)r ′

, gr
′
,
{
ur

′
j

}
j∈[1,n]\I′

⎞
⎠

=
(
a0, a1,

{
b j

}
j∈[1,n]\I′

)

where r ′ is the random term used in SKID′ , and IID′ =
{i |IDi ∈ SID′ }. Denote IID = {i |IDi ∈ SID}, pick a random

t
R← Zp and output

SKID =
⎛
⎜⎝
a0

(
bIDi

)
i∈I\I′

(
g3 · ∏

i∈I
uIDi
i

)t

,

a1gt ,
{
b jutj

}
j∈[1,n]\I

⎞
⎟⎠

Note that by implicitly setting r = r ′ + t ∈ Zp, the delegated
secret key can be written in the form

SKID =
(
gα
2 ·

(
g3 ·

∏
i∈I

uIDi
i

)r

, gr ,
{
urj

}
j∈[1,n]\I

)

which is a well-formed secret key as if it were generated by
runningKeyGen. Therefore, it is a properly distributed secret
key associating with the identity vector ID = (ID′, I D).

Encrypt(PP,V) To encapsulate a session key under the
broadcast identity vector set V with users’ position I = {i :
IDi ∈ SV}, pick a random β

R← Zp and compute the header
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as

Hdr = (C0,C1) =
⎛
⎝gβ,

(
g3 ·

∏
i∈I

uIDi
i

)β
⎞
⎠

Output the session key as K = e(g1, g2)β .

Decrypt(PP,Hdr,V, SKID, ID). Given the broadcast header
Hdr = (C0,C1), any user with identity vector ID ∈ Pref(V)

can use its secret key

SKID =
(
a0, a1,

{
b j

}
j∈[1,n]\I

)

to compute the session key

K =
e

(
a0· ∏

i∈I,i /∈I
b
IDi
i ,C0

)

e(C1,a1)

where I = {i : IDi ∈ SID} and I = {i : IDi ∈ SV}.
Consistency If Hdr = (C0,C1) is a valid header, one can
decapsulate the session key by noting the following equali-
ties.

a0
∏

i∈I,i /∈I
bIDi
i = gα

2 ·
(
g3 ·

∏
i∈I

uIDi
i

)r

·
⎛
⎝ ∏

i∈I,i /∈I
bIDi
i

⎞
⎠

r

= gα
2 ·

(
g3 ·

∏
i∈I

uIDi
i

)r

Therefore, the session key can be obtained as

K =
e

(
a0· ∏

i∈I,i /∈I
b
IDi
i ,C0

)

e(C1,a1)

=
e

(
gα
2 ·

(
g3·∏

i∈I
u
IDi
i

)r

,gβ

)

e

⎛
⎝

(
g3·∏

i∈I
u
IDi
i

)β

,gr

⎞
⎠

=
e
(
gα
2 ,gβ

)·e
((

g3·∏
i∈I

u
IDi
i

)r

,gβ

)

e

⎛
⎝

(
g3·∏

i∈I
u
IDi
i

)β

,gr

⎞
⎠

= e
(
gα
2 , gβ

) = e(g1, g2)
β

Performance The encryption procedure requires one pairing
operation (which can be pre-computed), and the decryption
procedure requires two pairing operations. The scheme is
efficient in computation. For any subset of receivers, the
header always contains two group elements. The public para-
meters, themaster secret key, and the secret key (of each user)
are linearwith the number of the allowable users, comparable
to the up-to-date (IB)BE schemes [4,20].

4.2 Security analysis

In this section,weproveourHIBBEscheme is semi-statically
secure (IND-ssCIVS-CPA) under the Decision wBDHI∗
assumption.

Theorem 1 Let G be a group (of primeorderp) equipped
with a bilinear map. Suppose that the Decision (t, ε, N )-
wBDHI∗ assumption holds in G. Then the proposed HIBBE
system is (t ′, qE , ε) semi-statically secure (IND-ssCIVS-
CPA) where

t ′ < t − Θ(τ · N · qE )

and qE is the number of key queries and τ is a time unit.

Proof Suppose that there exists an adversaryA breaking our
(D, N )-HIBBE system in the IND-ssCIVS-CPA game with
advantage ε. We construct an algorithm B that can solve
the Decision N -wBDHI∗ problem in G. The input of the
algorithm B is the challenge tuple (g, h, y1, . . . , yN , T ) of

the Decision N -wBDHI∗ problem, where T is either T
R←

GT or T ← e(g, h)
(
αN+1

)
. The algorithm B interacts withA

as follows.

Init Adversary A outputs an identity set S containing iden-
tities that A may decide to be challenged in the challenge
phase. Algorithm B chooses N ≥ ∣∣S∣∣. Establish indices
i ∈ [1, N ] for identities in S. We denote the index set by
I = {i : IDi ∈ S}.
Setup. To generate public parameters PP, algorithm B first
requests an instance of the Decision N -wBDHI∗ problem.

Then, it chooses a random γ
R← Zp and sets

g1 = y1 = gα, g2 = yN . . . gγ = gγ+(
αN

)

Then, algorithmB randomly chooses γ1, . . . , γN
R← Zp. Set

ui = gγi if i ∈ Ī . Otherwise set ui = gγi · y−1
N−i+1. Also,

algorithm B randomly chooses δ
R← Zp, and sets g3 = gδ .

Finally, B gives the public parameters

PP = (g, g1, g2, g3, u1, ·, uN )

to the adversary A. The master key is

MSK = gα
2 ← gα

(
αN+γ

)
= yN+1 · yγ

1

Note that B does not know the value of yN+1. Hence, B does
not know MSK .

Phase 1 Adversary A issues secret key queries for identity
vector ID = (I D1, I D2, . . . , I Dk) with SID ⊆ S. Then the
identity vector ID contains at least one I Dm ∈ SID such
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that IDm /∈ S. We set m as the smallest index satisfying this
condition. To respond to the query, algorithm B derives a
secret key for the identity vector IDm = (ID1, . . . , IDm),
from which B then constructs a secret key for the requested
identity vector ID.

Denote I = {i : IDi ∈ SIDm }. To generate the secret key
for identity vector (ID1, . . . ,IDm), algorithm B randomly

chooses r̃
R← Zp and then computes the secret key

SKIDm =
(
a0, a1,

{
b j

}
j∈[1,N ]\I

)

=
(
gα
2 ·

(
g3 ·

∏
i∈I

uIDi
i

)r

, gr ,
{
urj

}
j∈[1,N ]\I

)

where

r = αm

IDm
+ r̃ ∈ Zp.

For the first component a0, we have

(
g3 ·

∏
i∈I

uIDi
i

)r

=
⎛
⎝gδ ·

⎛
⎝ ∏

i∈I,i∈I
uIDi
i

⎞
⎠ ·

⎛
⎝ ∏

i∈I,i /∈I
uIDi
i

⎞
⎠

⎞
⎠

r

=
⎛
⎝gδ ·

⎛
⎝ ∏

i∈I,i∈I
gIDiγi

⎞
⎠ ·

⎛
⎝ ∏

i∈I,i /∈I
gIDiγi · y−IDi

N−i+1

⎞
⎠

⎞
⎠

r

=
((

g
δ+∑

i∈I
IDiγi

)
·
(
y−IDm
N−m+1

))r

= (c1 · c2)r

Algorithm B can compute c1 since B knows δ, γi and IDi .
Next, we have

cr2 =
(
y−IDm
N−m+1

) αm

IDm
+r̃

= y−IDm ·̃r
N−m+1 · y−αm

N−m+1 = y−IDm ·̃r
N−m+1 · y−1

N+1

Thus, B can compute a0 since

a0 = (
yN+1 · yγ

1

) · (c1)
r ·

(
y−IDm ·̃r
N−m+1 · y−1

N+1

)

= yγ
1 · (c1)

r · y−IDm ·̃r
N−m+1

B can compute all the other components in SKIDm since
they do not involve yN+1. Hence, algorithm B can generate
the secret key for IDm . AlgorithmB can further use this secret

key to derive the secret key for the descendant identity ID
and correctly response to A’s request.

Challenge Adversary A outputs two equal-length messages
M0, M1 ∈ GT , together with an identity vector set V∗ such
that SV∗ ⊆ S. Denote I∗ = {i : ID∗

i ∈ SV∗}. Algorithm B
computes the challenge header

Hdr∗ = (C∗
0 ,C

∗
1 ) =

(
h, h

δ+ ∑
i∈I∗

ID∗
i ·γi

)

where h and T comes from the Decision wBDHI∗ challenge
tuple. Since h = gc, where c ∈ Zp is an unknown value, we
have

C1 = h
δ+ ∑

i∈I∗
ID∗

i ·γi =
(
g

δ+ ∑
i∈I∗

ID∗
i ·γi

)c

=
(
gδ ·

∏
i∈I∗

gID
∗
i ·γi

)c

=
(
gδ ·

∏
i∈I∗

u
ID∗

i
i

)c

Algorithm B can compute C1 since it knows γi for all
i ∈ I∗. The challenge session key is computed as

K ∗ = T · e(y1, hγ )

If T = e(g, h)
(
αN+1

)
, then we have that

T · e(y1, hγ ) = (
e(y1, yN ) · e(y1, gγ )

)c
= e(y1, yN g

γ )c = e(g1, g2)
c

and K ∗ is a valid session key associating with Hdr∗. Other-
wise, K ∗ is a random element from the session key space.

Phase 2AdversaryA can further issue q2 = qE −q1 queries.
B responds as in Phase 1.

Guess Finally, adversary A outputs a guess b′ ∈ {0, 1}.
AlgorithmB also outputs b′ to answer the Decision wBDHI∗
problem.

If T = e(g, h)
(
αN+1

)
, then A can successfully attack the

HIBBE system, and the advantage that adversary A has is∣∣Pr[b = b′] − 1
2

∣∣ ≥ ε. If T
R← GT , we have

∣∣Pr[b = b′]∣∣ =
1
2 . Therefore

∣∣∣∣∣
Pr

[
B

(
g, h, y1, . . . , yN , e(g, h)

(
αN+1

))
= 0

]

−Pr [B (g, h, y1, . . . , yN , T ) = 0]

∣∣∣∣∣ = ε

AlgorithmB needs to answer qE queries fromA. The total
time that B takes is t = t ′ + Θ(τ · N · qI D). This completes
the proof of Theorem 1. �
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5 Chosen-ciphertext secure HIBBE with short
ciphertexts

In this section, we provide a technique to transform our
CPA-secure HIBBE to a CCA2-secure one. We first give an
overview of our transformation. We add a “dummy” user in
our system with an on-the-fly “identity.” The dummy user
will be used just for the validity test, and no one is allowed to
obtain the secret key for it. A one-time signature schemewith
algorithmsSKeyGen,Sign,Verify is additionally employed.
We require that this scheme is secure in the sense of strong
unforgeability. In encryption, the broadcaster first generates
a key pair (vk, sk) for a one-time signature schemes. It treats
the verification key vk as the on-the-fly “identity” of the
“dummy” user. The broadcaster then encapsulates the ses-
sion key under the identity vector set V∪ (vk) and generates
the headerHdr = (C0,C1). The resulting header Hdr is next
signed using the signature key sk to obtain a signature σ . The
final header consists of the verification key vk, the header
Hdr , and the signature σ . When decrypting (vk,Hdr, σ ),
the receiver verifies the signature on the header Hdr using
the verification key vk. If the signature is valid, the receiver
can directly use its secret key SKID such that ID ∈ Pre f (V)

to decrypt Hdr and recovers the session key K .
This technique is inspired by the Canetti–Halevi–Katz

technique [12], which was previously applied in IBE systems
[1,5,6,34] to obtain CCA2-secure public key cryptosystems.
Canetti et al. also remarked that their technique can be
extended to achieve CCA2-secure HIBE from CPA-secure
HIBE schemes by adding one extra hierarchy to the under-
lying HIBE systems. In our transformation, we just add one
“dummy” user in the system to support validity text, instead
of introducing one extra hierarchy of users to our HIBBE.
In this way, CCA2 security is achieved only at a marginal
cost of one extra user. Our transformation also implies a
unique application of the Canetti–Halevi–Katz technique in
the broadcast encryption cryptosystems [14].

5.1 Our IND-ssCIVS-CCA2 secure construction

For ease of description, we write the algorithms in our
chosen plaintext secure HIBBE system as CPA.Setup,
CPA.KeyGen, CPA.Delegate, CPA.Encrypt, and
CPA.Decrypt. Our chosen ciphertext secure HIBBE system
is described as follows.

CCA.Setup(D, n, λ). The system setup algorithm first runs
CPA.Setup(D, n + 1, λ) to generate the public parameter
and the master secret key

PP ← (g, g1, g2, g3, u1, . . . , un, un+1) , MSK = gα
2

A secure one-time signature scheme with algorithms
SKeyGen, Sign, Verify is also included in the public para-

meter. We stress that the dummy user is associated with the
parameter un+1 and no one is allowed to obtain its corre-
sponding secret key.

CCA.KeyGen(PP,MSK, ID) The algorithm directly calls
CPA.KeyGen(PP,MSK, ID) and returns thegenerated secret
key SKID.

CCA.Delegate(PP, SKID, I D) This algorithm is also iden-
tical with the CPA-secure ones. The algorithm runs CPA.
Delegate(PP, SKID, I D) to delegate and return the secret
key.

CCA.Encrypt(PP,V) For the given identity vector set V,
denote I = {i : IDi ∈ SV}. The encryption algorithm first
calls SKeyGen(λ) to obtain a verification key vk and a sig-

nature key sk. It then picks a random β
R← ZN and computes

Hdr′ = (C0,C1) =
⎛
⎝gβ,

(
h · uvk

n+1 ·
∏
i∈I

uIDi
i

)β
⎞
⎠

Finally, the algorithm calls σ ← Sign(Hdr′, sk) to obtain
the signature σ . The final header is output as Hdr =
(vk,Hdr′, σ ).

CCA.Decrypt(PP,Hdr,V, SKID, ID) Suppose the algo-
rithm decrypts the header Hdr = (vk,Hdr′, σ ) using the
secret key

SKID =
(
a0, a1,

{
b j

}
j∈[1,n+1]\I

)

It first verifies the signature by checkingwhether the equation
Verify(Hdr′, σ, vk) = 1 holds. If not, the algorithm simply
outputs ⊥. Otherwise, the algorithm computes

K = CPA.Decrypt(PP,Hdr′,V ∩ (vk), SKID, ID)

to recover the session key K .

Consistency If the signature can be verified, then the header
is correctly generated by the broadcaster since only the
broadcaster holds the signing key sk related to the verifi-
cation key vk. Note that by the prefix definition, Pref(V ∪
(vk)) = Pref(V) ∪ (vk). Therefore, for any identity vector
ID ∈ Pref(V), we have that ID ∈ Pref(V) ∪ (vk). There-
fore, the decryption algorithm can decapsulate the session
key by invoking the underlyingCPA.Decrypt(PP,Hdr′,V∪
(vk), SKID, ID).

5.2 Security analysis

We first give the outline of our security proof. We now
allow decryption queries in Phase 1 and Phase 2 of the
security definition. In the decryption query, the simulator
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first verifies the signature to determine whether the header
is valid. If the verification passes, the simulator generates
a secret key SK(vk) for the identity vector (vk) associat-
ing with the random element un+1. Note that it is a secret
key that will never be really used in the CCA2-secure sys-
tem since this secret key is for the dummy user so that
no one is allowed to obtain it. However, it is a valid key
in the underlying CPA-secure system. Also, for any iden-
tity vector set V ∪ (vk), we have that (vk) ∈ Pref(V ∪
(vk)). Therefore, the simulator can correctly respond to the
decryption query by decrypting the header using SK(vk).
In the challenge phase, the simulator generates a new sig-
nature and verification key pair (sk, vk) ← SKeyGen(λ)

and creates a header Hdr′∗ = (C∗
0 ,C

∗
1 ) for the chal-

lenge identity vector set V∗ ∪ (vk∗). The header is then
signed using sk∗, and the final challenge header is output
as Hdr∗ = (vk∗,Hdr′∗, σ ∗). Since the signature key gen-
eration algorithm SKeyGen is a randomized algorithm, the
adversary is not able to make any valid decryption queries
that would require the simulator to use an identity vec-
tor set V ∪ (vk) with vk = vk∗. Note that the adversary
cannot issue secret key query for the dummy user because
the dummy user is not available before the simulator pro-
duces the challenge ciphertext. Hence, the simulation can
be done by invoking the underlying CPA-secure HIBBE
scheme.

Formally, the chosen-ciphertext security of the above
scheme is guaranteed by the following Theorem.

Theorem 2 Suppose that the HIBBE scheme proposed in
Sect. 4 achieves semi-static and chosen plaintext security.
Assume also that the employed signature scheme is a strongly
unforgeable one-time signature scheme. Then the HIBBE
scheme proposed in Sect. 5 achieves semi-static and chosen-
ciphertext security.

Proof Assume that there exists a polynomial time adver-
sary A that can break the IND-ssCIVS-CCA2 security of
the (D, n)-HIBBE scheme proposed in Sect. 5. We construct
a polynomial time algorithm B breaking the IND-ssCIVS-
CPA security of the (D, n + 1)-HIBBE scheme proposed
in Sect. 4 with the help of adversary A. Algorithm B inter-
acts withA as follows. Init AdversaryA outputs an identity
set S containing identities that A may decide to challenge.
Algorithm B runs (sk∗, vk∗) ← SKeyGen(λ) to generate
a challenge signature and verification key pair. It chooses
n ≤ |S|, establishes indices i ∈ [1, n] for the identities in S,
and sets the index n + 1 for the identity vk∗. Algorithm B
finally sends S ∪ vk∗ to the challenger.

Setup The challenger runs Setup algorithm with the inputs
(D, n + 1, λ) and sends the public parameter PP =
(g, g1, g2, g3, u1, . . . , un+1) to algorithm B. Algorithm B
directly forwards PP to adversary A.

Phase 1 Adversary A adaptively issues secret key and
decryption queries:

– Secret key queries with the identity vector ID. Algorithm
B simply submits ID to the challenger to obtain the secret
key SKID and sends it to adversary A. Since the secret
key takes the same form in both schemes, the secret key
SKID is also a valid key for adversary A.

– Decryption queries with the header Hdr and the identity
vector setV. ParsesHdr to be (vk,Hdr′, σ ). AlgorithmB
first verifies the signature by callingVerify(Hdr′, σ, vk).
If the algorithm Verify outputs 0, the header is invalid
and algorithm B returns with ⊥. Otherwise, algorithm B
checks whether vk = vk∗. If so, algorithm B stops the
simulation and aborts. If vk 
= vk∗, algorithm B creates
an identity vector (vk), assigns the index of the identity
vk as n + 1, and issues a secret key query for (vk) to
the challenger. Since vk 
= vk∗, we have that vk /∈ S ∪
vk∗ so that the challenger can generate a secret key for
(vk). Also, (vk) ∈ Pref(V ∪ vk). Therefore, algorithm
B can use this secret key to decrypt Hdr ′ and recovers
the session key. The session key is finally returned to
adversary A.

ChallengeAdversaryA outputs the challenge identity vector
set V∗ to algorithm B. Algorithm B sends V∗ ∪ vk∗ to the
challenger, which returns the challenge headerHdr′∗ and the
challenge session key K ∗. Algorithm B then calls σ ∗ ←
Sign(Hdr′∗, sk) to obtain the signature, and returns the final
challenge header asHdr∗ = (vk∗,Hdr′∗, σ ∗). The challenge
session key K ∗ is sent to adversary A.

Phase 2AdversaryA continues tomake two kinds of queries.
Algorithm B responds as in Phase 1.

Guess Finally, adversary A outputs a guess b′. Algorithm B
also outputs b′ as its own guess.

If algorithm B does not abort during the game, algorithm
B provides a perfect simulation for adversary A. Therefore,
if adversaryA can break the CCA2 security of the proposed
HIBBE scheme with advantage ε, then algorithm B has the
same advantage to break the CPA security of the HIBBE
scheme proposed in Sect. 4. The event leading to the abor-
tion is that adversary A issues a decryption query with the
verification key vk = vk∗, which may happens with negligi-
ble probability. Therefore, the actual advantage of algorithm
B is negligibly close to ε. �


6 Performance analysis

6.1 Theoretical analysis

We compare our practical HIBBE schemes with the HIBBE
scheme proposed in [27]. Both of them are required to be in
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Table 2 (D, n)-HIBBE performance comparisons

CPA-HIBBE in [27] CPA-HIBBE in Sect. 4 CCA2-HIBBE in Sect. 5

Order N = p1 p2 p3 p p

PP (n + 4)�N (n + 4)�p (n + 4)�p
SKID (n + 1)�N (n + 1)�p (n + 1)�p
Hdr 2�N 2�p (2 + |vk| + |σ |)�p
Encrypt (|SV| + 2) · τeN + |SV| · τmN (|SV| + 2) · τep + |SV| · τmp (|SV| + 3)τep + (|SV| + 1)τmp + τs

Decrypt (|SV| + 1)τeN + |SV|τmN + 2τpN (|SV| + 1)τep + |SV|τmp + 2τpp (|SV| + 2)τep + (|SV| + 1) · τmp + 2τpp + τv

Table 3 Parameters in our experiments

Composite order Prime order

Curve y2 = x3 + x y2 = x3 + x

Curve type Type A1 Type A

Symmetry True True

Order N = p1 p2 p3 = 3 mod 4 p = 3 mod 4

Security level log pi ≈ 512, i = 1, 2, 3 log p ≈ 512

the KEM setting for ease of our comparisons. The parameter
size, the secret key size, and the broadcast header size in our
CPA-secure HIBBE scheme remain the same as those of the
scheme in [27]. The encryption algorithm and the decryption
algorithm also involve the same multiplication and exponen-
tiation operations in the based groups. Recall that element
operations in prime-order bilinear groups are nearly 40–50
times faster than those in composite-order bilinear groups in
the same security level [17]. Therefore, it is expected that our
practical HIBBE schemes is more efficient to be applied in
practice.

Our CCA2-secure transformation keeps the resulting
HIBBE scheme practical. Compared with the CPA-secure
one, the broadcast header additionally involves elements for
verification key vk and the signature σ , both of which have
constant size in well-designed one-time signature schemes.
The encryption algorithm does one more exponentiation
operation, one more multiplication operation, and one sign-
ing operation for the one-time signature. The decryption
algorithm does onemore exponentiation operation, onemore
multiplication operation, and the verification operation to
verify the signature.

Table 2 shows efficiency comparisons among HIBBE
schemes proposed in [27], in Sect. 4 and in Sect. 5. In Table 2,
�N and �p are the binary length of elements in groups of order
N and p, respectively. We denote τeN , τep as the respective
time units for one exponentiation in a base group G of order
N and p, similarly, τmN , τmp as the time unit for one mul-
tiplication operation in G of N and p, and τpN , τpp as the
time for one pairing operation over bas groups of order N
and p. For the one-time signature scheme, we denote τs as
the time for signing, and τv as the time for signature verifi-

Table 4 Experiment platform

Test platform

CPU series Intel Xeon E5-1620

CPU clock speed 3.70 GHz

RAM 16 GB

Operate system Ubuntu 13.10

Linux Kernel 3.11.0

JDK version Open JDK 1.6.0

jPBC version 2.0.0

cation. It can be seen from Table 3 that: (1) the CPA-secure
HIBBE scheme we proposed is more efficient than that of
[27]; (2) our CCA2-secure HIBBE transformation is com-
pact and practical.

6.2 Experimental analysis

6.2.1 Parameters and platform

We implemented our two proposed HIBBE schemes and
the HIBBE scheme proposed in [27] with the Java Pairing-
Based Cryptography Library (JPBC, http://gas.dia.unisa.it/
projects/jpbc/index.html) to evaluate their performances.We
use elliptic curve Type A for the prime-order bilinear groups,
and Type A1 for the composite-order bilinear groups, both of
which have the same elliptic curve expression y2 = x3 + x
for the Tate symmetric pairings. All primes used in our exper-
iments are nearly 512-bit large that are randomly generated
by the system. Table 3 concludes the parameters we use in
our experiments.

For the experiment platform,weuse a3.70GHz IntelXeon
E5-1620 platform with 16GB RAM running 32-bit Ubuntu
13.10 and Linux Kernel version 3.11.0. Table 4 summaries
the configuration of our experiment platform in details.

6.2.2 Benchmarks

A benchmark comparisons between the composite-order and
the prime-order bilinear groups can intuitively show the per-
formance gap between these two types of groups. We test
the basic group operations in bilinear groups on our exper-
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Table 5 Benchmark on JPBC
Operation Composite order (ms) Prime order (ms) Ratio

#Pairing(·, ·) 864.42 12.39 69.77

#Mul(·) in G1 0.41 0.07 5.86

#Exp(·) in G1 624.05 12.60 49.53

#Mul(·) in G2 0.48 0.07 6.86

#Exp(·) in G2 623.43 12.65 49.28

#Mul(·) in GT 0.09 0.02 4.50

#Exp(·) in GT 88.36 1.55 57.01

Fig. 4 Comparisons of the new
CPA-secure HIBBE scheme and
the existing CPA-secure HIBBE
scheme in [27]. a Secret key
generation time (s), b secret key
delegation time (s), c encryption
time (s), d decryption time (s)
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iment platform, including pairing operation, exponentiation
operations in G1, G2, and GT , multiplication operations in
G1, G2, and GT . Table 5 lists the timing performances of
these group operations running on our experiment platform.
It can be seen that there is a significant gap between these
two types of bilinear groups with the same security level,
especially for time-consuming operations. The pairing oper-
ation in composite-order bilinear groups is nearly 80 times
slower than that in prime-order bilinear groups. The time ratio
for running exponentiation operations in these two types of
bilinear groups is nearly 50.

6.2.3 Experiment specification

For the HIBBE schemes, the secret key generation, the
secret key delegation, the session key encapsulation, and
the session key decapsulation involve the identity vectors
of the users. To capture this in our experiments, we first
generated the a collection of 50 distinct identities of the
form {ID1, ID2, . . . , ID50}. Then, we assign the identity vec-
tors as the form (ID1, ID2, . . . , IDd), where d is the depth
of hierarchy for the user that ranges from 1 to 10. The
broadcast identity vector sets V in encryption and decryp-
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Fig. 5 Efficiency comparisons
of new CPA-secure and
CCA2-secure HIBBE schemes.
a Secret key generation time (s),
b secret key delegation time (s),
c encryption time (s), d
decryption time (s)
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tion are randomly set with |SV| ranging from 1 to 50 and
SV ⊆ {ID1, ID2, . . . , ID50}.

Recall that a secure one-time signature scheme is required
in the CCA2-secure HIBBE proposed in Sect. 5. To capture
this requirement, we implement the Boneh-Boyen signature
scheme [3] and apply it as the building block of our proposed
CCA2-secure HIBBE scheme. Such a scheme can be proven
secure in the sense of strong unforgeability in the standard
model assuming that the strong Diffie–Hellman assumption
holds in the based group G. Therefore, leveraging such a
signature does not degrade the security level.

We test the time consumptions required for secret key
generationwith depth of users ranging from1 to 10, for secret
key delegation with depth of users ranging from 2 to 10, for
encryption anddecryptionwith size of receivers ranging from
1 to 50, in the HIBBE scheme proposed in [27], in Sect. 4 and
in Sect. 5. We repeated each of our experiments 100 times
and averaged the result to flatten experimental variances.

6.2.4 Experiment result analysis

We first provide performance results achieved by HIBBE
schemes built respectively on prime-order bilinear groups
(in Sect. 4) and on composite-order bilinear groups (in [27]).
Figure 2 displays measurements of these two schemes. We

separately demonstrate KeyGen time in Fig. 4a, Delegate
time in Fig. 4b, Encrypt time in Fig. 4c, and Decrypt time
in Fig. 4d. It can be seen that our schemes have significant
improvements on the composite-order HIBBE scheme [27]
in performance. Concretely, our CPA-secure HIBBE is about
50 times more efficient than the CPA-secure HIBBE in [27],
which is reasonable by considering the benchmark gap in the
two types of bilinear groups.

We next consider the costs of achieving CCA2-secure
HIBBE. Figure 3 compares the time consumptions for
CPA-secure HIBBE (in Sect. 4) and for its CCA2-secure
transformation (in Sect. 5). We similarly illustrate Key-
Gen time in Fig. 5a, Delegate time in Fig. 5b, Encrypt
time in Fig. 5c, and Decrypt time in Fig. 5d. The results
show that the additional costs for CCA2-secure HIBBE
is constant and marginal. In fact, approximately additional
0.5ms is needed for secret key generation and secret key
delegation algorithms that are independent of the depth of
hierarchy of the underlying users. Meanwhile, regardless of
the size of users to be broadcasted, it additionally takes about
50ms for CCA2-secure encryption and decryption, which
are caused by the one-time signature singing procedures
and the signature verification procedures, respectively. Our
CCA2-secure transformation is at only a marginal cost in
practice.
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7 Conclusion

We investigated practical HIBBE with chosen-ciphertext
security. We achieved this goal in the standard model in two
steps.Wefirst presented an IND-ssCIVS-CPA secureHIBBE
scheme that is built from prime-order bilinear groups. Com-
pared with the existing HIBBE scheme based on composite-
order bilinear groups, procedures in our construction are
more efficient due to the efficiency of group operations in
prime-order group settings. Then, we constructed an IND-
ssCIVS-CCA2 secure HIBBE scheme from our proposed
IND-ssCIVS-CPA secure HIBBE scheme at the cost of one-
time signatures. OurCCA2-secure construction is simple and
efficient, i.e., only one on-the-fly dummy user is needed. We
formally analyzed the security of our HIBBE, followed by
theoretical and experimental analyses that illustrated high
efficiency of our HIBBE schemes.
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