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Abstract Mixtures of 7-factor analyzers have been broadly used for model-based
density estimation and clustering of high-dimensional data from a heterogeneous pop-
ulation with longer-than-normal tails or atypical observations. To reduce the number
of parameters in the component covariance matrices, the mixtures of common ¢-factor
analyzers (MCtFA) have been recently proposed by assuming a common factor load-
ing across different components. In this paper, we present an extended version of
MCtFA using distinct covariance matrices for component errors. The modified mix-
ture model offers a more appropriate way to represent the data in a graphical fashion.
Two flexible EM-type algorithms are developed for iteratively computing maximum
likelihood estimates of parameters. Practical considerations for the specification of
starting values, model-based clustering, classification of new subject and identifica-
tion of potential outliers are also provided. We demonstrate the superiority of the
proposed methodology by analyzing the Italian wine data and a simulation study.
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1 Introduction

Mixtures of factor analyzers (MFA) originally introduced by Ghahramani and Hin-
ton (1997) have become the most popular tool for clustering and local dimensionality
reduction of high-dimensional data, especially when the number of observations is not
relatively large than their dimension. The MFA along with their applications have been
extensively studied by Hinton et al. (1997), McLachlan and Peel (2000) and McLach-
lan et al. (2002, 2003), among others. To reduce the number of parameters, especially
when the number of components or features is quite large, Baek et al. (2010) extended
the MFA using common component-factor loadings, called mixtures of common factor
analyzers (MCFA), and described an alternating expectation conditional maximization
(AECM) algorithm (Meng and Dyk 1997) for conducting maximum likelihood (ML)
estimation. Wang (2013) further studied an extension of the MCFA approach, which
allows practitioners to handle model-based density estimation, clustering, visualiza-
tion and discriminant analysis of high-dimensional data in the presence of missing
values.

A number of different Bayesian strategies have been developed for inferring finite
mixture models and its extensions through factor-analytic representations. Diebolt
and Robert (1994) presented a Gibbs-sampling scheme to perform posterior infer-
ence on Gaussian mixture (GMIX) models. Zhang et al. (2004) advocated the use
of the reversible jump Markov chain Monte Carlo (MCMC) algorithm (Green 1995;
Richardson and Green 1997) for fitting GMIX models with unknown number of com-
ponents. Lopes and West (2004) explored feasible MCMC methods for Bayesian
model assessments in factor analysis models. Bayesian treatments on MFA have been
investigated through a variational Bayes (VB) approximation (Ghahramani and Beal
2000) and a stochastic simulation procedure (Fokoue and Titterington 2003), where
there is uncertainty about the dimensionality of the latent spaces, i.e., the unknown
number of mixture components and common factors. Recently, Wei and Li (2013)
proposed a VB algorithm for learning MCFA from a Bayesian perspective.

In the MFA and MCFA frameworks, component factors and errors are routinely
assumed to be normally distributed for mathematical convenience and computational
tractability. However, the normality assumption is not always realistic because of its
known sensitivity to outliers. Furthermore, a poor fit for the data with longer than
normal tails may subsequently yield a wrong clustering identification. To cope with
such an obstacle, McLachlan et al. (2007) proposed the mixtures of z-factor analyzers
(MtFA), whereby the multivariate ¢ family (Kotz and Nadarajah 2004) with dimension
p, mean vector w(v > 1), covariance matrix v(v — 2)~' ¥ (v > 2), and degrees of
freedom (df) v, denoted by 7,(u, X, v), is used to be the underlying distribution for
both component factors and errors. The multivariate ¢ density is

r(48) |12

N2 = o oNTy—1, —(v+p)/2 »
(rv)P/2T (3) [+ = 27 (=] . yeR?,

tp(y"l/v Ea V) =

where the df v may be viewed as a robustness turning parameter that is used to control
the fatness of the tails of the probability distribution.
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Flexible clustering via extended MCtFA 229

Specifically, let yj = Ojtsenes yjp)T, j = 1,...,n, be np-dimensional vectors
of feature variables. The MtFA approach formulates y; as:

yj=Mm; + Biujj +e;; withprobabilityr; (i =1,...,2), (D)

where p; is a p x 1 vector of component location, B; is a p x ¢ matrix of component
factor loadings, u;; is a g-dimensional vector of component factors, and e;; is a p-
dimensional vector of component errors. Here, (uiT,, eiT,)T is assumed to jointly follow
a multivariate ¢ distribution with zero mean, a block-diagonal scale-covariance matrix
diag{l,, D;}, and the df v;, where I, is an identity matrix of size ¢ and D; is a
diagonal matrix. Consequently, the density of y ; for the MtFA is

8
FOp =D mity(y;lmi, Zivi),

i=1

where ¥; = B,~BiT + D;. Note that MtFA will be reduced to MFA as all compo-
nent dfs v;’s tend to infinity. McNicholas and Murphy (2008) introduced a new class
of Gaussian mixture models with several parsimonious covariance structures, called
parsimonious Gaussian mixture models (PGMM). Andrews and McNicholas (2011)
investigated a restricted MtFA model, which is obtained by imposing constraints on
the df, the factor loadings, and the error covariance matrices. Recently, Wang and Lin
(2013) proposed an ad-hoc expectation conditional maximization (ECM; Meng and
Rubin 1993) algorithm on the basis of a much smaller hidden data space for fast ML
estimation of MtFA. They have also done a simulation study to show that their new
procedure can substantially outperform the commonly used expectation maximization
(EM; Dempster et al. 1977) algorithm and the AECM algorithm used in McLachlan
et al. (2007) in most situations, regardless of how the convergence speed is assessed
by the computing time and/or number of iterations.

For model-based clustering of high-dimensional data, in practice, the dimension p
is sometime quite large and/or the number of components (clusters) g is sometimes
not small. Therefore, the number of parameters in model (1) might be unmanageable
and, thus, encounters near-singular estimates or inestimable component covariance
matrices. As a robust extension of MCFA, Baek and McLachlan (2011) proposed a
parsimonious version of the MtFA, named as mixtures of common #-factor analyzers
(MCtFA), which utilizes common factor loadings to reduce further the number of
parameters in the specification of the component-covariance matrices. For the con-
sideration of different covariance matrices for latent factors, this paper presents an
extended version of MCtFA, called the EMCtFA, studies its essential properties and
describes two variants of the EM algorithm, including the ECM and the expectation
conditional maximization either (ECME; Liu and Rubin 1994) algorithms for ML
estimation of model parameters.

As an alternative to exact ML methods, the simulated ML estimation can be imple-
mented for the model using the Monte Carlo (MC) or importance sampling (IS)
methods, known as the MCEM and ISEM algorithms. One drawback of simulated
ML methods is that the model fitting procedure relies on MC estimates which can be
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230 W.-L. Wang, T.-I. Lin

difficult to implement due to the heavy computational burden. Another issue is that
an increase in log-likelihood at each iteration is not guaranteed because of MC errors
(McLachlan and Krishnan 2008). Our proposed EM-type algorithms have exactly
closed-form expressions in the E-step and analytically reduced expressions in CM-
steps, yielding more accurate estimates than the simulated ML methods.

In this work, we provide a guideline for choosing a set of suitable initial values.
Furthermore, the probabilistic classification of new subjects and estimation of latent
factors are also investigated. Under the assumption of non-normality, importantly,
there is also a problem of outlier detection in mixture modeling. Outliers usually lead
to overestimating the number of components to offer a good presentation of the data
(Fraley and Raftery 2002). We also offer a rule for identifying which observations are
suspected outliers under the EMCtFA framework.

The remainder of this paper is structured as follows. In Sect. 2, we establish the nota-
tion and formulate the EMCtFA model. Section 3 presents two EM-type algorithms
for fitting EMCtFA and outlines a simple way of setting the initialization. Section 4
describes some practical tools, including model-based clustering, classification, outlier
detection and model selection. In Sect. 5, the application of the proposed methodology
is illustrated through analyzing the Italian wine data. In Sect. 6, we conduct a simula-
tion study to compare the performance of our recommended initialization procedure
with the existing method. We conclude the paper with a short summary in Sect. 7. The
detailed derivations are sketched in “Appendix”.

2 Extended mixtures of common #-factor analyzers (EMCtFA)

Consider n independent p-dimensional feature vectors yq, ..., y,, which come inde-
pendently from a nonhomogeneous population with g subgroups. In the sense of
dimensionality reduction, ¢ must be smaller than p. The EMCtFA model for contin-
uous features y ; can be described as:

yj = Au;j +e;j withprobabilityr; (i =1,...,8), )

where A is a p x ¢ matrix of common factor loadings, e;; is a p-dimensional vector of
component errors, and r; € (0, 1) is the mixing proportion subject to Zf:] m = 1.
The joint distribution of u;; and e;; for the ith component is assumed to be

uij | Bi| (20|
o= (][5 5] ) ®

where ; is a g-dimensional location vector, £2; is a ¢ x g positive-definite scale-
covariance matrix, D; isa p X p diagonal covariance matrix, and v; is the df. We further
assume that the joint distributions of (ul.Tj, el.Tj)T for distinct subjects are independent.
When D; = D for all i, the EMCtFA reduces to the original MCtFA model (Baek
and McLachlan 2011). Generally, the component dfs are allowed to vary for flexibly
controlling possibly different degrees of the tail thickness of component distributions.
The special case of equal df, say v; = v for all i, is usually considered for the sake
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Flexible clustering via extended MCtFA 231

of parsimony and fast convergence of the algorithm. The MCtFA includes the MCFA
as a limiting/special case when all component dfs approach infinity simultaneously. It
can also be shown that MCtFA is a special case of MtFA by virtue of Egs. (17)—(21)
in Baek et al. (2010).

For the MtFA in (1), g (¢ — 1) /2 uniqueness constraints are imposed for component
factor loadings B; and, thus, the total number of parameters in (1) is

di=Qg—1)+2gp+glpqg —qlg —1)/2].

For the EMCtFA in (2) along with assumption (3), the common factor loadings A
must be unique only up to postmultiply by a nonsingular matrix such that its number
of free parameters is pg — g>. As a result, the total number of parameters in (2) is

dy=Q2¢g—1)+pg+qp—q+g +gqlqg+1))/2,

while that in the MCtFA (Baek and McLachlan 2011) is

d3=Qg—D+p+qlp—q+g +gqlqg+1)/2

It follows straightforwardly that the difference in numbers of parameters between
MtFA and EMCtFA is d; —dy = (g — 1)g(p — q) + g(p — q), which is nonnegative
when p > ¢ and g > 1. Meanwhile, the difference in numbers of parameters between
the EMCtFA and MCtFA is d» — d3 = (g — 1) p, which is also nonnegative when
g > 1. Therefore, we have d| > dp > d3 if and only if p > g and g > 1. Clearly, the
EMCTtFA reaches a compromise between the MtFA and MCtFA approaches through
the specification of distinct covariance matrices for component errors. The EMCtFA as
well as MCtFA are preferable to the MtFA model if the dimension p or the number of
component g is relatively large to suffer from the convergence problems. Furthermore,
unlike MtFA, the estimated posterior means of factor scores of EMCtFA can be used
to portray the data in low-dimensional subspaces.

Let ® = {A,04,...,0,} denote the entire unknown model parameters where
0; = (m;,B;,R2:;,D;,v;),i =1,..., g, represents the parameter vector for the ith
component. According to (2) and (3), the probability density function (pdf) of y; is

8
FO10) = "mity(y; | ABi. Zi,vi),

i=1

where ¥; = AR;AT + D;. Therefore, the ML estimates © based on a set of
independent observations y = {yq,...,y,} is o = argmaxg £(@ | y), where
L(O|y) = Z;,':l log f(y;1©) is the observed log-likelihood function. Unfortunately,
there are no explicit analytical solutions for ML estimator of @. In this case, we resort
to the EM-type algorithm (Dempster et al. 1977), which is popular iterative device for
ML estimation in models incorporating new hidden variables.

In the EM framework on supporting the interpretation of missing data problem,
it is convenient to introduce a set of allocation variables Z; = (z1;,...,24/),J =
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232 W.-L. Wang, T.-I. Lin

1, ..., n, where the component membership z;; = 1if y ; belongs to the ith component
and z;; = 0 otherwise. This indicates that Z; independently follows a multinomial
distribution with one trial and mixing properties (71, ..., 7rg) subject to Zig=1 m =1,
denotedas Z; ~ . (1; my, ..., mg). Based on the essential property of multivariate ¢
distribution, we also utilize the scaling variables 7 s following the gamma distribution
with shape v;/2 and rate v;/2 conditioning on z;; = 1. Through introducing the
latent variables Z; and t;, for j =1, ..., n, three hierarchical representations of the
EMCtFA are sketched in “Appendix”.

As a consequence, we establish Proposition 1, which is useful for evaluating
the conditional expectations involved in the ECME algorithm described in the next
section.

Proposition 1 Given the hierarchical representations (18)—(20), we have

. AB;l 1| X AR
DJJ (tf’z”'=1)w‘/V”+‘f([ﬁ/jl]Tf 1 [sziAT 2 D

It follows that

- AB1 [ =i A@;
[ij]:| (zij =1 th+q(|: /fli| , I:Ql_AT 2 ],Vi).

A simple algebra shows that

wij | (yjotj,zij =D~ MBi+vi (v, —AB). T Uy — v L), &

vi+p v+
r,~|<y,-,zl-,»=1)~Gamma( ’2p, — ’) )
where y; = X7'AR; and §; = (y; — AB)TZ;'(y; — AB;) denotes the

Mahalanobis distance between the observation y ; and the component mean Ap;.
Subsequently, multiplying (4) by (5) and then integrating out t; implies

Vi + 6ij
vi+p

u;j | (yj:Zijzl) ~ g (.31 +)’;r(yj —AB), ( )(Iq - Y?A)Qi, v +P)~

Proof The proof is straightforward and, hence, is omitted. O

3 Parameter estimation

3.1 ML estimation via the ECM and ECME algorithms

The EM algorithm has several appealing features including simplicity of implementa-
tion and monotone convergence with each iteration increasing the likelihood. However,

the EM algorithm is not straightforward for ML estimation of the model (2) because
its M-step is computationally difficult. To go further, we exploit a variant of the EM
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algorithm, called the ECME (Liu and Rubin 1994) algorithm. The ECME algorithm
proceeds to estimate parameters by replacing the M-steps of EM with either CM-steps
that maximize a sequence of constrained Q functions, as in ECM, or CML-steps that
maximize the correspondingly constrained actual likelihood function. Furthermore,
it shares the appealing features of EM (Dempster et al. 1977) and ECM (Meng and
Rubin 1993), and possesses typically a faster convergence rate than either EM or ECM
in terms of CPU time and/or number of iterations.

For notational convenience, we denote the allocation variables by Z = (Z;, ...,
Z,), the scaling variables by T = {1, ..., 7,} and unobservable factors by U =
{wjj;i =1,...,8,j = 1,...,n}. Treating (Z, r,U) as the “missing” data and
combining them with the observed data y as the “complete” data, the complete-data
log-likelihood function of @ based on hierarchy (20) is

8 n
(®ly, Z,7,U) = D> > zij{logm +log ¢, (y; | Auij, ;' Di)
i=1 j=1

+ log gg (wij | B 777 R4) +10g ¥ (zj | vi/2.vi/2)}, (6)

where ¢, (-|, X') stands for the pdf of the p-variate normal distribution with mean
vector x and covariance matrix X, and ¢4(-|a, b) denotes the pdf of the gamma distri-
bution with mean a/b and variance a/b.

A A0 g0 H® 0
20 0 g® pP 5w

~ (k
Let @( ) = (A ,D; ", ,i = 1,...,g) be the estimates of

O at the kth iteration. In the E-step of ECME one needs to evaluate the conditional
~ (k
expectation of (6) at @ = @( ), which is the so-called Q-function:

0©16") = E(t.(0y. 2. 7. U)y. "), %)

All necessary conditional expectations in (7) can result from Eq. (21). The CM-steps,
each of which maximizes the constrained Q-function or the constrained log-likelihood
function over @ step-by-step but conditioned on some vector functions of @ being
estimated at its previous step, proceed as follows:

n (k
CM-step 1 forECMandECMEFix v =0 =1,...,¢).andupdate 7, A“,

~(k k
B ,( ), SZ( ) and D by maximizing (7), which gives

4 (k+1) Z 2(1()/”

A(k+1) ZZA(;{) ~ (k) [ (k)T+3}(k)Ty(k)]
L] 1
-1
(k)[ L TS +A<k) 0P (k)T] (8)

X
M%
N)

ij l]
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nak) 2 (k)5 (T o (k)
ﬁ(k+l) _ ﬁ(k) + Z] lzz] ij yl yl] (9)
i - i Zn 2(16) A~ (k) ’
j=1%ij Tij
n A(k) (k) o (K)T & (k) 5 ()T & (k)
~ (k+1) Z] 1% Tj yz Yij Yij i A(k)T
2, = + Uy -7, ).Q
n A (k)
Zj:l Zij
(10)
and
~ (k+1) . - (k) )" A (k)
D, =diag{D; (I,-%; D;")
A (k) o (k)—1 200 2 (k) 5 (0) 5 ()T § (K)—1 ~ (k)
D; %, (Z? 1% Tij J’,j )’,, )Ei D; (an
5 (k) ’
Z;l 1)
fori =1,..., g. When D;s are assumed to be the same across components, that
is Dy =--- = D, = D, the updated formula for D is given by

AwAw k) ) (=1 A (k)
(k+l)_ 1ag 2] 12 ZJ 12171 lj D Z D

~ (k)
Z] 121—1Z
A(k) (k)A(k)A(k) Lk) n()T & (K)—1 ~ (k)
+Z] 12 Zij Tij D%, yl] Yij Zi D

~(k)
Z] 121_1 Zij

CM-step 2 for ECM Solve the roots of the following equation, which maximizes
the constrained Q-functions:

no ok p k) _ sk
V; Vi Z, 1Z (K Tij ) . .
log(E)—l—l—@g(E)—i— 57 A(k) =0, i=1,...,8.

j=1%ij
(12)

Asvy =--- = v, = v, we obtain p*+D a5 the solution of the following equation:

(k) ~(k) (k)
log( )+1—@£¢(;) 22 LA ik RS (13)

n
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CM-step 2 for ECME Alternatively, to improve the convergence, we may exploit
the advantage of the ECME step. Given current estimates, calculate v(k+l) by

maximizing the constrained log-likelihood function, i.e.,

~(k+1 k+1 (k4+1) ~ (k+1) & (k+1)
Vi( +1) argmax Zlog( (et )t (y JIA B, X, 1)) . (14)
j=1

Similarly, as the case of common dfs (v; = --- = v, = v), we calculate

A ~ k+1) A (k+1)  ~ (k+
(k+1) = argmax E log( E (k+l)t (y ]|A( )ﬂ( )’ EE 1)7 ))
(15)

Note that the solutions of Egs. (12) and (13) involve a one-dimensional search for
v; one at a time or for the common df v, which can be directly done by employing
the uniroot routine built in the R package (R Development Core Team 2009) con-
strained within an appropriate [2, 200] interval. The procedures (14) and (15) can

be implemented straightforwardly using the optim routlne with starting value v(k)

each iteration. Given a set of suitable initial values @ recommended in the next
subsection, the ECM or ECME algorithms are performed to obtain the ML estimates
= (A, 7, B;,R2;,D;,v;,i =1,...,¢) iteratively until the user’s specified stop-

ping rule is achieved. While carrying out quantitative analysis of experimental data,

~(k
the stopping rule 6(@( ! )|y) — 6(9( )|y) <107 %is employed.

3.2 Initialization

The EM-type algorithm, like other iteration-based methods, may suffer from com-
putational difficulties such as slow or even non-convergence. In particular, when the
data are too sparse or the dimension of latent factors is over-specified, a poor choice

s ~ (0 .
of initial values @( ) may lead to the convergence in the boundary of the parameter
space. To alleviate such potential problems, a simple way of automatically generating
a set of suitable initial values is recommended below:

1. Perform a K -means clustering (Hartigan and Wong 1979) initialized with respect
to arandom start. Specify the zero-one component indicator V4 5 (A (0) ceey Af;;))
according to the K-means results. The initial values of the mixing proportlons ;s

are taken as
~ (0 71 (0 .
7@ = Z ()» —1.....
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236 W.-L. Wang, T.-I. Lin

2. Let y(; be the data in the ith subpopulation (group). Perform the ordinary factor

. o . ~0) .

analysis (Spearman 1904) for y ;). The initial estimate of -Q,( ) is chosen as the
sample variance—covariance matrix of the estimated factor scores.

3. Obtain the factor loading matrix for y;) via the principle components analysis

0)
(PCA; Flury 1984) method, denoted by B ( fori = 1,...,g. Set the initial
estimate of A as

8
A<0) Z A<0)A<0> 172

~ (0 0) _ _ .
4. Asforinitial estimate of 8;, set B; ) = A ) y;, where y; is the sample mean vector
Ofy(i),i = 1, . 8.
5. Theinitial estimate of D; is obtained as a diagonal matrix formed from the diagonal
elements of the sample covariance matrix of Ya)- AsDy=---=Dg =D, we

set b(o) as a diagonal matrix formed from the diagonal elements of the pooled
within-cluster sample covariance matrix of g partitioned groups of the data.

6. With regard to the initial estimate of v;, we recommend setting a relatively large
initial value, say 13[.(0) = 50, Vi, which corresponds to an initial assumption of
near-normality for the component factors and errors.

When implementing ECM and ECME for the EMCtFA, it is advantageous to use
the Sherman—Morrison—Woodbury formula (Golub and Loan 1989) to avoid inverting
any large p x p matrix. That is, the inversion of the p x p matrix (Af2; AT 4+ D;) can
be undertaken using the following result:

1

(A2,AT + D)) =D;' - D 'A(2 ' +A™D;'A) ' ATD; !,

which involves only the inverse of ¢ x g matrix on the right hand side. It follows
that y; can be rewritten as DflA(.Qfl + ATDZ.*]A)_l. Moreover, to obtain the
unique solution of A, as suggested by Baek et al. (2010), we perform the Cholesky

decomposition on A such that ATA = CTC, where C is the upper triangular matrix of
order g. If we replace A by AC ™!, then the orthonormal estimate of A, which satisfies
the condition of ATA = I, can be obtained. Consequently, the limiting estimates ﬁ ;
and £2; are given as C [9 ; and Cc2:C", respectively.

Notably, the EM-based procedures can get trapped in one of the many local maxima
of the likelihood function, and such a phenomenon may still occur in the estimation
of the EMCtFA, especially when the number of latent factors is over-specified. To
circumvent such a limitation, we recommend initializing the algorithm with a variety
of slightly different initial values by performing the K-means allocation of subjects
with various random starts. The global optimum is obtained by choosing the one with
the largest log-likelihood value.
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4 Computational aspects
4.1 Clustering

The estimation of the component labels Z ; and factor scores u ; is meaningful for clus-
tering each observation y; to a suitable cluster and displaying the high-dimensional
data in lower-dimensional plots. Once the EMCtFA model has been fitted, a proba-
bilistic clustering of the data into g clusters can be determined based on the maximum
a posteriori (MAP) of component membership. That is, Eflf) evaluated at @ = @,
denoted by Z;;, indicates the estimated posterior probability'that Yy belongs to the ith
component. A natural assignment is achieved by assigning each observation to the
component which has the highest estimated posterior probability.

From Eq. (21), we calculate the estimated conditional expectation of component
factors u;; corresponding to y; evaluated at @ = @, denoted by #;;. Then, it is
straightforward to estimate the jth factor scores corresponding to y; as

g
ij= > Zijlij. (16)

i=1
Let z;; = 11if z;; = Zpj for h # i,i,h = 1,...,g, and Z;; = 0 otherwise.

Alternatively, substituting Z;; for Z;; in (16) leads to the other posterior estimates
of factor scores. Therefore, we can display the p-dimensional observations y; in a
g-dimensional subspace by plotting the corresponding values & ;. In addition, the fitted

values of y; can be calculated as y; = Ad;.

4.2 Classification for new subjects

Itis also of interest to classify a new subject using the EMCtFA approach. For this pur-
pose, let Yoow = (Pnewls - - - » Ynew p)T be the observations for a new subject. Suppose
that the model for y,.,, can be written as:

Yoew = AU new + €inew With probability 7; (i =1,..., ),

where the joint distribution of u; new and e; new satisfies the assumption (3). We now
turn our attention to diagnose the allocated group of the new subject and characterize
its predictive density. The work of classification of the new subject is based on a fitted
(i) conditional distribution of the observed vector y,.,, given an appropriate predictor
of factor scores (conditional prediction) and (ii) marginal distribution of the observed
vector y,.. (marginal prediction).

Given the model parameters, the strength of allocating y,.,, to the ith group is
characterized by a predictive density p(ypew|A, ;) whose estimated expression is
discussed below. The predictive density of y ., is
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238 W.-L. Wang, T.-I. Lin

g
ﬁ(ynew|@) = Z”iﬁ(ynew|Av 0;)
i=1

in which the predictive density belonging to component i, say p(¥,ew|A, 0i), can be
estimated by the conditional and marginal predictions described below.

For conditional prediction, the predictive density p(y,.v|A, 8;) is the conditional
density of y,.,, given the estimated factor scores &; new- Specifically,

ﬁ(ynew|Av 0!) = tp(yneW|A12i,new» D;,v;).

As in (16), a suitable estimate of component factors is the conditional mean of #; pew

~ (k) k)

which is calculated using an expression analogous to u with y;, u;; and 2]

replaced by y,ow» Ui new and o, respectively.
For marginal prediction, the predictive density p(y,.w|A, @;) is the marginal den-
sity of y,.w» Where the term ‘marginal’ reflects the fact that the component factors

u; new are integrated out from the joint density of ( ygew, u; new)T We, thus, have

ﬁ(yneW|Av 0!) - tp(yneW|Aﬂi7 Eiv V[).

Subsequently, the estimated allocation of the new subject to group i is according
to a combination of the prior probabilities 7y, ..., m, and the estimated values of
predictive densities p(YpowlA, 01), ..., P(VnewlA, 04), given by

f@i,new = ﬂiﬁ(ynew|A9ai)/ﬁ(ynew|@)» i=1,....8.

Within the likelihood-based approach, all model parameters are estimated by the ML
estimates A and 6;. Consequently, based on the MAP classification rule, the feature
Vector y,.., is classified to group i if @, new > @h new,forh #i,i,h=1,...,g.

4.3 Outlier identification

Identification of outliers is an important issue because few outliers may produce poor
clustering results. Just like the use of allocation indicator z;;, introducing the scaling
variable 7; not only facilitates the implementation of the EM-type algorithm but also
enables the interpretation of the estimated model. As can be seen from (8) to (11),
fl.(;() can be treated as the weight in the estimation of A, f;, £2; and D;. Because

the estimated value of 7; is negatively correlated with the estimated Mahalanobis

distance 6;; between y ; j and AB;, a small value of 7;; j (e, 'C( ) at convergence) would

downweight the influence of the corresponding subject, Wthh can be thought of as a
suspected outlier.

To explicitly identify which subject should be an outlier, we follow the idea of
Lo and Gottardo (2012) to establish a convenient rule of judging a subject with the
associated 7; = Zlfg: | ZijTij value smaller than a critical value, where Z;; = 1 if
Zij = zpj for h # i, and Z;; = 0 otherwise. From a viewpoint of hypothesis testing,
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if we treat T j as a test statistic, then the critical value should be theoretically selected
based on some standard distributions. Given z;; = 1, y; follows a p-dimensional
t-distribution with location A §8;, scale-covariance X; and df v;, and the Mahalanobis
distance §;; follows p.#(p, v;), where .Z (a, b) denotes a F distribution with dfs a
and b. Thus, 7; has a scale Beta distribution, say (1 + p/v;)%Beta(v;/2, p/2). Under
a significance level of «, the critical value is determined as:

c =4 p/vi)Bu(vi/2, p/2), a7)

where %, (-, ) denotes the o quantile of the Beta distribution such that P(B > %,) =
I — a. Consequently, given y; belonging to the ith group, if T; < c then the corre-
sponding subject will be treated as a suspect outlier.

4.4 Model selection

To choose the preferred models and determine the numbers of latent factors ¢ and
components g, we adopt two widely used model selection criteria. Let €% be the
maximized log-likelihood, and m the number of free parameters in the model. The
Bayesian information criterion (BIC; Schwarz 1978), defined as

BIC =m logn — 2lmax,

is the most commonly employed approach to identifying which model gives the best
approximation to the underlying density. Accordingly, models with smaller BIC scores
are preferred. Under certain regularity conditions, Keribin (2000) presented a theoret-
ical justification for the efficacy of the BIC in determining the number of components
of a mixture model. Fraley and Raftery (2002) gave some empirical evidence that the
BIC performs well in model-based clustering tasks.

As argued by Biernacki et al. (2000), BIC may not be an ideal way of identifying
the number of clusters. Indeed, BIC favors models with more mixture components to
provide a good density estimation of the data. Instead they proposed an alternative
promising measure for estimating the proper number of clusters based on the integrated
completed likelihood (ICL), calculated as:

ICL = BIC +2EN(z),

where EN(z) = — Z?:l >% | ZijlogZ;; is the entropy of the classification matrix
with the (i, j)th entry being Z;;. In the same vein, the smaller the ICL value, the better
the model. Typically, the ICL is preferable to BIC for EMCtFA as it leads to fewer
factors since it places a higher penalty on more complex models. Nevertheless, there
is no unanimity about which criterion is always the best, and a combined use of BIC
and ICL could be of help in screening reasonable candidate models.

From a classification viewpoint, the accuracy of classification can be taken as an
alternative measure of fitness of data in some sense. To measure the agreement between
a clustering of the data and their true group labels, we employ the leave-one-out (LOO)
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cross validation of the MAP classifications against the true group labels to evaluate
the correct classification rate (CCR; Lee et al. 2003) and the adjusted Rand index
(ARI; Hubert and Arabie 1985). The LOO technique is to take one out of subjects and
use the remaining subjects as the training data to update the parameters. The CCR,
which ranges from zero to one, is computed as the proportion of correct clusters with
respect to the true group labels. As a measure of class agreement between two data
clustering, the ARI has an expected value of zero under random classification and
takes the maximized value one for perfect classification.

5 Application: the Italian wine data

Forina et al. (1986) reported 28 chemical and physical properties of three types of
Italian wine, including 59 Barolo, 71 Grignolino and 48 Barbera. A subset of p = 13
of these variables (listed in the first column of Table 2) for n = 178 wines is available
as part of the gclus package (Hurley 2004) of R software. The proposed techniques
are demonstrated on the analysis of these Italian wines.

For the sake of comparison, in addition to the EMCtFA model, the MFA, MtFA,
MCFA, MCtFA and EMCFA (extended MCFA, which is the original MCFA with
distinct variance—covariance matrices for latent factors) approaches are also fitted to
the data. Prior to analyses, each variable is standardized to have zero mean and unit
standard deviation. For the MtFA, EMCtFA, and MCtFA, the assumption of equal
and unequal dfs is imposed on the component factors and errors. Henceforth, their
counterparts in the case of equal dfs, say v; = v for all i, are named as the ‘MtFAe’,
‘EMCtFAe’, and ‘MCtFAe’, respectively. For supervised learning of the wine data
with three class labels, the nine candidate models are fitted with g = 3 components
and g varying from 1 to 8, where the choice of maximum ¢ = 8 satisfies the restriction
of (p — q)> = (p + q), as recommended by McLachlan and Peel (2000, Chapter 8).
All models are trained by the proposed ECME algorithm over five trials of different
K-means initializations. The optimal solution is the one providing the largest log-
likelihood value.

Table 1 reports the number of model parameters m and the values of BIC and ICL
for the considered 72 scenarios in terms of the specification of models and the number
of factors ¢g. In light of BIC and ICL, the ¢-based models outperform their normal
counterparts except for the case of ¢ = 1. Furthermore, it is evident that both criteria
give a consistent preference in the study, that is, the best fit to the data is EMCtFAe
(g = 4), followed by EMCtFA (¢ = 4), MCtFA (¢ = 4) and MCtFAe (¢ = 4).

The resulting ML estimates of common factor loadings A and component means
;= Afsi (i = 1,2, 3) together with the empirical sample means y; for the best
model are presented in Table 2. Herein, the names for the cluster components are
matched with the shortest Euclidean norm of the distance between the sample class
means y; and the estimated component means ft;, for i = 1,2, 3. The estimates
of mixing proportions are 7; = 0.331, 7, = 0.382 and 73 = 0.287, respectively,
and they are very close to the proportions of the corresponding groups of wine data.
Besides, the estimate of common df (0 = 12.658) is somewhat small, signifying that
the heavy-tailed behavior exhibits within the multi-dimensional Italian wine data.
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In the model-based classification framework, the main objective is to estimate the
group memberships for new subjects with unknown group memberships. To empiri-
cally demonstrate the performance of the proposed classification procedure described
in Sect. 4.2, we calculate the CCR and ARI of the classification results based on both
marginal and conditional predictions. Table 3 tabulates the classification performance
of the best fitting models under each class of EMCtFA and MCtFA models, respec-
tively, namely EMCtFAe (¢ = 4) and MCtFA (g = 4). The EMCtFAe model shows
a slight improvement on the classification accuracy by virtue of having higher CCR
and ARI values compared to the MCtFA.

Figure 1 shows the 3D scatter-ellipsoids plots of two triple estimated factor scores
calculated using (16) for the best model, where the colors of the dots correspond to
the true class labels. It is interesting to see that the three groups of wines can be
visually separated by mapping the estimated factor scores to a low-dimensional space.
Furthermore, it is of interest to detect outlying observations based on the identification
rule described in Sect. 4.2. With a significance level of « = 0.05, any subject with the
estimated 7 j which is less than the critical value ¢ = 0.552, calculated by (17), will
be deemed as an outlier. Using such an identification rule indicates that Barolo wine
14, Grignolino wines 62, 69, 70, 74, 96, 97, 111 and 122, and Barbera wines 159 and
160 can be thought of as potential outliers. The finding is consistent with the estimate
of df, reflecting that the wine data have longer-than-normal noises.

6 Simulation

In this section, we conduct a small-scale simulation study to compare the perfor-
mance of the initialization method presented in Sect. 3.2 (Method 1) with the strategy
described in the Appendix of Baek et al. (2010) (Method 2). The computation was
carried out by R package 2.13.1 in win 64 environment of desktop PC machine with
3.40 GHz/Intel Core(TM) 17-2600 CPU Processor and 8.0 GB RAM. We generate
100 artificial data points in Z2'9+P2 of size n = 100 and 250 from a five-component
EMCtFA model with ¢ = 2. The dimension for noise variables p> is set to 0 and 20,
so the numbers of total variables p are equal to 10 and 30, respectively. Specifically,
the artificial data were generated from

y; = (A]. A)) uij +e;;  with probability ;, (i = 1,....5),

in which the distributional assumption for (u};, e};.)T satisfies Eq. (3). The presumed
model parameters are the same with those specified in Section 6 of Baek et al. (2010),
exceptforv; = 5fori =1, ..., 5. Each simulated dataset was fitted with the EMCtFA
(g =5, g = 2) by implementing the ECME algorithm with parameters initialized
once from each of the two methods. A total of 100 independent replications were run
for each simulated case.

Table 4 lists the averages of required numbers of iterations, consumed CPU time (in
seconds) until convergence, initial and maximized (converged) log-likelihood values,
and the CCR and ARI values for clustering results along with the number of non-
convergence cases (in parentheses) over 100 trials. Those non-convergence cases occur
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due mostly to the singularity of scale-covariance matrices X; during the iterations
before convergence. Figure 2 displays the typical evolvements of log-likelihood values
for one of the 100 replicates for each considered case. The numerical results indicate
that the initialization of Method 1 leads to much faster convergence speed as it requires
smaller numbers of iterations and less CPU time than Method 2. Meanwhile, Method 1
can obtain higher starting log-likelihood values (closer to the maximized log-likelihood
values upon convergence of ECME) and maximized log-likelihood values as well as
better classification performance in terms of CCR and ARI. This study illustrates the
effectiveness of our recommended initialization procedure. The poor performance of
Method 2 is largely attributable to the fact that it generates inappropriate initial values

simply from the standard normal distribution for each entry of A( .

7 Conclusion

The MtFA approach indeed provides a more flexible formulation of the component
scale-covariances and the component means without restrictions. Hence, it is useful
for analyzing the high-dimensional data with heavy tails or atypical observations. In
this paper, we have studied a comparable approach, named as EMCtFA, using a factor-
analytic representation of the multivariate -component scale-covariance matrices with
common factor loadings and distinct covariance matrices for latent factors and errors.
The EMCtFA approach, which contains the MCtFA as a special case, achieves a
compromised reduction in the number of parameters, particularly when the dimension
p and the number of clusters g are not small. This approach is very well suited for
clustering a wide variety of high-dimensional data into several clusters and provides
robustness (less sensitive to outliers) in the sense of resulting number of clusters.

In this work, we have developed two computationally flexible EM-type algorithms
and offered a simple way of generating suitable initial values for carrying out ML
estimation of the EMCtFA model within a convenient complete data framework. The
utility of the proposed approach has been demonstrated through experimental studies
based on the real and simulated datasets. Numerical results have also shown that the
proposed techniques perform reasonably well for the Italian wine data and outperform
some common existing approaches.

To alleviate some limitations associated with the deterministic likelihood-based
approach, one may resort to the VB approximation method working with maximiza-
tion of a lower bound on the marginal log-likelihood (Jordan 1999; Corduneanu and
Bishop 2001; Tzikas et al. 2008; Zhao and Yu 2009). The VB strategy has been shown
effective to simultaneous estimate model parameters and determine the number of
components for the MFA (Ghahramani and Beal 2000) and MCFA (Wei and Li 2013)
models. Therefore, it is worthwhile to establish a novel VB scheme for learning the
EMCtFA model under an approximated Bayesian paradigm. Besides, it is of interest to
extend the EMCtFA based on a broader mixture family of component densities such
as the multivariate skew ¢ (Lin 2010; Lee and McLachlan 2014) and the canonical
fundamental multivariate skew ¢ (Lee and McLachlan 2016) distributions.
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Appendix A: Hierarchies and some properties for the EMCtFA

For the convenience of developing ML estimation, we have the first hierarchy of model
(2) with assumption (3):

y] | (le = 1) ~ tp(Aﬂi9 Ei’ Vi)s
Z;~H(;my, ..., 7). (18)

Based on the characterization of multivariate ¢ distributions, the second hierarchy can
be expressed as:

yil @, zij =1 ~ Np(AB;, 77 Z0),
7; | (z;j = 1) ~ Gamma (v; /2, v; /2), (19)
Z;~ M;m, ..., 7).

From (3), the zero covariance of (u ., ij )T implicitly implies that u;; | T; and e;; | 7;

are assumed to be independent. The thlrd hierarchy can be written as:

yil ij, tj,zij = 1) ~ Ap(Auij, T, Dj),
wij | (tj,zij = 1) ~ m,(ﬂi,rj—lszn, (20)
7 | (zij = 1) ~ Gamma (v; /2, v;/2),
Z;~M(;m, ..., 7).

Furthermore, we need the following conditional moments of latent variables for E-
step of the ECM and ECME procedures. According to hierarchies (18)—(20), it follows
from Proposition 1 that

~ N (k) ~ (k) (k) ~
28 = Eily; 0Y) = 201,00, 81 51 50 /£ (3,16

A(k) E(leij Zz] - 1 (") ) = (A(k) + p)/(l’)(k) +5(k))

5 (k) ph) 4 5%
Lk ~ (k) Vi tp Vi o
@) = EQogrly;, 2 =1,0 )zgg(l 2 )_log(l )

ak () ()T (k
() E(uzj|yj,z,,—1 @ ) ﬂ _}_),E) yz(j)’
(

k) A A(OT | Al)—1 AkT
W) = Ejully;. zij = 1. 6") = alfal)m + 207, -y ©) e
(21)
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~ (k) k)T k. KAk . a7,
whereZE _A SZ A()+D()y(k) Z() A( )SZ S(k)_y(k)TZ() y(k)

ij 14 iy’
j:l(f) —y, — A" )ﬂ( ) and %y (-) is the digamma function.
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