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Abstract In some studies requiring predictive and CPU-time consuming numerical
models, the sampling design of the model input variables has to be chosen with cau-
tion. For this purpose, Latin hypercube sampling has a long history and has shown
its robustness capabilities. In this paper we propose and discuss a new algorithm
to build a Latin hypercube sample (LHS) taking into account inequality constraints
between the sampled variables. This technique, called constrained Latin hypercube
sampling (cLHS), consists in doing permutations on an initial LHS to honor the de-
sired monotonic constraints. The relevance of this approach is shown on a real ex-
ample concerning the numerical welding simulation, where the inequality constraints
are caused by the physical decreasing of some material properties in function of the
temperature.

Keywords Computer experiment · Latin hypercube sampling · Design of
experiments · Uncertainty analysis · Dependence

1 Introduction

With the advent of computing technology and numerical methods, investigation of
computer code experiments remains an important challenge. Complex computer
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models calculate several output values which can depend on a large number of in-
put parameters and physical variables. These computer models are used to make
simulations as well as predictions, uncertainty and sensitivity analyses or to solve
optimization problems (Fang et al. 2006; Kleijnen 2008; De Rocquigny et al. 2008;
Levy and Steinberg 2010).

However, complex computer codes are often too time expensive to be directly used
to perform such studies. For uncertainty propagation and sensitivity analyses, it has
been shown that the sampling design is one of the key issues (Saltelli et al. 2000;
Fang et al. 2006). Moreover, to avoid the problem of huge calculation time, it is
often useful to replace the computer code by a mathematical approximation, called
a surrogate model or a metamodel (Simpson et al. 2001b; Fang et al. 2006; Volkova
et al. 2008). The optimal exploration of the variation domain of the input variables
is therefore especially important in order to avoid non-informative simulation points
(Sobol 1976; Simpson et al. 2001a; Bursztyn and Steinberg 2006; Iooss et al. 2010;
Levy and Steinberg 2010).

Thirty years ago, McKay et al. (1979) have introduced the concept of Latin hy-
percube sampling (LHS) for numerical experiments. Compared to simple random
sampling (SRS), which ensured independence between samples, LHS ensures the full
coverage of the range of the input variables. More precisely, LHS allows to accurately
reproduce the one-dimensional projections of the input sampling design. In terms
of uncertainty and sensitivity analyses, it has been theoretically and experimentally
proved that LHS is more precise and robust than simple random sample (Stein 1987;
Owen 1992; Saltelli et al. 2000; Helton and Davis 2003). Moreover, in the last 20
years, several improvements have been proposed in order to optimize the space fill-
ing properties of LHS designs (Park 1994; Fang et al. 2006; Pistone and Vicario 2010;
Jourdan and Franco 2010).

Our starting point is that the initial LHS algorithm supposes independence be-
tween input variables, while in some situations this assumption is irrelevant. First,
let us recall the two forms of dependencies between variables: the statistical and the
physical ones.

– The correlation coefficient is the simplest measure of the statistical dependence
between two variables. For the SRS, the so-called joint normal transform method
consists in inducing a correlation structure on the transformed marginals (Kurow-
icka and Cooke 2006). The rank correlation coefficient, based on the rank trans-
formation (which turns each variable value to its rank in the sample), is known as
a more robust measure. Iman and Conover (1982) have introduced an algorithm to
consider rank correlations between variables in LHS. Some limitations of these two
dependence measures have led to the introduction of other statistical dependence
modelling (copulae, vines, etc., see Kurowicka and Cooke 2006).

– Physical dependencies between variables can arise when a variable has a formal
relation in function of other variables. Such input constraints have been studied by
Borgonovo (2008) who has proposed a novel way to solve the sensitivity analysis
problem in presence of equality constraints. Another currently encountered phys-
ical dependence, which is the subject of this paper, concerns the existence of in-
equality relations between the variables. It is the case when one variable is physi-
cally constrained to be larger (respectively, smaller) than another. For example, a
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geometric parameter (radius, height, etc.) of two physical objects can be subject to
a rigorous increasing order if one object is included inside the other.

When building the sampling design, the inequality constraints have to be honored
in order to avoid some physical incoherence in the input sets that will be run with the
computer model. A first solution could be to sequentially simulate the input variables,
allowing to bound one variable by another in order to enforce an inequality constraint.
However, as we will see, this procedure affects the one-dimensional projections of the
sampling design. We need a procedure which separates the effect of dependence (the
inequality constraints) from the effects of marginal distributions (i.e. the probability
laws defined for each variable). To attain this objective, we propose an algorithm
which builds a LHS satisfying the inequality constraints.

This paper is devoted to the detailed presentation of this algorithm, called the con-
strained LHS (cLHS). In the next section, we introduce this algorithm by giving some
examples. We compare it with a SRS-based algorithm and illustrate the algorithmic
performances. In the third section, we explain in detail the cLHS algorithm. As the
inequality constraints can be too stringent to find a cLHS, we derive a necessary and
sufficient condition proving its existence from an initial LHS. Then, our methodol-
ogy is applied on a real problem involving welding simulation models. A conclusion
gives finally some prospects to improve the cLHS algorithm.

2 The sampling techniques

The goal of the sampling step is to generate a matrix Xn = (x
(i)
j )i=1..n,j=1..p , where

n is the number of experiments and p is the number of variables. The most common
sampling method is indisputably the pure Monte Carlo (i.e. SRS), mainly because of
its simplicity (Gentle 2003). It consists of randomly sampling n independent input
variables. However, it is known to have poor space filling properties: SRS leaves
large unsampled regions and can propose too close points. An example of a SRS is
presented on Fig. 1(a).

2.1 Latin hypercube sampling

McKay et al. (1979) suggested an alternative method of generating Xn that they called
Latin hypercube sampling (LHS), which is an extension of stratified sampling. LHS
ensures that each of the input variables has all of its range represented. Let the range
of each variable Xj , j = 1, . . . , p, be simultaneously partitioned into n equally prob-
able intervals. We note Xn

j the n-sample of the variable Xj . A LHS of size n is
obtained from a random selection of n values—one per stratum—for each Xj . Thus
we obtain p n-tuples that form the p columns of the n × p matrix of experiments
Xn generated by LHS: the ith line of this matrix contains the p input variables and
will correspond to the ith code execution. Once a point is selected in an interval, no
other point could be selected in this interval (see Fig. 1 (b)). Let us remark that the
partition into equally probable intervals allows one to take into account non-uniform
densities of probability like a normal distribution for example. Figure 1 shows 10
samples of two random variables obtained with SRS and LHS schemes. We can see
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Fig. 1 Examples of two ways to generate a sample of size n = 10 from two variables X = [X1,X2] where
X1 has a uniform distribution U [0,1] and X2 has a normal distribution N (0,1)

that the result of LHS is more spread out and does not display the clustering effects
found in SRS.

Mathematically, if X1, . . . ,Xp are mutually independent random variables with
invertible continuous distribution functions Fj , j = 1, . . . , p, respectively, then the
LHS ith sample for the j th variable can be created as

x
(i)
j = F−1

j

(
π

(i)
j − ξ

(i)
j

n

)
, (1)

where the πj are independent uniform random permutations of the integers

{1,2, . . . , n}, and the ξ
(i)
j are independent U [0,1] random numbers independent of

the πj .

2.2 Constrained simple random sampling

To take into account inequality constraints between variables, the simplest approach
is based on SRS and consists on bounding one variable by another in order to enforce
the inequality constraints. This approach is called the constrained Simple Random
Sampling (cSRS).

In Fig. 2, we see the effect of an inequality constraint between two variables in
terms of bivariate plots. Of course, the introduction of the truncation during the sim-
ulation creates statistical dependences between Xn

1 and Xn
2 . This correlation depends

on the distribution functions of X1 (called F1) and X2 (called F2). In our example, the
correlation coefficient ρ(X1,X2) is worth 31%. In Fig. 2, the one-dimensional mar-
ginal projections of the samples are also shown. For the cSRS, the one-dimensional
marginal of Xn

2 does not correspond to F2 anymore but to a transformed distribution
F ′

2 (which depends on F1).
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Fig. 2 Comparison between Monte Carlo samples of size n = 100 from two variables X = [X1,X2]
where X1 ∼ U [0,1] and X2 ∼ U [0,2]. The inequality constraint for cSRS is X1 < X2

Fig. 3 Constrained simple random samples of size n = 10 from p = 10 variables Xi , i = 1, . . . ,10, with
Xi < Xi+1 for i = 1, . . . ,9. The upper and the lower curves represent the bounds of the variation ranges
for these 10 variables. (a) Xi ∼ U [0 + i−1

2 ,2 + i−1
2 ]; (b) Xi ∼ U [0,1 + i−1

2 ]

This problem becomes more dramatic when the input dimension increases and
when several sequential inequality constraints have to be satisfied, as for example if
Xi < Xi+1 for i = 1, . . . , p−1 and p is large. Figure 3(a) shows an example of cSRS
of p = 10 variables with such increasing constraints. In this graph, each observation
is represented as a line. Because of the sequential algorithm starting at X1, all the
curves are concentrated near the upper bound curve of the variables. Figure 3(b)
clearly reveals that the sampling of the first variable X1 is adequate with its uniform
distribution, and that the samples of the following variables (X2 to X10) progressively
take place in the upper region of their variation range.
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In summary, in some practical situations, users would like to simulate samples
which follow all one-dimensional marginals and which take into account some in-
equality constraints. The following section proposes such an algorithm.

2.3 Constrained Latin hypercube sampling

In order to follow all one-dimensional marginals, our sampling procedure uses LHS.
Our method, first proposed in Petelet (2007), consists in doing permutations on an
initial LHS to enforce the desired monotonic constraint. It is based on the fact that
permuting two values of a variable in a LHS does not break the LHS structure of the
sample (Iman and Conover 1982). An appropriate algorithm scans the starting LHS
to find the couples of values that violate the monotonic constraint. Then the algorithm
finds and executes the combinations of permutations which have to be done to satisfy
the inequality constraint between Xi and Xi+1 for the n experiments. Details of the
algorithm are given in Sect. 3.

Figure 4 shows the work done on a couple of parameters on which an increasing
constraint is enforced. The distribution of X1 and X2 are kept uniform (the slight
variation of the height of one class in the histogram of X2 is not significant). In the
bivariate plots, we see that the cLHS constraints (the increasing inequality and the
honoring of all one-dimensional marginals) tend to gather the sample points along
the inequality frontier line X1 = X2. It appears that the severity of the inequality con-
straint effects strongly depend on the one-dimensional marginal distributions F1 and
F2 of the variables. The limit case is illustrated on Fig. 4(b) where X1 and X2 have
the same one-dimensional marginal distributions F1 and F2 (then the same upper and
lower bounds). In such a case where half the area of the bivariate plot is forbidden
all the points are located on this frontier line. This effect results of a too severe con-
straint and reveals the need of a constraint intensity measurement. Petelet (2007) has
defined this constraint intensity measurement as the ratio between the triangular for-
bidden area (ST ) in the bivariate plot and the rectangular area (SR) of the domain
defined by the upper and lower bounds of the variables:

γ = ST

SR

. (2)

The γ measurement can be used if each of the input variable has some upper
and lower bounds, i.e. if the support of their distribution function is defined on a
bounded domain. In the general case of an inequality constraint between Xi and Xj ,
respectively, defined on [bi, hi] and [bj ,hj ], we obtain

γ (Xi,Xj ) = ST (Xi,Xj )

SR(Xi,Xj )
=

⎧⎪⎨
⎪⎩

(hi−bj )2

2(hi−bi )(hj −bj )
for the constraint Xi < Xj ,

(hj −bi )
2

2(hi−bi )(hj −bj )
for the constraint Xi > Xj .

(3)

The intensity constraint measurements for the Fig. 4 cases are worth γ (X1,X2) =
25% for (a) and γ (X1,X2) = 45.5% for (b). With some heuristic arguments, Petelet



Latin hypercube sampling with inequality constraints 331

Fig. 4 Comparisons between constrained Latin hypercube samples of size n = 100 from two vari-
ables X = [X1,X2] with X1 ∼ U [0,1] and the inequality constraint X1 < X2: (a) X2 ∼ U [0,2];
(b) X2 ∼ U [0,1.1]

(2007) has found a nearly linear link between γ (Xi,Xj ) and the correlation coeffi-
cient ρ(Xi,Xj ) for γ (Xi,Xj ) ∈ [0,0.3]:

ρ(Xi,Xj ) � 2.778γ (Xi,Xj ). (4)

As γ is positive, the correlation coefficient will be always positive. For example,
this relation shows that if the inequality constraint is kept smaller than 15%, the
correlation between the variables will be smaller than 40%.

For the same cases than in Figs. 3, Fig. 5 shows the cLHS of p = 10 vari-
ables with sequential increasing constraints. As before, in this graph, each obser-
vation is represented as a line. At present, the curves correctly fill the variation
ranges of all the variables. The constraint intensity measurements for Fig. 5(a) are
worth γ (Xi,Xi+1) = 18.75% for i = 1, . . . ,9. This value is rather suitable: corre-
lations between variables are smaller than 52% (value obtained thanks to (4)). For
Fig. 5(a), the constraint intensity measurements increase from γ (X1,X2) = 33.33%
to γ (X9,X10) = 45.45%.

When the upper and lower bounds of the variables are similar, the cLHS tends to
give homothetic translated trajectories, as shown by Fig. 5(b). In the limit case, if all
the Xi ’s have the same one-dimensional marginal distributions (then the same upper
and lower bounds), the obtained curves are parallel and regularly spaced between
the lower bound curve and the upper bound curve. This is one of the drawback of
our algorithm, caused by the imposed LHS structure. Moreover, the feasibility of the
cLHS depends on the bound values of the constrained variables. For example, for the
constraint Xi < Xj , the algorithm does not work if hi > hj or if bi > bj . From (3),
this implies that the constraint intensity measurement γ (Xi,Xj ) is upper bounded by
0.5.
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Fig. 5 Constrained Latin hypercube samples of size n = 10 from p = 10 variables Xi , i = 1, . . . ,10, with
Xi < Xi+1 for i = 1, . . . ,9. The upper and the lower curves represent the bounds of the variation range
for these 10 variables. (a) Xi ∼ U [0 + i−1

2 ,2 + i−1
2 ]; (b) Xi ∼ U [0,1 + i−1

2 ]

3 The constrained Latin hypercube sampling algorithm

In the following, we explain the cLHS algorithm in the case of a strict increasing
constraint between two variables X1 and X2 (with distribution functions F1 and F2,
respectively). The developments for the strict decreasing constraint case are exactly
the same, by inverting the inequalities sense. Moreover, the extension of our algo-
rithm to non-strict inequality constraints is straightforward.

For the increasing constraint case, we assume the following hypotheses.

– X = (X1,X2) is defined on a bounded domain X ∈ R
2. The support of Fj for

j = {1,2} is [bj ,hj ].
– The bounds are subject to the following inequalities:

b1 ≤ b2 and h1 ≤ h2. (5)

These inequalities seem natural: if we impose some increasing constraint between
X1 and X2, we hope that the same increasing constraints exist for their minimal
and maximal bounds.

Let us define the matrix Cn = C(Xn
1 ,Xn

2 ) of size n × n:

Cn = (cij )i=1..n,j=1..n =
⎛
⎜⎝

1
x

(1)
2 >x

(1)
1

· · · 1
x

(1)
2 >x

(n)
1

...
. . .

...

1
x

(n)
2 >x

(1)
1

· · · 1
x

(n)
2 >x

(n)
1

⎞
⎟⎠ , (6)

where 1x>y = 1 if x > y and 1x>y = 0 otherwise. Cn is called the compatibility ma-
trix between Xn

1 and Xn
2 . This matrix allows us to identify which combinations of
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elements of Xn
1 and Xn

2 are incompatible, i.e. those with a decreasing relation. There-
fore, the inequality constraint between the two samples is honored if the diagonal of
Cn contains only 1’s.

For our cLHS algorithm, if we choose to leave Xn
1 unchanged and give the pos-

sibility to permute some elements of Xn
2 , we define our final objective as getting a

sample X′n
2 such that

n∑
i=1

c′
ii = n, (7)

with C′ = (c′
ij )i=1..n,j=1..n the compatibility matrix between Xn

1 and X
′n
2 .

At present, it would be convenient to know if this objective can be achieved for a
specific sample Xn. Let us define the sample vector

Sn = (Si)i=1..n =
(

n∑
j=1

cij

)
i=1..n

. (8)

Si gives the number of elements of Xn
1 which satisfy the constraint with x

(i)
2 . We

also define (S̃i)i=1..n the ordered sample of (Si)i=1..n. To insure that we can obtain a
sample X

′n
2 (by permutations of the Xn

2 elements) satisfying the increasing constraint,
the following assertions have to be true.

– The smallest element of Xn
2 has one or more than one smaller elements in Xn

1 ,
which is equivalent to saying that min(Xn

2 ) ≥ min(Xn
1 ), then again, to saying that

S̃1 ≥ 1.
– . . .
– The ith-smallest element of Xn

2 has i or more than i smaller elements in Xn
1 , which

is equivalent to saying that S̃i ≥ i.
– . . .
– The nth-smallest elements of Xn

2 have n or more than n smaller elements in Xn
1 ,

which is equivalent to saying that S̃n ≥ n.

From these assertions, we obtain the following result:

Proposition If (Xn
1 ,Xn

2 ) is a LHS, the inequality

min
[
(S̃1 · · · S̃n) − (1 · · ·n)

] ≥ 0 (9)

is a necessary and sufficient condition to guarantee the existence of a sample X
′n
2 such

that (Xn
1 ,X

′n
2 ) satisfies the increasing constraint X1 < X2, where X

′n
2 is obtained

from permutations of the elements of Xn
2 .

Therefore, the first step of our methodology will be to test this criterion. If (9)
is not verified for a chosen Xn = (Xn

1 ,Xn
2 ), a new sample for Xn

2 (keeping the LHS
property for Xn) is created and the scan starts again. Our hypotheses on the bounds of
X1 and X2 (see (5)) guarantee that a LHS satisfying the increasing constraint exists.
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We start from an initial LHS Xn = (Xn
1 ,Xn

2 ), with a compatibility matrix C, sat-

isfying the existence criterion (9). We want to obtain the LHS X
′n = (Xn

1 ,X
′n
2 ) (with

a compatibility matrix C′) satisfying the increasing constraint between X1 and X′
2.

Our objective is therefore to obtain the result of (7).
Let us note X̃n

1 the reverse ordered sample of Xn
1 . This vector X̃n

1 contains the

elements x̃
(1)
1 ≥ x̃

(2)
1 ≥ · · · ≥ x̃

(n)
1 . We put in the sample vector An a sequence of

indices: the indices in Xn
1 of the X̃n

1 elements. Mathematically, it follows that

x
(Ai)
1 = x̃

(i)
1 . (10)

Our permutation algorithm is based on the treatment of the Xn
1 elements in a se-

quential manner (because the constraint is more difficult to be satisfied by the first
values of Xn

1 ). We describe the algorithm with the following four steps.

Algorithm cLHS

1. Initialisation: C′n = Cn and B′ = (1, . . . , n).

2. For i = 1, . . . , n:

– we put in the vector B the indices in Xn
2 of the elements compatible with x

(Ai)
1 :

k = 1
For j = 1, . . . , n:

if c′
jAi

= 1 then Bk = k and k = k + 1

– we randomly choose an element in B and put it in B ′
i .

– the index B ′
i corresponds to the one that will be permuted in Xn

2 . We turn to zero
the line B ′

i in the compatibility matrix C′n (in order to block up the index B ′
i ):

For j = 1 . . . n : c′
B ′

i j
= 0

3. The vector B′ contains the indices that will be used to make the permutations in
Xn

2 . We obtain the new sample of the variable X2:

(X′
2)i=1..n = (X2)i=B ′

1..B
′
n
. (11)

4. Finally, the permutation matrix C′n is calculated with Xn
1 and X′n

2 by (6) in order
to test the equality of (7).

End of algorithm

The extension of the CLHS algorithm to the multivariate case X = (X1, . . . ,Xp)

with Xj < Xj+1 for j = 1, . . . , p − 1 is straightforward and is done in a sequential
manner. We first simulate a LHS Xn = (Xn

1 , . . . ,Xn
p). Leaving Xn

1 unchanged, we

sequentially build with the cLHS algorithm X
′n
j from X

′n
j−1 and Xn

j for j = 2, . . . , p.
At each step j , before applying the algorithm, the criterion (9) is tested. If this cri-
terion is not verified, a new LHS for Xn

j is created, and so on until the criterion is
verified.
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4 The cLHS algorithm in an example

We propose a simple example with a sample of size n = 6 and two variables X1 and
X2 subject to a decreasing constraint X1 > X2. Points are uniformly sampled on the
domain X = [20,30] × [16,26] of (X1,X2). We simulate an initial LHS (Fig. 6(a))
and obtain the following design matrices:

Xn
1 =

⎛
⎜⎜⎜⎜⎜⎝

23.98
26.91
26.52
21.99
29.23
21.10

⎞
⎟⎟⎟⎟⎟⎠

, Xn
2 =

⎛
⎜⎜⎜⎜⎜⎝

22.18
20.45
23.77
18.31
16.45
25.49

⎞
⎟⎟⎟⎟⎟⎠

, then Cn =

⎛
⎜⎜⎜⎜⎜⎝

1 1 1 0 1 0
1 1 1 1 1 1
1 1 1 0 1 0
1 1 1 1 1 1
1 1 1 1 1 1
0 1 1 0 1 0

⎞
⎟⎟⎟⎟⎟⎠

.

As the diagonal of this matrix has a null term, (7) is not fulfilled. Then, the cLHS
algorithm has to be applied in order to obtain a LHS satisfying the constraint.

First, we test the existence criterion. We obtain Sn = (4 6 4 6 6 3) and S̃n =
(3 4 4 6 6 6). The existence criterion (see (9)) is then fulfilled.

Second, we apply the algorithm and obtain the following result:

X′n
2 =

⎛
⎜⎜⎜⎜⎜⎝

20.45
25.49
22.18
18.31
23.77
16.45

⎞
⎟⎟⎟⎟⎟⎠

. (12)

Xn
1 has not been modified while elements of Xn

2 have been permuted to obtain X′n
2 ,

which is a sample satisfying the decreasing constraint. Other X
′n
2 samples could be

found, the choice made during the cLHS algorithm being random. Figure 6(b) shows
our final sampling result.

5 An application case: welding thermomechanical models

The robust increase in computer power has tremendously contributed to a growing
fad for welding simulation. The industrial requirements are more and more numer-
ous: supports to develop new processes, control of mechanical welding effects (in
particular, residual stresses and distortions), argument in a nuclear safety analysis re-
ports, etc. Thus, through the use of high-performance computers and advanced mod-
els, numerical simulation is expected to become an important tool for innovation in
welding engineering.

However, running a welding simulation model requires a large number of inputs—
about 500—including for example meshing inputs, boundary and initial conditions
as well as material properties and process parameters, and generates several out-
puts, including spatial distributions of displacements and residual stresses in the
weldment. In particular, among inputs, the determination of material properties is
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Fig. 6 Illustration of the cLHS algorithm (n = 6) with a decreasing constraint between two uni-
formly-distributed random variables X1 and X2 (γ (X1,X2) = 18%). The diagonal line corresponds to
the frontier line X1 = X2

one of the key problems of welding simulation. The features of material proper-
ties are that they are dependent on temperature and that their full characterization
is very expensive, often difficult or even sometimes impossible. In this context, the
global sensitivity analyses of the numerical welding simulation model allows to de-
termine which material properties are the most sensitive in a numerical welding
simulation and in which range of temperature (Petelet 2007; Petelet et al. 2006;
Asserin et al. 2009).

Let us show the application of our methodology on the range of steel material.
Five input variables are the mechanical properties used by the model: Young’s mod-
ulus, thermal computation coefficient, Poisson’s ratio, yield strength and hardening
modulus. Because of their dependence on temperature, it has been required to sample
each material property at a discrete set of temperatures: seven levels are chosen from
20°C to 1100°C. We obtain 35 = 5 × 7 input variables, each following an uniform
distribution defined by its minimal and maximal bounds (taken from the literature).
Moreover, some material properties used in this model are monotonically decreas-
ing as function of temperature. Therefore, the constrained Latin hypercube sampling
strategy, described in this paper, can be used to generate the input design. This strat-
egy allows our sampled variables to honor their uniform repartition defined by their
minimal and maximal bounds, that is to say, sampling in the physical bounds.

To illustrate this application, we present the sampling of the Young’s modulus.
Figure 7 shows the result on this 7-dimensional variable, which follows a decreas-
ing constraint. These curves present three randomly selected materials among the
800 created and the bounds of the domain. For the sensitivity analysis process, the
Young’s modulus is represented by only seven parameters (Asserin et al. 2009). How-
ever, one should keep in mind that for the mechanical computation, the curve repre-
sents truly the considered dependence of this modulus because the algorithm uses
intermediate values according to a piecewise linear interpolation.

It would be interesting to present the sensitivity analysis results obtained by em-
ploying the classical LHS (unconstrained) and by employing the constrained LHS.
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Fig. 7 Example of n = 3 samples of the Young’s modulus obtained by cLHS (dashed lines). The upper
and the lower curves (solid lines) represent the bounds of the domain for these p = 7 variables

However, some model calculations do not converge when using non-physical evolu-
tion of the material properties (i.e. unconstrained LHS). Moreover, performing model
calculations with non-monotonic evolutions would be an aberration from a physical
point of view.

6 Conclusion

In this paper, we have proposed a new algorithm (called cLHS) allowing to obtain
samples of several variables constrained by some inequality relations. This situation
can frequently arise in application cases, while very few works have been devoted to
this issue. The cLHS algorithm allows to satisfy the inequality constraint while leav-
ing unchanged the one-dimensional marginals that we have defined for each variable.
In order to honor these one-dimensional marginals, the LHS-based technique has
been preferred. To our knowledge, this inequality constraint problem has not been
studied for the LHS building issue.

We have shown the interest of this algorithm in an application case involving weld-
ing simulation model. The cLHS algorithm has proven its efficiency to sample a
multi-dimensional variable taking under consideration its physical nature.

The current cLHS algorithm has one main drawback. When the minimal (respec-
tively, maximal) bounds of the two constrained variables move closer, the space fill-
ing properties of the sample points deteriorate: the sample points are gathered along
the inequality frontier line. The cLHS is therefore efficient if the bounds between
the variables are sufficiently distant. A constraint intensity measurement, noticed γ ,
has been defined in order to quantify this effect. Moreover, a linear relation has been
proposed between γ and the correlation coefficient of the constrained variables. This
allows to a priori know (from the variable bound values), the effects of the inequality
constraint in terms of correlation of the simulated sample.

In a future work, it will be interesting to quantify this phenomenon by linking a
space filling measure (as the discrepancy) with the bound values. More generally,
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if we want to suppress this undesired effect, the LHS framework has to be left out.
A first idea would be to work with entropy-based designs by optimizing the entropy
on one-dimensional marginals. Developing design optimization algorithms under in-
equality constraints would be an interesting research way.

If more than two variables are under study, the cLHS algorithm is limited to in-
equality constraints defined in a sequential order. A complex inequality constraint
could involve more than two variables (e.g. X1 < X2 + X3) or could be non-
sequential (e.g. X1 < X2 and X1 < X3). If such situations are identified in specific
application cases, there is no doubt that some extensions of the cLHS algorithm are
possible.

Acknowledgements We thank O. Roustant and D. Ginsbourger, the organizers of the ENBIS-EMSE
2009 conference. We are also grateful to the editors of this special issue and anonymous referees for
comments and suggestions.

References

Asserin, O., Loredo, A., Petelet, M., Iooss, B.: Global sensitivity analysis in welding simulations—What
are the material data you really need? Finite Elem. Anal. Des. (2009, submitted). Available at URL:
http://hal.archives-ouvertes.fr/hal-00419162/fr/

Borgonovo, E.: Sensitivity analysis of model output with input constraints: A generalized rationale for
local methods. Risk Anal. 28, 667–680 (2008)

Bursztyn, D., Steinberg, D.: Comparison of designs for computer experiments. J. Stat. Plan. Inference 136,
1103–1119 (2006)

De Rocquigny, E., Devictor, N., Tarantola, S. (eds.): Uncertainty in Industrial Practice. Wiley, New York
(2008)

Fang, K.-T., Li, R., Sudjianto, A.: Design and Modeling for Computer Experiments. Chapman &
Hall/CRC, London (2006)

Gentle, J.: Random Number Generation and Monte Carlo Methods. Springer, Berlin (2003)
Helton, J., Davis, F.: Latin hypercube sampling and the propagation of uncertainty in analyses of complex

systems. Reliab. Eng. Syst. Saf. 81, 23–69 (2003)
Iman, R., Conover, W.: A distribution-free approach to inducing rank correlation among input variables.

Commun. Stat. 11(3), 311–334 (1982)
Iooss, B., Boussouf, L., Feuillard, V., Marrel, A.: Numerical studies of the metamodel fitting and validation

processes. Int. J. Adv. Syst. Meas. 3, 11–21 (2010)
Jourdan, A., Franco, J.: Optimal Latin hypercube designs for the Kullback-Leibler criterion. Adv. Stat.

Anal. 94(4), 341–351 (2010)
Kleijnen, J.: Design and Analysis of Simulation Experiments. Springer, Berlin (2008)
Kurowicka, D., Cooke, R.: Uncertainty Analysis with High Dimensional Dependence Modelling. Wiley,

New York (2006)
Levy, S., Steinberg, D.: Computer experiments: A review. Adv. Stat. Anal. 94(4), 311–324 (2010)
McKay, M., Beckman, R., Conover, W.: A comparison of three methods for selecting values of input

variables in the analysis of output from a computer code. Technometrics 21, 239–245 (1979)
Owen, A.: A central limit theorem for Latin hypercube sampling. J. R. Stat. Soc. B 16, 140–149 (1992)
Park, J.-S.: Optimal Latin-hypercube designs for computer experiments. J. Stat. Plan. Inference 39, 95–111

(1994)
Petelet, M.: Analyse de sensibilité globale de modèles thermomécaniques de simulation numérique du

soudage. Thèse de l’Université de Bourgogne (2007)
Petelet, M., Asserin, O., Iooss, B., Loredo, A.: Echantillonnage LHS des propriétés matériau des aciers

pour l’analyse de sensibilité globale en simulation numérique du soudage. In: Actes de MATERI-
AUX, Dijon, France, 2006

Pistone, G., Vicario, G.: Comparing and generating Latin Hypercube designs in Kriging models. Adv. Stat.
Anal. 94(4), 353–366 (2010)

http://hal.archives-ouvertes.fr/hal-00419162/fr/


Latin hypercube sampling with inequality constraints 339

Saltelli, A., Chan, K., Scott, E. (eds.): Sensitivity Analysis. Wiley Series in Probability and Statistics.
Wiley, New York (2000)

Simpson, T., Lin, D., Chen, W.: Sampling strategies for computer experiments: Design and analysis. Int.
J. Reliab. Appl. 2, 209–240 (2001a)

Simpson, T., Peplinski, J., Kock, P., Allen, J.: Metamodel for computer-based engineering designs: Survey
and recommendations. Eng. Comput. 17, 129–150 (2001b)

Sobol, I.: Uniformly distributed sequences with additional uniformity property. USSR Comput. Math.
Math. Phys. 16, 236–242 (1976)

Stein, M.: Large sample properties of simulations using Latin hypercube sampling. Technometrics 29,
143–151 (1987)

Volkova, E., Iooss, B., Van Dorpe, F.: Global sensitivity analysis for a numerical model of radionuclide
migration from the RRC “Kurchatov Institute” radwaste disposal site. Stoch. Environ. Res. Risk
Assess. 22, 17–31 (2008)


	Latin hypercube sampling with inequality constraints
	Abstract
	Introduction
	The sampling techniques
	Latin hypercube sampling
	Constrained simple random sampling
	Constrained Latin hypercube sampling

	The constrained Latin hypercube sampling algorithm
	The cLHS algorithm in an example
	An application case: welding thermomechanical models
	Conclusion
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


