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Abstract The simulation-extrapolation (SIMEX) approach of Cook and Stefanski
(J. Am. Stat. Assoc. 89:1314-1328, 1994) has proved to be successful in obtain-
ing reliable estimates if variables are measured with (additive) errors. In particular
for nonlinear models, this approach has advantages compared to other procedures
such as the instrumental variable approach if only variables measured with error are
available. However, it has always been assumed that measurement errors for the de-
pendent variable are not correlated with those related to the explanatory variables
although such scenario is quite likely. In such a case the (standard) SIMEX suffers
from misspecification even for the simple linear regression model. Our paper reports
first results from a generalized SIMEX (GSIMEX) approach which takes account of
this correlation. We also demonstrate in our simulation study that neglect of the corre-
lation will lead to estimates which may be worse than those from the naive estimator
which completely disregards measurement errors.
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1 Introduction

Measurement errors may exist in almost any empirical data set. At least this seems
to be true if data are collected from individuals and firms. However, very seldom
the exact characteristics of these errors are known. Therefore, the biassing effects on
estimation and testing are mostly considered under the assumption of white noise
added to the variable under discussion. This is in particular true for econometric
models with “errors in variables” (EVM) where some or all regressors are measured
with error (see, for example, Greene 2000, Chap. 9.5.2.) The discussion of the EVM
included the possibility of these measurement errors being correlated.! However, the
case that the measurement error for the dependent variable is correlated with those
related to regressors is mostly disregarded although it seems not to be unlikely. For
example, the dependent variable may be R&D, and the regressor variable is “research
intensity” measured as R&D divided by sales. If research is measured with error, also
the regressor is affected by measurement error. Another example is a share equation
in demand analysis where income acts both as regressor and as defining the budget
shares (see Ronning 1991).

In our research on the anonymization of micro data, we encountered such a situ-
ation under “experimental conditions” when studying the protection of these data by
addition of stochastic noise. In particular, we considered multivariate mixture distrib-
utions which were applied to a set of (continuous) variables for which anonymization
had to be achieved. As can be easily shown, such error distributions imply correlation
of errors for different variables (see Ronning 2008). Note that in this case the corre-
lation will be known (or communicated to the data users), whereas in usual empirical
applications this parameter would have to be estimated.

Fuller (1980) provides a survey of different specifications regarding measurement
errors including the case that the measurement error for the dependent variable is cor-
related with those related to regressors. Schaalje and Butts (1993) derive consistent
estimators for this case. Results in the two papers are given under the assumption of
joint normality of all measurement errors. However, the results can also be obtained
from asymptotic considerations leading to so-called corrected estimators.”

Two alternative approaches are available: the instrumental variables (IV) approach
and the SIMEX procedure. IV estimation has been advocated as a general recipe in
case of measurement errors (see, for example, Greene 2000, Chap. 9.5.2). However,
if measurement errors are correlated and only variables measured with error are avail-
able as instrumental variables, the postulate that instrument and measurement error
should be uncorrelated (see, for example, Carroll et al. 2006, Chap. 6). cannot be
satisfied. In such a case the simulation-extrapolation (SIMEX) procedure of Cook
and Stefanski (1994) provides a more promising approach to estimation in case of
measurement errors, in particular for nonlinear models. However, usually possible
correlation of errors regarding the dependent variable and the regressors are not taken
into account. Therefore this paper presents a generalization of the standard SIMEX

ISee Klepper and Leamer (1984) as an early example of the discussion of EVM with emphasis on the
identification of the model.

2See, for example, Carroll et al. (2006, Sects. 3.3.2 and 3.4.1), who also consider the case of linear models.
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SIMEX estimation in case of correlated measurement errors 393

for this situation; for illustrative purpose, we restrict ourselves to estimation of the
linear model.

The paper is organized as follows: In Sect. 2 the linear model with additive mea-
surement errors is shortly described. Section 3 first sketches the standard SIMEX
approach and then introduces the generalized SIMEX for correlated errors related to
the dependent variable and the regressor(s). Section 4 contains the simulation results.
We also discuss the effect of neglecting the error correlation in the SIMEX approach.
In Sect. 5 some concluding remarks are added.

2 The model
We consider the following simple linear regression model:
yi=a+Bxi+n, i=1,....n, 2.1)
with E[n;] =0 and var[n;] = 0772. Both x} and y; are measured with additive error:
xi =x] +u; (2.2)

and
yi =y{ +ui, (2.3)

where the errors u; and v; satisfy, for all i and j,
Elui]=0,  varfuj]=o0,,
E[v;]1=0, var[v;] = 03

’

cov[n;, u;]=cov[n;,v;] =0,

2.4)
cov[xl?", uj] = cov[x;", vj] =0,
cov[yl?“, uj] = cov[yl?“, vj] =0,
covlu;,ujl=covlv;,v;1=0 fori#j,
and in particular
Iof ifi =7,
covlu;, vj]= {0“” ifi j (2.5)

where o, may be nonzero. Then, using the mismeasured variables x and y, the
“naive” least squares estimator of 8 tends towards

limf = % p 4 T 2.6)
B |

where Uf denotes the variance of x*. Usually assuming that there is no correlation
between u; and v;, the result is given without the second right-hand term, which may
be seen as the bias from omitted variables represented by v;. Note that this second
term may offset the attenuation bias towards zero implied by the first term if 8 and oy,
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have the same sign. This should be remembered later on when the simulation results
in Sect. 4 are discussed. Note also that correct measurement of x implies consistent
estimation of 8 even when y* is measured with error since then 0,42 =0and o,y =0
hold.

We also note in passing that the naive estimator of the parameter « satisfies

p-lim& = p-lim(y — AX) = & + p (B — p-lim(B)), 2.7

where 1, denotes the expected value of x*, and p-lim(ﬁ) is given by (2.6). Therefore,
o will be estimated consistently if ,3 is a consistent estimator. In the following, we
therefore confine ourselves to the estimation of the parameter .

Carroll et al. (2006, Sects. 2.5 and 3.2.4) consider the situation that only the re-
gressor is measured with error and that the error u; is correlated with the residual 7;.
They call this an example of “differentiated measurement errors” since the error u;
contains information about the dependent variable y; through the correlation. Note
that this is observationally equivalent to the model given above in (2.1) to (2.4) since
the error v; affecting y; may be seen as part of the equation error, that is, y; = y;
and n; = —v;. The assumption cov([u;, n;] # 0 then replaces the above specification
that o, from (2.5) may be different from zero. Therefore, our result (2.6) is also pre-
sented in Carroll et al. (2006, p. 47). However, joint normality is assumed there for
Xi, u;, and n;, so that the result holds even for finite samples.

3 Generalized SIMEX approach
3.1 The standard approach

If only x;" is not correctly measured, the SIMEX approach will increase artificially
the error by using A; > 1, j =1,...,m, implying that the least squares estimator
B (A ;) based on this generated regressor variable will tend towards

2

p-lim B(x;) = (3.1

X
o2+ Arjo? p.
The idea then is to estimate the model for each A, fit the resulting estimates to some
smooth function, and extrapolate this function to the point A = 0.% Note that we use
a notation which follows a suggestion by Helmut Kiichenhoff and which is different
from the one used in Cook and Stefanski (1994): In our notation A = 1 denotes the
case that x* is mismeasured with error u; as specified in (2.2). Augmentation of the
error variance then is done by values of A > 1 indicating relative changes of the error

variance. For example, A = 1.50 means that the variance of the measurement error is
increased by 50 per cent.

3For this approach, see Carroll et al. (2006, Chap. 5).
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However, in applying this estimation procedure the artificial increase of the vari-
ance of the measurement error has to be defined in terms of the mismeasured (ob-
servable) variable x;. We therefore define the pseudo-regressor x; (A ;) as

xXi(Aj) =xi +/Aj—lui, A; =1,

or

xi(hj) = x{ +uio +/Aj — lug,
1.e., x;j = x;" + u;p, where u;( is the measurement error, and u;1 is the SIMEX sim-

ulation error both being stochastically independent with E[u;o] = E[u;;] = 0 and
var[u;o] = var[u;1] = 03. Therefore in the above example with A = 1.50 we will use

the factor +/1.50 — 1 =0.7071.

For the variance of the artificial regressor, this implies
var[x;(A;)] = o2 +aol+ (Aj— ol =02 —l—)»jauz.

Therefore the variance tends to (73 (and the error variance var[ug + u1] tends to 0)
as A — 0, whereas in the specification of Cook and Stefanski (1994) the parameter A
tends towards —1.

3.2 An operational GSIMEX procedure

We now assume that the two measurement errors u; and v; are correlated so that
ouv # 0. We first thought of a rwo-dimensional generalization of the SIMEX proce-
dure: Increase the error u; by using the factors \/A; —1,A; > 1, and increase the
error v; by using the factors /ux — 1, ux > 1, k=1, ..., p, holding the correlation
between the measurement errors # and v fixed. More exactly, the correlation

Ouv

corrlu;o, vio] = = 0w

OuO0y

should also hold in the simulation stage.
Formally, this procedure can be described as follows: Let v;o be the measurement
error and v; the SIMEX simulation error regarding yi* with E[v;o] = E[v;1] =0 and

var[v;o] = var[v;1] = avz. Then the covariance of the errors regarding xi* and y;“ is
given by

cov[uio +v/A; — luir, vio +/pk — i) = (1 +4/ = D(ug — 1))014117

leading to

I+ = Dk — D)o,
corr[uio + y/Aj — Luj1, vio + /i — Lvit | = : ~ < Our
RV, )‘jﬂkauav

so that correlation is lower than it should be and varies with A and . Here we have
used the fact that for A > 0, u > 0, A # p, always

A+vA-Dp-1) _

1
VA
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holds.* For example, for A = 1.00 and pu = 3.00, we obtain

1
\/nguv = 05774qu,

so that correlation is reduced to almost half of the true correlation. Of course, we
would obtain a GSIMEX estimate for 8 by fitting the three-dimensional points
(A, u, B (A}, k) and then extrapolate the fitted plane for A — 0, u — 0. It is still
unclear whether this approach with varying correlation is superior to the following,
computationally much simpler, approach which we actually used: If we restrict the
analysis to the case A = p, we obtain from the formula above

cov[uio+/Aj — luji, vio++/Aj — lvj1 ] = (1 +/ ;= DR — 1))0uv = A0y,

and

Ajo,
corr[uio + VA — luj, vip+/Aj — 11)[1] _ ~J%uv = Ouv.
AjOy0y
Our “operational” GSIMEX approach therefore in the simulation phase considers
only estimates for A = p and then extrapolates this (one-dimensional) function to the
point A = 0. In other words, the estimate is based on

2

A o
-lim B (A ;) = =2

AjOyuy
2 g2
o7t Ajo;

(3.2)

Note that this is not equivalent to the standard SIMEX procedure since we consider
correlated errors in the simulation step. This can also be seen from comparing (3.1)
for the “standard approach” with (3.2) above.

We would like to add some comments on modifications if the linear model has
more than one regressor and all L regressors (and the dependent variable) are ob-
served with error. For the naive estimator of the coefficient vector 8, we obtain (see,
for example, Ronning 2008, Chap. 9)

p-lim[i = (cov[x] + cov[u])_1 (cov[x]ﬂ + cov[uy, vy]), 3.3)

where cov[x] is the (L x L) covariance matrix of the L regressor variables, cov[u]
the corresponding covariance matrix of the errors related to the regressors, and

4The inequality above is equivalent to the following set of inequalities:
VO =D =1 <vap -1,
A=Du—1) <ip—2y/au+1,
0<idu—2yau,
0 < (V- >

5This procedure was suggested to us also by Helmut Kiichenhoff.
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cov[uy,, vy] is an L-dimensional vector containing the covariances cov[u;¢, v;]. Ap-
plying the GSIMEX procedure to all regressors with identical A will result in the
following bias function:

p-limf!(Aj) = (cov[x] + Acov[u])_l(cov[x]ﬁ + Ajcovluy, uy]). 3.4)

As in the case of simple regression, we would obtain estimates for different 2 ;,
Aj =1, then fit the points (A, 3;3 (A;)) for each £ separately to a (linear or quadratic)
function and finally obtain a GSIMEX estimate of 8, from the extrapolated function
at A = 0. It is evident that for the case of many regressors, the argument raised above
with regard to setting A = u has even more appeal.

4 Simulation results
4.1 Results for the GSIMEX

In this section we will present simulation results concerning the estimation of the
linear regression model (2.1) with specifications of the measurement errors u and v
given in (2.2), (2.3), (2.4), and (2.5). As mentioned above in Sect. 2, we confine our-
selves to the estimation of the parameter 8.% Since the “naive” estimator using the
observable variables will be biased in case of measurement errors, we will report this
expression as well which will offer an indication whether the GSIMEX estimate per-
forms better (i.e., is less biased). Following a suggestion of a referee, we also report
estimation results in case of no measurement errors so that we get an impression of
the magnitude of the bias from measurement errors.

The details of the simulation design are given in Table 1. Note that we vary the
parameter setting both with regard to the correlation between u; and v; and to the
regressor variance axz, where the errors u; and v; are assumed to be jointly normal.
However, we restrict ourselves to two alternative values for both of and o,y. In par-
ticular, the correlation of +0.9 and —0.9 is chosen in order to show most clearly the
effect of correlation on parameter estimation. Since the error variances o2 and o
are fixed, a larger regressor variance implies a larger signal-to-noise ratio 0)62 /03 or,
equivalently, smaller measurement errors for the regressor variable. The same remark
applies to the dependent variable since var[y*] = /3203 + anz and therefore the ratio
var[y*]/ ovz increases or, equivalently, measurement errors for the dependent variable
become smaller if 0’3 rises. Figure 1 displays the bias functions from (3.2) for the six
scenarios of our simulation study. The dotted vertical line separates the “simulation
region” {A | A > 1} from the “extrapolation region” {A | A < 1}. Note the offsetting ef-
fect of positive g,, which reduces the attenuation effect to a large extent. It is evident
from this figure that a linear extrapolation will not work satisfactorily for “larger”
measurement errors and in particular for g, < 0.

6Since in our simulation study the regressor variable is normally distributed with py = 0.00 (see Table 1),
the estimation of « in this special case is unaffected by the inconsistency of B See (2.7).
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Table 1 Simulation design for GSIMEX

Number of simulation runs (Whgjy, )
Number of observations (1)

Number of simulations in SIMEX (whey)
Regression parameter o

Regression parameter

Equation error n

2

Regression parameter o,

Regressor variable x
Variance of regressor: a}
Variance of u: 0,2

2

Variance of v: o

Correlation of u and v: g,y

50

500

30

—0.50

1.00
n~N(©.02)
0.25
x~N(0,02)
{1.00, 4.00}
1.00

1.00

{—0.90, 0.00, +0.90}

Extrapolation vector A 1.00, 1.10, 1.25, 1.50, 2.00, 2.50, 3.00

0.6

0.4

-0.6 -0.4 -0.2 -0.0 0.2

Fig. 1 Bias functions for  with 02 = 02 = 1.00. Solid curves and solid symbols show the bias
functions for “large” measurement errors ((73 = 1.00); dashed curves and non-solid show those for

“small” measurement error ((7)% = 4.00). Each curve refers to a certain correlation: /4 — 0,y = 0.9,
O/ — 04y =0.0, A/A — 0,y =—0.9

The simulation results are given in Table 2.7 The parts A to D of the table present
results for GSIMEX estimation, and part E at the bottom contains estimation results
based on error-free data which show the expected results for the classical regression

"The lines headed by “corr. negl.” will be discussed in Sect. 4.2.
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Table 2 GSIMEX estimation of the linear model

Linear extrapolation

Ouv Estimate std. dev. min. Median max.

A 0,42 = avz =1.00, 03 /03 = 1.00 (Large measurement errors)

0.0 GSIMEX 0.5928 0.0502 0.4657 0.5890 0.7043
naive 0.4901 0.0420 0.3867 0.4874 0.5759
0.9 GSIMEX 0.9559 0.0247 0.8970 0.9579 1.0080
naive 0.9462 0.0204 0.8972 0.9478 0.9894
corr. negl. 1.1504 0.0292 1.0430 1.1529 1.2002
-0.9 GSIMEX 0.2423 0.0494 0.1291 0.2420 0.3607
naive 0.0449 0.0407 —0.0438 0.0435 0.1431
corr. negl. 0.0561 0.0563 —0.0855 0.0549 0.1746

B ”3 = (rvz =1.00, (73 /au2 = 4.00 (Small measurement errors)
0.0 GSIMEX 0.9045 0.0289 0.8341 0.9015 0.9740
naive 0.7976 0.0263 0.7309 0.7968 0.8582
0.9 GSIMEX 0.9906 0.0136 0.9601 0.9893 1.0222
naive 0.9803 0.0117 0.9541 0.9792 1.0080
corr. negl. 1.1147 0.0200 1.0695 1.1118 1.1686
-0.9 GSIMEX 0.8184 0.0421 0.6970 0.8300 0.8916
naive 0.6164 0.0375 0.5114 0.6227 0.6733
corr. negl. 0.6999 0.0393 0.6137 0.7032 0.7906

model. For each scenario, we compute the “estimate” as the average of estimates
from all simulation runs. We also use these values for computing standard deviation,
minimum, median, and maximum.

We start by considering the case of no correlation, i.e., 0,,, = 0. This case could be
handled by the “standard” SIMEX. However, we will use the GSIMEX with vector
A which will give identical results in this case. From the table we learn that the lin-
ear extrapolation function gives satisfactory results at least for smaller measurement
errors, i.e., larger variance oxz. The use of quadratic approximation improves the re-
sults. For larger measurement errors both approximations (linear and quadratic) do
not work satisfactorily, although the quadratic extrapolation does a slightly better job
than the linear extrapolation. However, for all four cases (linear versus quadratic ex-
trapolation, axz = 1.00 versus oxz =4.00), the GSIMEX is less biased than the naive
estimate.®

We now consider the results for g, # 0. The most remarkable result is the much
better performance in case of positive correlation. This is due to the fact that 8 and
ouv have the same sign. However, this should not be overrated since the naive esti-
mate also shows less bias in this case! From Fig. 1 it becomes clear that for positive
correlation, even for larger measurement errors, the bias is negligible, and the bias

8Since the naive estimate is not based on an extrapolation function, results with regard to this estimation
method should be identical for parts A and C or B and D. However, they differ due to the simulation error.
For example for gy, = 0.0 we obtain 0.4901 in part A and 0.4954 in part C.
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Table 2 (Continued)

Quadratic extrapolation

Ouv Estimate std. dev. min. Median max.

C ”L% = %2 = 1.00, af /Uu2 = 1.00 (Large measurement errors)

0.0 GSIMEX 0.7405 0.0583 0.6370 0.7398 0.8780
naive 0.4954 0.0375 0.4196 0.4974 0.5815
0.9 GSIMEX 0.9753 0.0326 0.8989 0.9746 1.0670
naive 0.9504 0.0202 0.9109 0.9478 1.0130
corr. negl. 1.4171 0.0359 1.3163 1.4216 1.5150
-0.9 GSIMEX 0.5049 0.0864 0.3068 0.5072 0.7139
naive 0.0500 0.0518 —0.0792 0.0534 0.1670
corr. negl. 0.0708 0.0693 —0.0687 0.0604 0.2263
D o2 =02 =1.00,02/02 = 4.00 (Small measurement errors)
0.0 GSIMEX 0.9739 0.0298 0.9166 0.9694 1.0323
naive 0.8042 0.0237 0.7531 0.8029 0.8568
0.9 GSIMEX 0.9963 0.0166 0.9527 0.9965 1.0432
naive 0.9807 0.0131 0.9521 0.9815 1.0148
corr. negl. 1.1864 0.0212 1.1514 1.1838 1.2305
-0.9 GSIMEX 0.9460 0.0548 0.7965 0.9413 1.0638
naive 0.6247 0.0389 0.5398 0.6249 0.7151
corr. negl. 0.7429 0.0450 0.6206 0.7539 0.8523
o2 Estimate std. dev. min. Median max.

X

E Estimation results from error-free data

1.00 1.0002 0.0203 0.9591 0.9976 1.0489
4.00 1.0004 0.0093 0.9799 1.0000 1.0271
Remark: All estimation results refer to true parameter f = 1.00. For the meaning of “corr. negl.” see

Sect. 4.2

function is almost linear so that both approximating functions (linear and quadratic)
should give good results!

Some final remarks concerning the case of negative correlation are in order: Fig. 1
shows that in this case the bias increases, and the bias function has a curvature in
the extrapolation region {A | A < 1}, which is quite different from the curvature in the
simulation region and which makes extrapolation much harder. This is true in partic-
ular for larger measurement errors. Therefore not unexpectedly the linear extrapola-
tion function does not much improve the GSIMEX compared to the naive estimate,
whereas the quadratic extrapolation function removes the bias to a considerable ex-
tent leading to an almost perfect estimate in part D of the table, which considers the
case of ‘smaller’ measurement error. For larger measurement errors, a higher-order
approximation might be useful but has not been tried in this study.

Please note that the GSIMEX estimation (or rather approximation) error is small-
est for g, = 0.90 in all four parts (A to D) of the table. This is caused by the almost
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SIMEX estimation in case of correlated measurement errors 401

linear bias function which allows a reliable approximation and extrapolation. In three
of four cases the estimation error is highest for the case of negative correlation where
extrapolation is more difficult as explained above.

One final comment should be added which should be seen as a caveat regarding
the generality of our simulation results which, in fact, depend very much on the “true”
value of the coefficient ,8:9 If we would choose a much greater value as, for example,
B =10 instead of 8 =1, (2.6) would give

2

X

2 2 2 2’
o; +oy o; toy

Ouv

p-lim ,é =

so that the offsetting effect of the second term will be much weaker and therefore
results even for high positive correlation would not result in an (almost) straight line
for the SIMEX procedure. However, the statement that in case of equal sign of § and
o,y the attenuation effect of the first term in (2.6) will be partly offset by the second
term, will remain valid.!?

4.2 Neglect of error correlation in the SIMEX approach

We also considered the likely situation that the correlation of errors is not recog-
nized by the statistician. In our simulation study we therefore considered the case
that measurement error is only assumed for the regressor, whereas the error for the
dependent variable and its correlation with the error for the regressor are neglected,
that is, cr = 0 instead of a > 0 and oy, = 0 instead of o,, # 0 is assumed. There-
fore mlsspe01ﬁed SIMEX estimation will be based on the following bias function:

2
p-lim TS (h) = A B4 1)
o2+r0}" o2+ ro}
Note that this function does not imply consistency since, for A — 0, we obtain
T S L. TRy B “2)
im —— .
A0 02+A02 02+ Ao} Quv Oy Oy

Therefore the sign of the bias will be determined by the sign of the correlation, and
the magnitude of the bias also depends on the two error ratios o, /oy and o /0. Our
simulation results in Table 2 in the rows headed by “corr. negl.” correspond to these
findings: In all four cases the SIMEX procedure overestimates the true 8 if g, > 0
and underestimates the coefficient if g,, < 0. We also note that in most cases the
estimate is even worse than the “naive” estimate.

However, there is no general rule for this as becomes apparent from Figs. 2 and 3
which show the “correct” bias functions already presented in Fig. 1 together with the
“misspecified” bias functions from (4.1). Figure 2 describes the situation for “large”

9We are most grateful to one of the referees for drawing our attention to this aspect.

10See also Carroll et al. (2006, p. 54), who show a graphical example.
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0.6

0.4

BN, o)

-0.6 -0.4 -0.2 -0.0 0.2

Fig. 2 Bias functions for 8 in case of large measurement errors (02 = 1.00, 02 = o2 = 1.00).
Solid curves show the “correct” bias functions (see (3.2)): O — oup = 0.90, OO — o,y = 0.00,
A — oyy = —0.90. Dashed curves show the “misspecified” bias functions (see (4.1)): + — oyy = 0.90,
O - ouy = —0.90

measurement errors, and Fig. 3 has the corresponding results for “small” measure-
ment errors. Note that we use the same scaling in both figures. Both functions for a
certain g,, intersect at A = 1 which also gives the “naive” estimate for this case. The
“true” (misspecified) GSIMEX estimate (given by the dashed functions at A = 0)
may be more or less biased than the naive estimate: For example, in Fig. 3 with
02 = 4.00 the dashed curve for g,, = 0.9 gives 4.9/5.0 = 0.98 for the naive esti-
mate and 4.9/4.0 = 1.225 for the misspecified GSIMEX, the latter being much more
(and positively) biased. However, in the same figure the dashed curve for g,,, = —0.9
gives 3.1/5.0 = 0.62 for the naive estimate and 3.1/4.0 = 0.775 for the misspecified
GSIMEX, the latter being less biased in this case.

Of course, the computed (misspecified) GSIMEX will differ from the “true” (mis-
specified) GSIMEX due to the approximating functions used in this procedure. How-
ever, we find very similar simulation results in parts B and D of Table 2: For the
case 9,y =0.9, sz =4.00, the naive estimate is given by 0.9803 (part B) and 0.9807
(part D) and the misspecified GSIMEX (correlation neglected) by 1.1147 (linear ap-
proximation) and 1.1864 (quadratic approximation), so that the quadratic approxima-
tion is even worse. For the case g,,, = —0.9, oxz = 4.00, we find for the naive estimate
0.6164 (part B) and 0.6247 (part D) and for the misspecified GSIMEX (correlation
neglected) 0.6999 in case of linear approximation and 0.7429 in case of quadratic
approximation.

In case of larger measurement errors, the results given by Fig. 2 and parts A and
C of Table 2 are qualitatively identical although the magnitude of bias increases. In
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Fig. 3 Bias functions for § in case of small measurement errors (07 = 4.00, 02 = o2 = 1.00).
Solid curves show the “correct” bias functions (see (3.2)): O — oup = 0.90, O — o4y = 0.00,
A — oyy = —0.90. Dashed curves show the “misspecified” bias functions (see (4.1)): + — oy = 0.90,
& = ouy =—0.90

case of negative correlation the misspecified bias function is almost linear and rather
flat so that both the naive estimate and the misspecified SIMEX will lead to severely
biased results with no clear order regarding their magnitudes for both approximating
functions. For positive correlation, the overestimation of 8 is much more pronounced
than for the case of small measurement errors discussed above. Of course, the ef-
fect of the magnitude of the “true” value of 8 on the simulation results discussed in
Sect. 4.1 applies also here as becomes evident from (4.1).

5 Concluding remarks

We have considered parameter estimation where it is assumed that measurement er-
rors for the dependent variable and for a single regressor are correlated. This scenario
so far has not received much attention in the literature although it seems not unlikely.
We propose a generalized SIMEX approach which takes account of the correlation
in the simulation phase. We choose a procedure which holds correlation constant in
the simulation phase which is computational simpler than an alternative procedure
also discussed in the paper. It has the advantage that for the case of more than one
explanatory variable, the measurement errors for all explanatory variables can be
treated symmetrically. For illustrative purpose, we apply the approach to the linear
model although its real potential lies in the estimation of nonlinear models.

Our simulation results in Sect. 4 show that this approach works more satisfactorily
only if the coefficient B and the correlation coefficient have the same sign. The effect
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of the magnitude of B should be noted. In case of opposite sign and large measure-
ment errors the proposed GSIMEX procedure will fail. The important finding of the
paper is that neglect of the error correlation when applying the standard SIMEX ap-
proach will give misleading results that in many cases may be worse than those from
the naive estimator, which disregards the existence of measurement errors at all.

The paper has not discussed how the error structure could be estimated or tested.
Of course, estimation will be possible only for the case of repeated measurement. We
have also not provided any empirical data on the possible magnitude and sign of error
correlation.!! So far this has not been discussed in the literature. We also would like
to extend our analysis to the case of multiplicative errors. All this will be a topic of
further research.
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