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Abstract Sustained oscillation is frequently observed in
population dynamics of biospecies. The oscillation
comes not only from deterministic but also from sto-
chastic characteristics. In the present article, we deal
with a finite size lattice which contains prey and pre-
dator. The interaction between a pair of lattice points is
carried out by two different methods; local and global
interactions. In the former, interaction occurs between
adjacent sites, while in the latter interaction takes place
between any pair of lattice sites. It is found that both
systems exhibit undamped oscillations. The amplitude of
oscillation decreases with the increase of the total lattice
sites. In the case of global interaction, we can present a
stochastic differential equation which is composed of
two factors, i.e., the Lotka–Volterra equation with
density dependence and noise term. The quantitative
agreement between theory and simulation results of
global interaction is almost perfect. The stochastic the-
ory qualitatively expresses characteristics of sustainable
oscillation for local interaction.
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Introduction

Undamped oscillations are frequently observed in popu-
lation dynamics of biospecies. Some oscillations may be
explained by deterministic equations (May 1973; Hof-
bauer and Sigmund 1998). The well-known Lotka–Vol-
terra model, which is the simplest model of predator and
prey, exhibits a periodic oscillation. However, this oscil-
lation is not stable; species cannot survive under en-

vironmental fluctuations. In the deterministic equations,
the emergency of sustained oscillation is rarely known; an
example is a limit cycle attractor. In contrast, a majority
of oscillations may come from stochastic processes. The
concept of stochastic oscillation was first proposed by
Nisbet andGurney (1976). Later, many stochasticmodels
have been presented to exhibit undamped oscillations
(Nisbet and Gurney 1982). The stochastic oscillation is
sometimes called ‘‘sustained oscillation’’ (Aparicio and
Solari 2001; Rosa et al. 2003), ‘‘stochastic’’ limit cycle
(Itoh and Tainaka 1994) or ‘‘quasicycle’’ (Pascual and
Mazzega 2003). The stochastic approaches have growing
interest in relation to the progress of understandings of
nonlinearity and noise. The aim of the present paper is to
demonstrate sustainable oscillations by the use of the fi-
nite size of the lattice. The stochastic property comes from
the finiteness of the lattice size.

Lattice models are widely applied in the field of ecol-
ogy (Tainaka 1988; Matsuda et al. 1992; Nowak et al.
1994; Harada and Iwasa 1994; Durrett and Levin 1998;
Nakagiri et al. 2001; Itoh et al. 2004). Spatial distribution
of individuals usually differs from random distribution.
In most cases, individuals of a single species form some
clumping patterns; they huddle together. Nonrandom-
ness in spatial distribution not only influences population
dynamics, but also evolutionary consequences. Very
little literature on the lattice model, however, has
discussed the stochastic oscillations that originated in the
finiteness of lattice size (Itoh and Tainaka 1994).

In the present paper, we apply a prey–predator model
introduced by coworkers in our laboratory (Tainaka and
Fukazawa 1992); hereafter we call it the ‘‘TF model.’’
Various types of prey–predator system have been pre-
sented by many authors, covering several fields such as
physics (Lipowski andLipowska 2002;Droz and Pekalski
2001; Rozenfeld and Albano 2001) and ecology (Pacheco
et al. 1997; Hance and Van Impe 1999). The TF model is
very simple, but it exhibits various characteristics of both
prey and predator. For example, spatial distributions in
the stationary state show that the prey distributes con-
tagiously, but the predator disperses widely. Moreover,
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the TF model demonstrates the paradox of enrichment
(insecticide): even if the reproduction (mortality) rate of a
species is increased, the equilibrium density of the species
does not always increase or decrease (Tainaka 1994). So
far, in this model, however, an infinitely large size for the
lattice was assumed. In contrast, the work presented here
deals with a finite lattice size, and we present a linear
theory of stochastic differential equations to discuss sto-
chastic behaviors.

In the next section, we explain the prey–predator
stochastic model on a square lattice (TF model). Two
types of simulation method are explained; namely local
and global interactions. In the former case, interaction
occurs between the adjacent lattice sites, while in the
latter case interaction can take place between any pair of
lattice sites. In the Simulation results section, simulation
results of both local and global methods are reported. In
the Stochastic theory for MFS section, we present a
stochastic differential equation to explain the results of
local interaction. It is found that the theoretical predic-
tions precisely (quantitatively) agree with the simulation
results of global interaction. Moreover, the stochastic
theory is found to be useful for the qualitative prediction
of local interaction. The final section is devoted to the
discussions. In particular, the stochastic theory predicts
that the phase-sift between the oscillations of prey and
predator is largely changed by the change of parameter
values. Recently, Turchin (2003) has demonstrated in the
laboratory experiment that the phase-shift between prey
and predator oscillations drastically changed depending
on environmental conditions.

Model and methods

Model

We deal with a model ecosystem (TF model) which
contains two species; namely, prey (X) and predator (Y).
Each lattice site is labeled as X, Y or O, where O is a
vacant site (Fig. 1). Interactions are defined by

XþY! 2Y ðrate : 1Þ; ð1aÞ
XþY! 2X ðrate : rÞ; ð1bÞ
Y! O ðrate : mÞ: ð1cÞ
The process (1a) denotes the predation of Y; the species
X is beaten by Y. The reaction (1b) simulates re-
production of X; prey X can reproduce in the vacant
site. The last process represents the death of Y. Hence,
the parameter r means the reproduction rate of prey,
and m is the mortality rate of Y.

Methods

We have applied two simulation methods: one is a lattice
model and the other is mean-field simulation (MFS). In
the former case, interaction is restricted between
neighboring lattice sites (‘‘local interaction’’), while in
the latter case, interaction is allowed between any pair of

lattice sites (‘‘global interaction’’). First, we describe the
simulation method for the local interaction:

1. Initially, we distribute species on a square lattice;
each lattice site is either empty (O) or occupied by
prey (X) or predator (Y). Initial spatial distribution is
not so important because the system reaches a specific
state (sustainable oscillation) irrespective of initial
distributions.

2. The reactions (1a) and (1b) are performed in the
following two steps:

(i) First, we perform the two-body reactions (1a) and
(1b): choose one lattice site randomly, and then
specify one of four adjacent sites. Let the pair
react according to (1a) and (1b). For example, if
these sites are X and O, then the latter site is
changed into the former one by the rate r. (We
employ the periodic boundary condition.)

(ii) We perform the single-body reaction (1c). Choose
one lattice point randomly; if the site is occupied
by Y, that site will become O by a probability
(rate) m.

3. Repeat step 2 by N times, where N is the total number
of lattice points. This is called the Monte Carlo step
(Tainaka 1988).

4. Repeat step 3 until the effect of the initial condition
disappears.

In our lattice model, each individual in a lattice site is
assumed not to be moving; this assumption holds for
plants, and it is approximately applicable even for ani-
mals, provided that the radius of action of an individual
is much shorter than the size of the entire system.

Next, we describe the method of global interaction.
This method is called MFS (Itoh et al. 2004). Almost all
procedures of local interaction are not changed in MFS,
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Fig. 1 Schematic illustration of lattice sites. Each lattice site is
labeled by X, Y or O, where X and Y mean the sites occupied by
prey and predator, respectively, and O is an empty patch.
Simulation is carried out by global and local interactions. In the
former case, interaction occurs between any pair of lattice sites; we
choose the pair randomly and independently. In contrast, in the
latter case, we randomly select two neighboring sites; if the lattice
site located at the center in this figure is selected first, then, next, we
specify one of four adjacent sites (dark sites)
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however, the MFS algorithm for two-body reactions is
changed as follows: two lattice sites are randomly and
independently chosen. In the case of MFS, the interac-
tion can take place between any pair of lattice sites.

Simulation results

The population dynamics of both local and global in-
teractions have been reported by several authors (Hof-
bauer and Sigmund 1998; Tainaka 1994; Satulovsky and
Tome 1994; Sutherland and Jacobs 1994; Nakagiri et al.
2001) regarding cases where the total lattice sites N is
infinitely large. In the case of global interaction, the
dynamics is represented by the Lotka–Volterra equation
with density dependence. Namely, the population
asymptotically evolves into a fixed value. Figure 2
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Fig. 2 A typical example of population dynamics for global
interaction. The parameter values are r=1, m=0.2. Since the total
of lattice sites is very large (N=500·500), the system evolves into
an equilibrium. Oscillation or fluctuation is hardly observed

Fig. 3 Typical stationary
patterns for local interaction
(TF model). We set r=1. a The
mortality rate of the predator
takes a small value (m=0.02),
so that the prey (yellow) is
endangered. b Since the
mortality rate takes a large
value (m=0.44), the predator
(red) becomes endangered. In
both cases of (a) and (b), the
densities of endangered species
are equal (3%). Nevertheless,
spatial patterns are entirely
different: in (a) prey forms a
contagious pattern, while in (b)
predator distributes dispersedly
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Fig. 4 Same as Fig. 2, but the
values of lattice size N are finite.
In these cases, stochastic
oscillations can be observed
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illustrates the population dynamics for global interac-
tion, where the horizontal and vertical axes denote the
densities of prey (x=X/N) and predator (y=Y/N), re-
spectively. Similar results are obtained for the local in-
teraction. So long as both prey and predator survive,
their spatial distribution dynamically varies; predators
run after prey (Fig. 3). For example, we determine r=1
and change the value of parameter m. Then, the final
states exhibit two types of extinction as follows: (1) when
the mortality rate m of predator is higher than a critical
value (my), the predator goes extinct; (2) in contrast,
when m decreases and approaches mx, the prey density
becomes zero. The critical values take mx�0 and
my�0.46 for the lattice model (local interaction) and
mx=0 and my=1 for the global interaction (mean-field
theory). Concerning m fi 0, the predator survives in
regards to the mean-field theory, whereas the survival of
predator is still unknown regarding the lattice model
(Satulovsky and Tome 1994).

When the total sites (N) is finite, a kind of oscillation
emerges. First, we report the simulation results for the
lattice model. In Fig. 4, the population dynamics in the
stationary state are depicted for various values of N. In
each figure, the orbits are displayed during the period
500<t<1,000. To make the oscillation clear, we ob-
tained power spectra (Fig. 5). It was found that the
power spectra have a similar peak at a specific fre-
quency. This ‘‘characteristic frequency’’ depends on the
value of m, but it is almost unchanged, irrespective of
the size of the lattice. These results suggest that the dy-
namics of prey and predator is given by a periodic os-
cillation with noise. Figure 6 displays the average of the
amplitude of the orbit; the vertical axis means the time-
average of square amplitude (AS), and the horizontal
axis denotes the total sites N (log–log plot). The square
amplitude is defined by

AS ¼ ðx� hxiÞ2 þ ðy � hyiÞ2;
where x and y are the densities of prey and predator,
respectively, and the brackets < > mean the long-term
average in stationary state. The center of oscillation is
assumed to be located at the average densities <x> and
<y>. We find from Fig. 6 that the amplitude of
oscillation decreases with the increase of the lattice size:

hASi / N�1: ð2Þ
With the decrease of lattice size N, the amplitude of
oscillation becomes large, so that extinction of species
easily occurs.

Next, we report simulation results for global inter-
action (MFS). The results of MFS are qualitatively
unchanged compared to the local interaction (lattice
model); Figs. 4, 5, 6 are almost unchanged regarding the
MFS. The relation expressed by Eq. (2) is also valid for
MFS. However, in the case of MFS, the characteristic
frequency become slightly large compared to the lattice
model.

Stochastic theory for MFS

Stochastic differential equation

If the global interaction is allowed between any pair
of lattice sites (MFS), and if the total sites (N) is
infinitely large, the population dynamics of our sys-
tem as expressed by Eq. (2) is given by the mean-field
theory:

dx
dt
¼ �xy þ rxð1� x� yÞ; ð3aÞ

dy
dt
¼ �my þ xy; ð3bÞ

where x and y are the densities of the sites X and Y,
respectively. The first and second terms on the right
hand side of Eq. (3a) come from the reaction expressed
by Eqs. (1a) and (1b), respectively. The factor (1�x�y)
means the density of the empty site. Similarly, the first
and second terms of Eq. 3b originate in the reaction as
expressed by Eqs. (1c) and (1a), respectively. Equa-
tions (3a) and (3b) are equivalent to the Lotka–Volterra
model with density dependence, so that the dynamics
asymptotically approaches an equilibrium as shown in
Fig. 2. When m<1, the equilibrium densities (x* and y*)
are given by

x� ¼ m;

y� ¼
rð1� mÞ

r þ 1
:

ð4Þ

When the lattice size is finite, we must add a sto-
chastic property to Eqs. (3a) and (3b). In order to
explain population cycles, we introduce a stochastic
differential equation (Langevin equation). Our model
consists of three independent stochastic events. The
transition rates of the events expressed by Eqs. 1a, 1b
and 1c are given, respectively, as

pðX� 1;Yþ 1jX;YÞ ¼ xy;

pðXþ 1;YjX;YÞ ¼ rxð1� x� yÞ;

pðX;Y� 1jX;YÞ ¼ my:

ð5Þ

For each event, the population sizes of X and Y increase
(or decrease) by unity. In other words, the changes of the
densities x and y are 1/N at each step. The average
changes of the densities x and y at each time step are
thus given as

hDxi ¼ �xy þ rxð1� x� yÞ
N

;

hDyi ¼ xy � my
N

:

ð6Þ
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Moreover, the variances of Dx and Dy are

ðDxÞ2
D E

� Dxh i2¼xyþrxð1�x�yÞ�x2y2�r2x2ð1�x�yÞ2

N 2
;

ðDyÞ2
D E

� Dyh i2¼xyþmy�x2y2�m2y2

N 2
;

DxDyh i� Dxh i Dyh i¼�xyþx2y2

N 2
: ð7Þ

Hereafter we assume that the total lattice points N is
relatively large (N� 1). Disregarding terms of higher
orders (smaller terms) than 1=

ffiffiffiffi
N
p

, we obtain a
stochastic differential equation as follows:

dx
dt
¼ �xy þ rxð1� x� yÞ þ 1ffiffiffiffi

N
p fxðtÞ;

dy
dt
¼ yðx� mÞ þ 1ffiffiffiffi

N
p fyðtÞ:

ð8Þ

Here fx and fy are white Gaussian noise; their average is
zero

hfxðtÞi ¼ 0;

hfyðtÞi ¼ 0;
ð9Þ

and their correlations are given by

hfxðtÞfxðt0Þi ¼ fxyþ rxð1� x� yÞ� x2y2� r2x2ð1� x� yÞ2g
dðt� t0Þ;

hfyðtÞfyðt0Þi ¼ ðxyþmy� x2y2�m2y2Þdðt� t0Þ;
hfxðtÞfyðt0Þi¼ ð�xyþ x2y2Þdðt� t0Þ: ð10Þ

Note that this stochastic differential equation should be
interpreted in Ito sense. Without the noise terms fx and
fy, we recover the Lotka–Volterra Eqs. 3a and 3b.

Linear theory

It is not easy to solve the stochastic differential Eq. (8).
However, when the total lattice points N is relatively
large (1� N), we can solve Eq. (8). We assume that the
densities x and y are very close to the equilibrium
densities x* and y*, respectively. The deviations from
equilibrium are defined by

u ¼ x� x�;

v ¼ y � y�;
ð11Þ

where x* and y* are defined by Eq. (4). By the linear-
ization around the equilibrium, Eq. (8) becomes

d

dt
u
v

� �
¼ A

u
v

� �
þ 1ffiffiffiffi

N
p fxðtÞ

fyðtÞ

� �
: ð12Þ

Here A is the Jacobian matrix of Eq. 8 at the equili-
brium 4; i.e.,

Fig. 5 Power spectra of prey density for the same parameter as
those shown in Fig. 4. The lattice size N increases from top to
bottom. The vertical and horizontal axes denote power and
frequency, respectively. The frequency at the peak is called
characteristic frequency
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Fig. 6 The time-average of square amplitude AS is plotted against
the total sites N (log–log plot). The square amplitude of oscillation
is inversely proportional to the lattice size N

Fig. 7 Comparison of power spectra between theory and simula-
tion. Global interaction (MFS) is applied for the simulation
method. This is obtained from the time dependence of densities of
prey. The red curve represents the numerical results, while the blue
curve stands for the theoretical prediction. The parameter values
are r=1, m=0.2 and N=900. Here, we average over 100 runs
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A ¼ �mr �mð1þ rÞ
rð1� mÞ=ð1þ rÞ 0

� �
: ð13Þ

The eigenvalues k± of the Jacobian matrix are

k� ¼
�mr �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�mrð4� 4m� mrÞ

p
2

: ð14Þ

When r < 4(1 � m)/m, they are complex conjugate
eigenvalues. Since the real parts of k± are negative for
m<1, the equilibrium point is stable. Consequently, in
N fi ¥, the system converges at the equilibrium
point. Since N is finite, the system cannot be the
equilibrium point due to the stochastic terms. As-
suming that the deviations u and v are sufficiently
small, we ignore the effect of the stochastic terms on
u and v. Thus, the correlations of the stochastic terms
are rewritten as

hfxðtÞfxðt0Þi ¼ 2gdðt � t0Þ;
hfyðtÞfyðt0Þi ¼ 2gdðt � t0Þ;
hfxðtÞfyðt0Þi ¼ �gdðt � t0Þ;

ð15Þ

where

g ¼ mrð1� mÞ
1þ r

� m2r2ð1� mÞ2

ð1þ rÞ2
: ð16Þ

The solution of Eq. (12) is given by the stochastic in-
tegral form as follows:

uðtÞ
vðtÞ

� �
¼ 1ffiffiffiffi

N
p

Z t

�1

eAðt�nÞ fxðnÞ
fyðnÞ

� �
dn: ð17Þ

The above solution indicates that u and v obey two-
dimensional normal distribution with an average of
zero: <u(t)>=<v(t)>=0. In other words, the average
densities are equal to the equilibrium densities:
<x>=x* and <y>=y*.

We define correlation functions of u and v as follows:
<u(t)u(t¢)>, <u(t)v(t¢)>, <v(t)u(t¢)> and
<v(t)v(t¢)>. The first and last terms are called auto-
correlations, while the middle two terms, which are
equal with each other, are called cross-correlations. For
t>t¢, the correlation functions are calculated as follows:
 
huðtÞuðt0Þi huðtÞvðt0Þi
hvðtÞuðt0Þi hvðtÞvðt0Þi

!

¼ g
N
eAðt�t0Þ

1
mr þ

ð1þrÞ2
ð1�mÞr2 � 1þr

ð1�mÞr

� 1þr
ð1�mÞr

1
1�mþ mþr

m2rð1þrÞ2

0
@

1
A: ð18Þ

Inserting t=t¢ into the above equation, we have the
square amplitude <AS> of the oscillation. Since
<AS>=<u(t)2+v(t)2>, we have the relation as
expressed by Eq. (2). It is therefore found that the
square amplitude is inversely proportional to the
system size N.

Next, we obtain the power spectra; they are given by
the Fourier transform of the auto-correlations. After a
simple calculation, we have

SxðxÞ ¼
2g
N

x2 þ m2ð1þ rÞ2

x4 þ x2mrð�2þ 2mþ mrÞ þ ð1� mÞ2m2r2
;

SyðxÞ

¼ 2g
N

x2 þ r2f1� mð3þ rÞ þ m2ð3þ 3r þ r2Þg=ð1þ rÞ2

x4 þ x2mrð�2þ 2mþ mrÞ þ ð1� mÞ2m2r2
:

ð19Þ
We compare the above results with the simulation re-
sults of MFS. In Fig. 7, both results are shown, where
the right and left figures represent the power spectra of
the prey and predator, respectively. We find from this
figure that the linear theory agrees well with the
numerical result. It should be noted that the frequency
x* at the peak of the power spectrum is not completely
coincident with the imaginary part of the eigenvalues as
expressed by Eq. 14.

Discussion and conclusion

We have explored sustainable oscillations in the prey–
predator system with finite size. The interaction between
a pair of lattice points is carried out by two different
methods; local and global (MFS) interactions. If the
total lattice sites N is infinitely large, the population
dynamics obtained by both methods merely approach an
equilibrium point. In contrast, when N becomes small,
stable oscillations appear because of noise. The sto-
chastic oscillations are confirmed by the power spectra.
Moreover, in both simulation methods, the time-average
of square amplitude <AS> is found to be inversely
proportional to the system size N (Fig. 6). If N increases,
the amplitude of the oscillation approaches to 0, but the
shape of the power spectrum does not change. Thus the
periodicity remains even when N is large.

In the case of global interaction (MFS), we can pre-
sent a stochastic differential equation. In N fi ¥, the
population dynamics is given by the Lotka–Volterra
equation with density dependence. When N is finite, a
noise term is added as presented by Eq. (8). The linear
theory of this equation precisely expresses characteristics
of stochastic oscillation. This theory is valid, when the
lattice size is relatively large. We can quantitatively
explain the power spectra by the linear theory of the
stochastic differential equation. Our theory also ac-
counts for the fact that the time-average of square am-
plitude <AS> is inversely proportional to the system
size N. The agreement between theory and simulation of
global interaction is almost complete. Moreover, the
stochastic theory is found to be useful for the qualitative
prediction of local interaction.

Furthermore, our stochastic theory can predict var-
ious features of oscillation. An example is the phase-shift
between the oscillations of prey and predator. The phase
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shift ranges between p/2 and p. It increases with the
increase of m. The density peak of the predator usually
appears to follow that of the prey. Such behavior is seen
for deterministic models like Lotka–Volterra model. On
the other hand, when the phase shift approaches p, the
oscillation of the prey and predator exhibits out-of-
phase, where the density peak of the predator locates at
the minimum density of the prey. Recently, such out-of-
phase oscillation has been observed experimentally
(Turchin 2003; Yoshida et al. 2003). Theoretical results
described here will be submitted elsewhere.
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