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Abstract
Time series clustering is the act of grouping time series data without recourse to a label.
Algorithms that cluster time series can be classified into two groups: those that employ a
time series specific distance measure and those that derive features from time series. Both
approaches usually rely on traditional clustering algorithms such as k-means. Our focus is
on partitional clustering algorithms that employ elastic distance measures, i.e. distances that
perform some kind of realignment whilst measuring distance. We describe nine commonly
used elastic distance measures and compare their performance with k-means and k-medoids
clusterer. Our findings, based on experiments using the UCR time series archive, are surpris-
ing. We find that, generally, clustering with DTW distance is not better than using Euclidean
distance and that distance measures that employ editing in conjunction with warping are
significantly better than other approaches. We further observe that using k-medoids clusterer
rather than k-means improves the clusterings for all nine elastic distance measures. One func-
tion, the move–split–merge (MSM) distance, is the best performing algorithm of this study,
with time warp edit (TWE) distance a close second. Our conclusion is that MSM or TWE
with k-medoids clusterer should be considered as a good alternative to DTW for clustering
time series with elastic distance measures. We provide implementations, extensive results
and guidance on reproducing results on the associated GitHub repository.
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1 Introduction

Clustering is an unsupervised analysis technique where a set of cases, defined as a vector of
continuous or discrete variables, are grouped to create clusterswhich contain cases considered
to be homogeneous, whereas cases in different clusters are considered heterogeneous [12].

Time series clustering is the act of grouping ordered, time series data without recourse to
a label. We use the acronym TSCL for time series clustering, to make a distinction between
TSCL and time series classification, which is commonly referred to as TSC. There has been
a wide range of algorithms proposed for TSCL. Our focus is specifically on clustering using
elastic distance measures, i.e. distance measures that use some form of realignment of the
series being compared. Our aim is to perform a comparative study of these algorithms that
follows the basic structure of bake offs in distance-based TSC [44], univariate TSC [8] and
multivariate TSC [60]. A huge number of alternative transformation-based, e.g. [42], deep
learning-based clustering algorithms, e.g. [39], and statistical model-based approaches [15]
have been proposed for TSCL. These approaches are not the focus of this research. Our
primary aim is to provide a detailed description, with examples, of nine commonly used
elastic distance measures and conduct extensive experimentation to compare their utility for
TSCL. k-means is by far the most popular clustering algorithm for TSCL (for example, [33]).
k-medoids clusterer is used much less frequently. Our secondary aim is to compare k-means
and k-medoid distance-based clustering for TSCL.

Clustering is often the starting point for exploratory data analysis and is widely performed
in all fields of data science [74]. However, clustering is harder to define than, for example,
classification. There is debate about what clustering means [31] and no accepted standard
definition ofwhat constitutes good clustering orwhat itmeans for cases to be homogeneous or
heterogeneous. For example, homogeneous could mean generated by some common under-
lying process or mean it has some hidden variable in common. A clustering of patients based
on some medical data might group all male patients in one cluster and all female patients in
another. The clusters are from one view homogeneous, but that does not mean it is necessar-
ily a good clustering. The interpretation of the usefulness of clustering a particular dataset
requires domain knowledge. This makes comparing algorithms over a range of problems
more difficult than performing a bake off of TSC algorithms. Nevertheless, there have been
numerous comparative studies (for example, [2, 33] and [39]) which take TSC problems from
the UCR archive [18] and then evaluate clusterings based on how well they recreate class
labels.We aim to add to this body of knowledgewith a detailed description and a reproducible
evaluation of clustering with elastic distance measures (described in Sect. 3) following a sim-
ilar methodology. We do this in the context of partitional clustering algorithms (see Sect. 2).
We stress that our findings relate only to performance on the UCR univariate datasets and
that our conclusions should be taken in that context. We think that our findings are useful for
practitioners wanting a benchmark for a TSCL problem, but there are always use cases for
different approaches.

Elastic distance measures are significantly more accurate on average than Euclidean dis-
tance for TSC when used with a one nearest neighbour classifier [44]. We evaluate whether
this improvement translates to centroid-based clustering. Following experiments presented in
Sect. 5.1, we conclude that, somewhat surprisingly, this is not the case with k-means cluster-
ing. Using standard default parameters, only one elastic distancemeasure, move–split–merge
(MSM) [67], is significantly better than Euclidean distance, and five of those considered are
significantly worse, including the most popular approach, dynamic time warping (DTW).
The pattern of results is the same if we cluster the raw data or normalise it first. We repeat our
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experiments using k-medoids clusterer (see Sect. 5.2) and find that clustering performance is
improved for all distances except Euclidean, and DTW is no longer significantly worse than
ED. With both k-means and k-medoids clusterer, the move–split–merge distance function
[67] performs best. We evaluate whether these results could be an artefact of our clustering
algorithm configuration in Sect. 5.3 by comparing alternative cluster initialisation algorithms
and finding the same pattern of results in all cases. k-means with DTW is a very popular
benchmark for TSCL (for example, see [33]), so the findings in Sect. 5.1 are perhaps counter
to the received wisdom in the community. We investigate the performance of DTW under
additional scenarios in Sects. 5.4.2 and 5.4. We try alternative parameter settings and use an
unsupervised tuning algorithm for thewindow size.We show that reducing thewindow size to
5% improves k-means DTW, but only to the point where it is no longer worse than Euclidean
distance. We also find that tuning does not improve the 5% window performance. We then
explore using dynamic time warping with barycentre averaging (DBA) to improve k-means
[55]. DBA finds centroids by aligning cluster members and averaging over values warped
to each location. We reproduce the reported improvement that DBA brings to DTW with
k-means, but we observe that the improvement is not enough to make it better than Euclidean
distance, and it comes with heavy computational overhead. Finally, we assess whether tuning
our best performing distance functions and find that we cannot on average improve on using
the default parameters. In Sect. 6, we look more closely at the performance of the distance
functions for data with different characteristics. We findMSM does relatively better on prob-
lems with a large number of classes and a larger training set size. We also observe that it does
better in problem domains where we would expect some phase shift within clusters, such as
ECG and electric device power usage problems. Our first conclusion in Sect. 7 is that elastic
distances perform better on the UCR archive when used with k-medoids clusterer rather
than with k-means clustering. Using medoids (data points in the training data) rather than
centroids (averaged cluster members) overcomes the mismatch between simple averaging
and elastic distances that barycentre averaging is designed to mitigate against, but with far
less computational overhead. Our second observation is that MSM is the best performing
distance function on the UCR archive. MSM explicitly penalises longer warpings, and we
observe that all distance functions that do this perform better on the UCR archive. We hope
this work will raise the profile of MSM in the TSCL community.

We have provided optimised scikit-learn compatible Python implementations for the dis-
tances and clusterers in the aeon toolkit,1 and a repository with an associated webpage2

which provides notebooks on using distances and clusterers and contains all our results with
guidance on how to reproduce them.

The remainder of this paper is structured as follows: Sect. 2 describes the general TSCL
problem, provides a brief literature review and gives a detailed description of nine elastic
distance measures used in our experiments. For more general background on clustering, we
direct the reader to [32, 62]. For background into elastic distances for classification, we
recommend [1, 65].

The methodology we use in our experiments is outlined in Sect. 4. The results on UCR
datasets are presented in Sect. 5, and these are further analysed in Sect. 6. Finally, Sect. 7
concludes and signposts the future direction of our research.

1 https://github.com/aeon-toolkit/aeon.
2 https://tsml-eval.readthedocs.io/en/latest/publications/2023/distance_based_clustering/
distance_based_clustering.html.
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2 Time series clustering background and literature review

Atime series x is a sequenceofm observations, (x1, . . . , xm).Weassumeall series are equal in
length. For univariate time series, xi are scalars and formultivariate time series, xi are vectors.
A time series data set, D = {x1, x2, . . . , xn}, is a set of n time series cases. A clustering
is some form of a grouping of cases. Broadly speaking, clustering algorithms are either
partitional or hierarchical. Partitional clustering algorithms assign (possibly probabilistic)
cluster membership to each time series, usually through an iterative heuristic process of
optimising some objective function that measures homogeneity. Given a dataset of n time
series, D, the partitional time series clustering problem is to partition D into k clusters,
C = {C1,C2, . . . ,Ck} where k is the number of clusters. It is usually assumed that the
number of clusters is set prior to the optimisation heuristic. If k is not set, it is commonly
found through somewrappermethod.We assume k is fixed in advance for all our experiments.

Clustering algorithms can be split into those that work directly with the time series, and
those that employ a transformation to derive features prior to clustering. The focus of this
study is on non-probabilistic partitional clustering algorithms that work directly with time
series.

2.1 Partitional time series clustering algorithms

Partition-based clustering algorithms share the same basic components. Firstly, the algorithm
selects example cases (which we call exemplars) that are meant to characterise a cluster. This
is known as the initialisation stage. After the initial exemplars are selected, an update stage
begins where the exemplars are iteratively refined until some convergence condition is met.

One such partition-based algorithm is k-means [47], also known as Lloyd’s algorithm
[46]. It is the most well-known and popular partitional clustering algorithm, in both standard
clustering and time series clustering. The algorithm uses k centroids as exemplars for each
cluster. A centroid is a summary of the members of a cluster found through the update oper-
ation, which for standard k-means involves averaging each time point over cluster members.
Each case is assigned to the cluster of its closest centroid, as defined by a distance measure.

Many enhancements to the core algorithm have been proposed. One of the most effective
refinements is changing how the exemplars are initialised. By default, the initial centroids for
k-means are chosen randomly, either by randomly assigning cluster membership and then
averaging or by choosing random instances from the training data as initial clusters. However,
this risks choosing centroids that are in fact in the same cluster, making it harder to split
the clusters. To address this problem, forms of restart and selection are often employed. For
example, [13] propose restarting k-means over subsamples of the data and using the resulting
centroids to seed the full run. Another solution is to run the algorithmmultiple times and keep
the model that yields the best result according to some unsupervised performance measure.

k-means assumes the number of clusters, k is set a priori. There are a range of methods
of finding k. These often involve iteratively increasing the number of clusters until some
stopping condition is met. This can involve some form of elbow finding or unsupervised
qualitymeasure, such as the silhouette value [45]. Time series-specific enhancements concern
the distancemetric used and the averaging technique to recalculate centroids.Averaging series
matched with an elastic distance measure will mean that, often, the characteristics that made
the series similar are lost in the centroid. [55] describe an alternative averaging method based
on pairwise DTW. This is described in detail in Sect. 3.8.
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k-medoids clusterer is an alternative clustering algorithm which uses cases, or medoids,
as cluster exemplars. One benefit of using instances as cluster centres is that the pairwise
distance matrix of the training data is sufficient to fit the model, and this can be calculated
before the iterative partitioning. This is particularly important when performing the update
operation, which is themain difference between k-means and k-medoids clusterer; k-medoids
clusterer chooses a cluster member as the exemplar rather than average. The medoid is the
case with the minimum total distance to the other members of the cluster. Refinements such
as Partition Around Medoids (PAM) [40] avoid the complete enumeration of total distances
through a swapping heuristic.

Both of our k-means and k-medoids clusterers extend an implementation of the Lloyds
algorithm and employ the same stopping condition. The iterative process stops when cluster
membership does not change, or when the inertia is below a certain tolerance (convergence)
[27]. The inertia is a value that is used to determine how coherent different clusters are and
equals the sum of distances between each case and the centre of its assigned cluster. If the
difference in inertia between two iterations is below the (very small) threshold, convergence
is assumed and the iterations stop.

Partitional clustering algorithms both suffer from the problem of initialising the clusters.
The initialisation problem is twofold: defining the accurate cluster numbers to be generated
from the given dataset and solving the problem of locating the position of initial centroids
[27]. Whist there are numerous proposals on how to select the value of k (for example,
[51] use medoids initialisation, [22] PCA initialisation, [29] propose cluster elimination and
division initialisation), we follow related comparative studies [33] and assume the number of
clusters is known and equal to the number of classes in a classification dataset. The second
problem of finding the initial cluster centres is important because poor initial centres can lead
to convergence to local optima and worse clustering performance [70]. We consider three
commonly used initialisation algorithms in our experimentation.

The most common initialisation technique is random initialisation [47]. This technique
consists of choosing the initial centres randomly from the dataset. The rationale behind this
is that random selection is likely to pick points from dense regions. Rerunning the model
multiple times with random initialisation and taking the best clustering (as measured by
inertia) is the most common way of initialising k-means [14] and is used in the majority of
experiments. However, we also consider Forgy’s method [24] which initialises centres by
assigning each data point in the dataset to k clusters uniformly at random. The centres are
then given by the centroids of these initial clusters. A drawback of this method is it has no
theoretical bases and as such random clusters have no internal homogeneity [5]. Finally, we
consider the k-means++ algorithm [7]. k-means++ tries to disperse the clusters by selecting
to bias towards separate centres. The first centre is randomly selected from the train data.
Subsequent centres are selected with probability inversely proportional to the minimum
distance between cases and previously selected centres. If md(x) denotes the minimum
distance from a case x and previously selected centres, then the probability of selecting x as
the next centre is defined as

md(x)2
∑n

j=1 md(x j )2
. (1)

2.2 Literature review

Our focus is on elastic distances-based clustering, but there are many other approaches to
TSCL. The most popular TSCL approaches are summarised in Fig. 1.
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Fig. 1 Time series clustering taxonomy. The following models are included: K-means [47], K-spectral cen-
troid [69], K-DBA [55], Kernel K-means [21], K-shapes [53], K-multishapes [54], PAM [40], CLARA [36],
CLARANS [52], Alternate [46], DBSCAN [23], HDBSCAN [49], OPTICS [6], BIRCH [73], Agglomera-
tive [35], Feature K-means [59], Feature K-medoids clusterer [59], U-shapelets [71], USSL [72], RSFS [64],
NDFS [43], Deep learning and dimensionality reduction approaches see [39]

The k-Shape algorithm [53] and its extension k-multishapes (k-MS) [54] are a variation
of the k-means algorithm that uses cross correlation to compute the similarity between time
series. Cross-correlation is ameasure of similarity that compares points of time-lagged signals
one to one. k-MS algorithm is a extends k-shapes by computingmultiple centroids per cluster.

K-spectral centroid (KSc) [69] computes the distance between time series using shifted
ranges of lags with k-means. Kernel k-means [21] operates in the ReproducingKernel Hilbert
Space associatedwith the chosen kernel. Further kernel based techniques include using Fisher
kernels with hidden Markov models [68].

Similarity-based techniques for TSCL will compute similarity based on raw time series.
However, working with raw time series is a non-trivial task due to the challenges that raw
time series present (high dimensionality, missing values, variable length, etc.).

Another common way to cluster time series is to perform some form of feature extraction
and then cluster the features. For example, [59] used a standard k-means clusterer on statistical
features (skew, standard deviations, mean etc.) extracted from an electricity usage time series
dataset. k-medoids clusterer has also been used with features extracted from time series
using piecewise aggregate approximation [41]. Further unique feature extraction techniques
specifically designed for TSCL include u-shapelets [71], Unsupervised Salient Subsequence
Learning (USSL) [72], robust spectral learning for unsupervised feature selection (RSFS)
[64] and nonnegative discriminative feature selection (NDFS) [43].

Finally, one of the most recent developments in the TSCL is the use of deep learning. A
good review of deep learning-based time series clustering is found in [39].

3 Time series distancemeasures

Suppose we want to measure the distance between two equal lengths, univariate time series,
a = {a1, a2, . . . , am} and b = {b1, b2, . . . , bm}. The Euclidean distance ded is the L2 norm
between series,
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Table 1 List of the ten distance
functions reviewed

Distance Acronym Definition

Euclidean distance ED Eq.2

Dynamic time warping [58] DTW Sect. 3.1

Derivative DTW [37] DDTW Sect. 3.2

Weighted DTW [34] WDTW Sect. 3.3

Derivative WDTW DWDTW Sect. 3.3

Longest common subsequence LCSS Sect. 3.4

Edit distance with real penalty [16] ERP Sect. 3.6

Edit distance on real sequences [17] EDR Sect. 3.5

Move–split–merge [67] MSM Sect. 3.7

Time warp edit [48] TWE Sect. 3.7

ded(a,b) =
√
√
√
√

m∑

i=1

(ai − bi )2. (2)

ded is a standard starting point for distance-based analysis. It puts no priority on the ordering
of the series and, when used in TSC, is a poor benchmark for distance-based algorithms and a
very long way from state of the art [50]. Elastic distance measures allow for possible error in
offset by attempting to optimally align two series based on distorting indices or editing series.
These have been shown to significantly improve k-nearest neighbour classifiers in comparison
with ded [44]. Our aim is to see if we observe the same improvement with clustering. Table 1
lists the ten distance functions we describe.

3.1 Dynamic time warping

Dynamic time warping (DTW) [58] is the most widely researched and used elastic distance
measure. It mitigates distortions in the time axis by realigning (warping) the series to best
match each other. Let M(a,b) be the m ×m pointwise distance matrix between series a and
b, where Mi, j = (ai − b j )

2. A warping path

P =< (e1, f1), (e2, f2), . . . , (es, fs) >

is a set of pairs of indices that define a traversal of matrix M . A valid warping path must
start at location (1, 1), end at point (m,m) and not backtrack, i.e. 0 ≤ ei+1 − ei ≤ 1 and
0 ≤ fi+1 − fi ≤ 1 for all 1 < i < m. The DTW distance between series is the path through
M that minimises the total distance. The distance for any path P of length s is

DP (a,b, M) =
s∑

i=1

Mei , fi . (3)

If P is the space of all possible paths, the DTW path P∗ is the path that has the minimum
distance, and hence, the DTW distance between series is

ddtw(a,b) = DP∗(a,b, M). (4)
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Fig. 2 Two most common bounding techniques [57]

The optimal warping path P∗ can be found exactly through a dynamic programming
formulation described in Algorithm 1. This can be a time-consuming operation, and it is
common to put a restriction on the amount ofwarping allowed. Figure2describes the twomost
frequently used bounding techniques, the Sakoe–Chiba band [61] and Itakura parallelogram
[30]. InFig. 2, each individual square represents an element ofmatrixM .Applying a bounding
constraint (represented by the darker squares in Fig. 2) reduces the required computation.
The Sakoe–Chiba band creates a warping path window that has the same width along the
diagonal of M . The Itakura parallelogram allows for less warping at the start or end of the
series than in the middle. Algorithm 1 assumes a Sakoe–Chiba band.

Algorithm 1 DTW (a,b, (both series of length m), w (window proportion, default value
w ← 1), M (pointwise distance matrix))
1: Let C be an (m + 1) × (m + 1) matrix initialised to zero, indexed from zero.
2: for i ← 1 to m do
3: for j ← 1 to m do
4: if |i − j | < w · m then
5: Ci, j ← Mi, j + min(Ci−1, j−1,Ci−1, j ,Ci, j−1)

return Cm,m

The DTW distance with Sakoe–Chiba window w can be expressed as Eq.5.

ddtw(a,b) = DP∗(a,b, M) = DTW (a,b, w, M). (5)

More general bands can be imposed in implementation by setting values outside the band
in the matrix, M , to infinity. Figure3 helps explain how the DTW calculations are arrived
at. Euclidean distance is simply the sum of the diagonals of the Matrix M , in Fig. 3a. DTW
constructs C using M and previously found values. For example, C1,1 = M1,1 = 0.6 and
C1,2 is the minimum ofC1,1,C0,1 andC0,2 plus M1,2.C0,2 andC0,1 are initialised to infinity,
so the best path to get to C1,2 has distance C1,1 + M1,2 which equals 0.6+5.25 = 5.85.
Similarly, cell C10,10 is the minimum of the three cells C9,9,C10,9,C9,10 plus the pointwise
distance M10,10. The optimal path is the trace back through the minimum values (shown in
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Fig. 3 An example of Euclidean and DTW distance functions for two series. The left hand matrix, (a), is the
pointwise distance between the series (matrix M in Equation 5). The Euclidean distance is the sum of the
diagonal path. The right hand matrix, (b), shows the DTW distances (matrixC in Equation 5) and the resulting
warping path when the window size is unconstrained

Fig. 4 An example of constraining the DTW window. Using the same series as Figure 3, (a) shows the DTW
distance matrix when using a bounding window that constrains warping to 20% of the series. (b) shows the
resulting alignment

white in Fig. 3b). Figure4 gives a demonstration of the effect of constraining the warping
path on DTW using the same two series from Fig. 3. The relatively extreme warping from
point 0 to point 5 evident in Fig. 3a is constrained when the maximum warping allowed is 2
places (w = 0.2) in Fig. 4.
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3.2 Derivative dynamic time warping

Keogh and Pazzani [37] proposed a modification of DTW called derivative dynamic time
warping (DDTW) that first transforms the series into a differential series. The difference
series of a, a′ = {a′

2, a
′
3, . . . , a

′
m−1} where a′

i is defined as the average of the slopes between
ai−1 and ai and ai and ai+1, i.e.

a′
i = (ai − ai−1) + (ai+1 − ai−1)/2

2
(6)

for 1 < i < m. The DDTW is then simply the DTW of the differenced series,

dddtw(a,b) = ddtw(a′,b′). (7)

3.3 Weighted dynamic time warping

A weighted form of DTW (WDTW) was proposed by [34]. WDTW adds a multiplicative
weight penalty based on the warping distance between points in the warping path. It is a
smooth alternative to the cut-off point approach of using a warping window. When creating
the distance matrix M , a weight penaltyw(|i− j |) for a warping distance of |i− j | is applied,
so that

Mw
i, j = w(|i − j |) · (ai − b j )

2. (8)

A logistic weight function is proposed in [34], so that a warping of a places imposes a
weighting of

w(a) = wmax

1 + e−g·(a−m/2)
(9)

where wmax is an upper bound on the weight (set to 1), m is the series length and g is a
parameter that controls the penalty level for large warpings. The larger g is, the greater the
penalty for warping. Note that WDTW does not benefit from the reduced search space a
window induces. The WDTW distance is then

dwdtw(a,b) = DP∗(a,b, Mw) = DTW (a,b, Mw). (10)

Figure5 shows the warping resulting from two parameter values. For this example, g = 0.2
gives the same warping as full window DTW, but g = 0.3 is more constrained.

We also investigate the derivative weighted distance (WDDTW),

dwddtw(a,b) = dwdtw(a′,b′). (11)

3.4 Longest common subsequence

DTW is usually expressed as a mechanism of finding an alignment so that points are warped
onto each other to form a path. An alternative way of looking at the process is as a mecha-
nism of forming a common series between the two input series. With this view, the warping
operation can be seen as inserting a gap in one series or removing an element from another
series. This way of thinking derives from approaches for aligning sequences of discrete vari-
ables, such as strings or DNA. The Longest Common Subsequence (LCSS) distance for time
series is derived from a solution to the problem of finding the longest common subsequence
between two discrete series through edit operations. For example, if two discrete series are
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Fig. 5 Examples of the weighted DTW cost matrix C and resulting alignment for two weight parameters

abaacb and bcacab, the LCSS is baab. Unlike DTW, the LCSS does not provide a path
from (1, 1) to (m,m). Instead, it describes edit operations to form a final sequence, and these
operations are given a certain cost. So, for example, to edit abaacb into the LCSS baab
requires two deletion operations. For DTW, you can then think of the choice between the
threewarping paths in line 5 of Eq.5 asCi−1, j being a deletion in seriesb,Ci, j−1 as a deletion
in series a andCi−1, j−1 as a match. The warping path shown in Fig. 4 is a sequence of pairs<

(1, 1), (2, 1), (3, 2), (4, 3), (4, 4), (5, 5), (6, 5), (7, 5), (8, 6), (8, 7), (8, 8), (8, 9), (9, 10),
(10, 10) > can instead be expressed as an edited series < (1, 1), (3, 2), (4, 3), (5, 5),
(8, 6), (9, 10) >. With this representation the warping operations are in fact deletions (or
gaps) in series a in positions 2, 6, 7 and 10 and in b in positions 4, 7, 8 and 9. With discrete
series, the matches in the common subsequence have the same value. Thus, each pair in the
subsequence would be, for example, a letter in common for the two series. Obviously, actual
matches in real-valued series will be rare. The discrete LCSS algorithm can be extended to
consider real-valued time series by using a distance threshold ε, which defines the maximum
difference between a pair of values that is allowed for them to be considered a match. The
length of the LCSS between two series a and b can be found using Algorithm 2. If two cells
are considered the same (line 4), the previously considered LCSS is increased by one. If not,
then the LCSS seen so far is carried forward.

Algorithm 2 LCSS (a,b , (both series of length m), ε (equality threshold))
1: Let L be a (m + 1) × (m + 1) matrix initialised to zero, indexed from zero.
2: for i ← 1 to m do
3: for j ← 1 to m do
4: if |ai − b j | < ε then
5: Li, j ← Li−1, j−1 + 1
6: else
7: Li, j ← max(Li−1, j , Li, j−1)

return Lm,m
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Fig. 6 An example of the LCSS
cost matrix with ε = 1, where the
white cells are members of the
LCSS

Fig. 7 EDR and ERP example paths

The LCSS distance between a and b is

dLCSS(a,b) = 1 − LCSS(a,b)

m
. (12)

Figure 6 shows the cost match between our two example series. The longest sequence of
matches is seven. These are the pairs < (2, 1), (3, 2), (4, 4), (5, 5), (6, 8), (8, 8), (9, 10) >.

3.5 Edit distance on real sequences (EDR)

LCSSwas adapted in [17], where the edit distance on real sequences (EDR) is described. Like
LCSS,EDRuses a distance threshold to definewhen two elements of a seriesmatch.However,
rather than count matches and look for the longest sequence, ERP applies a (constant) penalty
for non-matching elements where deletions, or gaps, are created in the alignment. Given a
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distance threshold, ε, the EDR distance between two points in series a and b is given by
Algorithm 3. The EDR distance between a and b is then defined by Eq.13.

Algorithm 3 EDR (a,b , (both series of length m), ε (equality threshold)
1: Let E be an (m + 1) × (m + 1) matrix initialised to zero, indexed from zero.
2: for i ← 1 to m do
3: for j ← 1 to m do
4: if |ai − b j | < ε then
5: c ← 0
6: else
7: c ← 1
8: match ← Ei−1, j−1 + c
9: insert ← Ei−1, j + 1
10: delete ← Ei, j−1 + 1
11: Ei, j ← min(match, insert, delete)

return Em,m

dEDR(a,b) = EDR(a,b, w, ε) (13)

At any step, elastic distances can use one of three costs: diagonal, horizontal or vertical, in
forming an alignment. In terms of forming a subsequence from series a, we can characterise
these as operations such as match (diagonal), deletion (horizontal) and insertion (vertical).
Insertion toa can also be characterised as deletion fromb, butwe retain thematch/delete/insert
terminology for consistency and clarity. EDRdoes not satisfy triangular inequality, as equality
is relaxed by assuming elements are equal when the distance between them is less than or
equal to ε. EDR is very similar to LCSS, but it directly finds a distance rather than simply
counting matches, thus removing the need for the subtraction in Eq.12. The resulting cost
matrix shown in Fig. 7a can easily be used to find either an alignment path or a common
subsequence. EDR then characterises the three operations in DTW

3.6 Edit distance with real penalty (ERP)

An alternative to EDR was proposed in [16], where edit distance with real penalty (ERP)
was introduced. LCSS produces a subsequence that can have gaps between elements. For
example, there is a gap between (3,2) and (4,4) in the subsequence shown in Fig. 6. ERP
imposes a penalty for when gaps occur based on the distance to a constant parameter g. ERP
uses d(a, b) = √

((a − b)2) for the pointwise distance rather than d(a, b) = (a − b)2 used
to find M for DTW. ERP calculates a cost matrix E that is more like DTW than LCSS:
it describes a path alignment of two series based on edits rather than warping. The ERP
distance between two series is described in Algorithm 4. The edge terms are initialised to a
large constant value (lines 5 and 7). The cost matrix E is then either the cost of matching,
Ei−1, j−1 + d(ai , b j ), where d(ai , b j ) is the distance between two points or the cost of an
inserting/deleting a term on either axis (Ei−1, j + d(ai , g) or Ei, j−1 + d(g, b j )). The ERP
distance between a and b is given by Eq.14.

dERP(a,b) = ERP(a,b, g, d) (14)

ERP satisfies triangular inequality and is a metric. Figure7b shows the cost matrix and
resulting alignment for our example series with g = 0. E1,1 is 0.774, which is simply the
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Algorithm 4 ERP (a,b (both series of length m), g, (penalty value), d , (pointwise distance
function))
1: Let E be an (m + 1) × (m + 1) matrix initialised to zero, indexed from zero.
2: for i ← 1 to m do
3: for j ← 1 to m do
4: if i = 0 then
5: Ei, j ← ∑m

k=1 d(bk , g)
6: else if j = 0 then
7: Ei, j ← ∑m

k=1 d(ak , g)
8: else
9: match ← Ei−1, j−1 + d(ai , b j )
10: insert ← Ei−1, j + d(ai , g)
11: delete ← Ei, j−1 + d(g, b j )
12: Ei, j ← min(match, insert, delete)

return Em,m

Fig. 8 MSM and TWE example paths

square root ofM1,1. E2,1 is theminimumof the two edge cases to the left (large constants) and
E1,1+d(b1, g), where b1 = 0.42, so d(0.17, 1) = 0.97.Hence, E2,1 = 0.774+0.424 = 1.2.

3.7 Move–split–merge (MSM)

cost(x, y, z, c) =
{
c if y ≤ x ≤ z or y ≥ x ≥ z
c + min(|x − y|, |x − z|) otherwise. (15)

Move–split–merge (MSM) [67] is a distance measure that is conceptually similar to ERP.
The core motivation for MSM is that the cost of insertion/deletion in ERP are based on the
distance of the value from some constant value, and thus it prefers inserting and deleting
values close to g compared to other values. Algorithm 5 shows that the major difference is
in the deletion/insertion operations on lines 10 and 11. The move operation in MSM uses
the absolute difference rather than the squared distance for matching in ERP. Insert cost in
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Algorithm 5MSM(a,b (both series of length m), c (minimum cost), d , (pointwise distance
function))
1: Let D be an m × m matrix initialised to zero.
2: D1,1 = d(a1, b1)
3: for i ← 2 to m do
4: Di,1 = Di−1,1 + cost(ai , ai−1, b1, c)

5: for i ← 2 to m do
6: D1,i = D1,i−1 + cost(bi , a1, b + i − 1, c)

7: for i ← 2 to m do
8: for j ← 2 to n do
9: match ← Di−1, j−1 + d(ai , b j )
10: insert ← Di−1, j + cost(ai , ai−1, b j , c)
11: delete ← Di, j−1 + cost(b j , b j−1, ai , c)
12: Di, j ← min(match, insert, delete)

return Dm,m

ERP d(ai , g) is replaced by split operation C(ai , ai−1, b j , c), where C is the cost function
given in Eq.15. If the value being inserted, b j , is between the two values ai and ai−1 being
split, the cost is a constant value c. If not, the cost is c plus the minimum deviation from
the furthest point ai and the previous point ai−1 or b j . The delete cost of ERP d(g, b j ) is
replaced by the merge cost C(b j , b j−1, ai , c), which is simply the same operation on the
second series. Thus, the cost of splitting and merging values depends on the value itself and
adjacent values, rather than treating all insertions and deletions equally as with ERP. The
MSM distance between a and b is given by Eq.16 and illustrated in Fig. 8b. MSM satisfies
triangular inequality and is a metric.

dMSM(a,b) = MSM(a,b, c) (16)

3.7.1 Time warp edit (TWE)

Introduced in [48], time warp edit (TWE) distance is an elastic distance measure described in
Algorithm 6. It encompasses characteristics from both warping and editing approaches. The
warping, called stiffness, is controlled by a parameter ν. Stiffness enforces a multiplicative
penalty on the distance between matched points in a way that is similar to WDTW, where
ν = 0 gives no warping penalty. The stiffness is only weighted this way when considering
the match option (line 11). For the delete and insert operations (lines 12 and 13), a constant
stiffness (ν) and edit (λ) penalty are applied since the warping is considered from consecutive
points in the same series. An example is shown in Fig. 8a.

dTWE(a,b) = TWE(a,b, ν, λ) (17)

A summaryof distance functionparameters and their default values in our implementations
is given in Table 2. DTW is sensitive to the window parameter [19] and large windows can
cause pathological warpings. Based on experimental results [58], we set the default warping
window to 0.2. WDTW uses a default scale parameter value for g of 0.05, based on results
reported in [34]. LCSS and EDR both have an ε parameter that is a threshold for similarity.
If the difference in two random variables is below ε, the observations are considered a
match. The variability in parameter effects depending on the values of the series is one of
the arguments for normalising all series. We set the default ε to 0.05. MSM has a single
parameter, c, to represent the cost of the move–split–merge operation. This is set to 1 based
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Algorithm 6 TWE(a,b (both series of length m), λ (edit cost), ν (warping penalty factor),
d , (pointwise distance function))
1: Let D be an m + 1 × n + 1 matrix initialised to 0
2: D0,0 = 0
3: for i ← 1 to m do
4: Di,0 = ∞
5: D0,i = ∞
6: for i ← 1 to m do
7: for j ← 1 to n do
8: match = D(i − 1, j − 1) + d(ai , b j ) + d(ai−1, b j−1) + 2ν(|i − j |)
9: delete = D(i − 1, j) + d(ai , ai−1) + λ + ν

10: insert = D(i, j − 1) + d(b j , b j−1) + λ + ν

11: D(i, j) =min(match, insert, delete)
return D(m, n)

Table 2 Summary of distance functions, their parameters and the default values

Acronym Metric Parameters Default

DTW (Eq.5) No Window w ∈ [0, 1] w = 0.2

DDTW (Eq.7) No Window w ∈ [0, 1] w = 0.2

WDTW (Eq.10) No g ∈ [0,∞) g = 0.05

DWDTW (Eq.11) No g ∈ [0,∞) g = 0.05

LCSS (Eq.12) No xε ∈ [0, ∞) ε = 0.05

ERP (Eq.14) Yes g ∈ [0 . . . 1] g = 0.05

EDR (Eq.13) No ε ∈ [0, ∞) ε = 0.05

MSM (Eq.16) Yes c ∈ [0,∞) c = 1

TWE (Eq.17) Yes ν, λ ∈ [0, ∞) ν = 0.05, λ = 1

on the original paper. TWE λ is analogous to the c parameter in MSM, so we also set it to
one, whereas ν is related to the weighting parameter of WDTW, so we set it to 0.05.

3.8 Averaging time series

k-means clustering requires characterising a set of time series to form an exemplar. The
standard approach for k-means is simply to find the mean of the current members of a cluster
over time points. This is appropriate if the distance function is Euclidean distance since
the average centroid is the series with the minimal Euclidean distance to members of the
cluster. However, if cluster membership is assigned based on an elastic distance measure, the
average centroid may misrepresent the elements of a cluster; it is unlikely to be the series that
minimises the elastic distance to cluster members. Dynamic time warping with barycentre
averaging (DBA) [55] (see Algorithm 7) was proposed to overcome this limitation in the
context of DTW.

DBA is a heuristic to find a series that minimises the elastic distance to cluster members
rather than the Euclidean distance. Starting with some initial centre, DBA works by first
finding the warping path of series in the cluster onto the centre. It then updates the centre,
by finding which points were warped onto each element of the centre for all elements of the
cluster, then recalculating the centre as the average of these warped points.
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Algorithm 7 DTW Barycentre Averaging (c, the initial average sequence, Xp, p time series
to average.
1: Let dtw_path be a function that returns the a list of tuples that contain the indexes of the warping path

between two time series.
2: Let W be a list of empty lists, where Wi stores the values in Xp of points warped onto centre point ci .
3: for x ∈ Xp do
4: P ← dtw_path(x, c)
5: for (i, j) ∈ P do
6: Wi ← WiUx j
7: for i ← 1 to m do
8: ci ← mean(Wi )

return c

Suppose function f (a,b) returns the warping path of indexes

P =< (e1, f1), (e2, f2), . . . , (es, fs) >

generated by dynamic time warping. Given an initial centre c =< c1, . . . , cm >, DBA is
described by Algorithm 7. It warps each series onto c (line 4), then from the warping path
associates the value in the series with the value in the barycentre (lines 5 and 6). Once finished
for all series, the average of values warped to each index of the centroid is taken. This is
meant to better characterise the cluster members in the iterative partitioning of algorithms.

4 Methodology

Guided by related research, we specify the data we use, how we handle the data and the
performance measures and hypothesis tests used to compare algorithms.

4.1 Data

We experiment with time series data in the University of California, Riverside (UCR) archive
[18].3 We restrict our attention to univariate time series, and in all experiments, we use 112
of the 128 datasets from the UCR time series archive. We exclude datasets containing series
of unequal length or missing values. We also remove the Fungi data, which only provides a
single train case for each class label. We report results using the six performance measures
described in Sect. 4.2 on both the training sample and the test set.

Using the class labels to assess performance on some of these data may be unfair. For
some problems, clustering algorithms naturally find clusters that are independent of the class
labels but are nevertheless valid. For example, the GunPoint data set was created by a man
and a woman drawing a gun from their belt or pretending to draw a gun. The class labels are
Gun/No Gun. However, many clusterers find the Man/Woman clusters rather than Gun/No
Gun. Without supervision, this is a perfectly valid clustering, but it will score approximately
50% accuracy since the man and woman cases are split evenly between Gun/No Gun. This
is an inherent problem with attempting to evaluate exploratory, unsupervised algorithms by
comparing them with what we know to be true a priori: if a clustering simply finds what we
already know, its utility is limited. Furthermore, as observed in [39], some of the datasets

3 https://timeseriesclassification.com/.
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Table 3 Six clustering
performance measures used in
experimentation

Measure Acronym

Clustering accuracy CL-ACC

Rand index RI

Adjusted Rand index ARI

Mutual information MI

Adjusted mutual information AMI

Davies–Bouldin score DB

have the same time series but with different labels. We aim to mitigate against these problems
by using a large number of problems.

There are further problems with using the UCR data for algorithm analysis (see [26]):
many of the data have been preprocessed with expert knowledge; the train/test sets have
been hand crafted in some instances; there are no missing values in the data we use; all data
are sampled at the same frequency; and the train sets are relatively small and the types of
problem represent the research interests of the contributors. It is not a perfect model of the
real world, nor representative of the type of problem faced bymany data scientists in practice.
Nevertheless, these faults should be put in context of the wider machine learning research. It
is still common to see papers use the same 20 datasets from the UCI archive that have been
employed since last century. We believe that bake offs using the UCR data still have value,
but that we should continue to look to expand and diversify the archive.

4.2 Clusteringmetrics

Table 3 summarises the 6 performancemeasuresweuse in our evaluation.Clustering accuracy
(CL-ACC), like classification accuracy, is the number of correct predictions divided by the
total number of cases. To determine whether a cluster prediction is correct, each cluster has
to be assigned to its best matching class value. This can be done naively, taking the maximum
accuracy from every permutation of cluster and class value assignment Sk .

CL-ACC(y, ŷ) = max
s∈Sk

1

|y|
|y|∑

i=1

{
1, yi = s(ŷi )

0, otherwise
(18)

Checking every permutation like this is prohibitively expensive, however, and can be done
more efficiently using combinatorial optimisation algorithms for the assignment problem. A
contingency matrix of cluster assignments and class values is created and turned into a cost
matrix by subtracting each value of the contingencymatrix from themaximumvalue. Clusters
are then assigned using an algorithm such as the Hungarian algorithm [38] on the cost matrix.
If the class value of a case matches the assigned class value of its cluster, the prediction is
deemed correct, else it is incorrect. As classes can only have one assigned cluster each, all
cases in unassigned clusters due to a difference in a number of clusters and class values are
counted as incorrect.

The Rand index (RI) works by measuring the similarity between two sets of labels. This
could be between the labels produced by different clustering models (thereby allowing direct
comparison) or between the ground truth labels and those the model produced. The rand
index is the number of pairs that agree on a label divided by the total number of pairs.
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One of the limiting factors of RI is that the score is inflated, especially when the number
of clusters is increased. The adjusted Rand index (ARI) compensates for this by adjusting
the RI based on the expected scores on a purely random model.

The mutual information (MI) is a function that measures the agreement of the two clus-
terings or a clustering and a true labelling, based on entropy. Normalised mutual information
(NMI) rescales MI onto [0, 1], and adjusted mutual information (AMI) adjusts the MI to
account for the class distribution.

The Davies–Bouldin index is an unsupervised measure we employ for tuning clusterers.
It compares the between cluster variation with the inter cluster variation, with a higher score
awarded to a clustering where there is good separation between clusters.

4.3 Related clustering comparisons

There have been several reviews and summaries of the TSCL field that compare algorithms
on the UCR datasets, and we use these to guide our methodology. [9] compares five DTW
and ED clusterers on 5 UCR datasets using the Rand Index. [33] compared eight variants
of k-means, k-medoids clusterer and density peaks on the same 112 UCR data we also use.
They combined train and test data, used raw series and evaluated algorithmswith the adjusted
Rand index. [2, 4] and [3] are literature reviews for TSCL that do not include results. [72]
compares 10 clusterers on 36 time series from the UCR archive. They use Rand index and
normalised mutual information to compare algorithms. They used the provided train and test
splits on the raw data. [39] compared a range of deep learning-based algorithms on the UCR
data using normalised mutual information, adjusted Rand index and accuracy as assessment
criteria.

There are two important decisions to make about experimental design: whether to nor-
malise all series to zero mean and unit variance and whether to merge the train and test data
or train and test on separate data samples. The issue of whether to always normalise is an
open question for TSC, since some discriminatory features may be in the scale or variance.
Some argue that normalisation should always occur. For example, a 2012 paper that has been
cited over 1000 times states that “In order to make meaningful comparisons between two time
series, both must be normalised” [56]. However, in TSC whether to normalise or not is often
treated as a parameter. We wish to control as many factors as possible in our experiments, so
we perform identical experiments with both raw and normalised data.

Evaluating on unseen test data is essential for any classification comparison. The issue
is less clear cut with clustering, which is used more as an exploratory tool than a predictive
model. Many comparative studies (e.g. [33]) have combined the train and test data and
performed evaluation on a single data set. More recent research has followed the required
protocol for classification of evaluating estimators on data not used in training (e.g. [39]). We
perform all training on the default train split provided in the archive and present the results
on both the train set and test set. We have implemented the distance functions and clustering
algorithms in the aeon toolkit. Details of the implementation and guidance on reproducing
results are provided in “Appendix A”.

To compare multiple clusterers on multiple datasets, we use the rank ordering of the algo-
rithms for any given performance measure. We use an adaptation of the critical difference
diagram [20], replacing the post hoc Nemenyi test with a comparison of all classifiers using
pairwise Wilcoxon signed-rank tests, and cliques formed using the Holm correction recom-
mended by [11, 25]. We use α = 0.05 for all hypothesis tests. Critical difference diagrams
such as those shown in Fig. 9 display the algorithms ordered by the average rank of the statis-
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tic in question and the groups of algorithms between which there is no significant difference
(cliques). So, for example, in Fig. 9c, MSM has the lowest average rank of 3.8973 and is not
in a clique, so has significantly better ARI than the other algorithms. TWE, ERP, WDTW
and ED are all grouped into a clique, which means there is no pairwise significant difference
between them. LCSS, EDR, WDDTW and DTW form another clique, and DDTW is signif-
icantly worse than all other algorithms (Fig. 10). For consistency with some of the related
research, Fig. 11 shows the same results on train data. The pattern of results is the same as
on the test data, although there is less significance in the results.

5 Results

We report a sequence of five sets of experiments designed to detect differences in perfor-
mance between distance functions and between the two clustering algorithms, k-means and
k-medoids clusterer. Firstly, in Sect. 5.1 we compare k-means clustering using 10 different
distance functions. Secondly, in Sect. 5.2 we report the equivalent k-medoids clusterer results
and we address the question of whether the same pattern of performance seen in k-means
is observable in k-medoids clusterer. We also assess whether k-medoids clusterer is more
effective than k-means on the UCR data. We conduct experiments in Sects. 5.1 and5.2 on
both normalised and raw data. Thirdly, in Sect. 5.3 we evaluate the relative effect of the clus-
tering initialisation algorithm on the performance of the distance functions. Next, in Sect. 5.4
we investigate the performance of DTW in more detail, exploring the effect of the warping
window on the clustering. Finally, in Sect. 5.5 we see whether we can improve performance
through tuning distance parameters.

5.1 Elastic distances with k-means

The first set of experiments involves comparing alternative distance functions with k-means
clustering using the arithmetic mean of series to find the centroids. Our primary aim is to
investigate whether there are any significant differences between the measures when used
on the UCR univariate classification datasets with both raw and normalised data. For each
experiment, we ran k-means clustering with the default aeon parameters (random initiali-
sation, maximum 300 iterations, 10 restarts, centroid averaging method is the mean) with
Euclidean distance and the nine elastic distance measures, set up with the default parameters
listed in Table 2. Figure9 shows the summarised results on the test data using normalised
data. Figure10 displays the same results found using the raw data. Full results are available
on the accompanying website, and implementation details with code examples are provided
in “Appendix A” and on the associated GitHub repository.

The two derivative approaches are both significantly worse than their alternatives using
the raw data, suggesting that clusters in the time domain better reflect the true classes. LCSS
and EDR also perform poorly on all tests. This implies the simple edit thresholding is not
sensitive enough to find clustering that represents the class labels. The best overall performing
measures are MSM and TWE. These measures are similar, in that they combine elements of
both warping and editing.

123



A review and evaluation of elastic distance functions… 785
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(c) Adjusted RI (d) Mutual Information (MI)
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(e) Adjusted MI (f) Normalised MI

Fig. 9 Critical difference diagrams for k-means clustering using nine different elastic distance functions on
112 normalised UCR problems (normalised data) using six performance measures. Results are on the test data

5.2 Elastic distances with k-medoids clusterer

Using standard centroids means that the averaging method is not related to the distance
measure used unless employing Euclidean distance. This disconnect between the clustering
stages may account for the poor performance of many of the distance measures, in particular
relative to k-means with Euclidean distance. Figure12 shows the ranked performance sum-
mary for ten distance measures using k-medoids clusterer rather than k-means. The pattern
of performance is broadly the same as with k-means (Fig. 9) with some notable differences:
DTW is now no longer worse than Euclidean; ERP performs much better, and there is no
overall difference between ERP, TWE and MSM as the top performing algorithms. The top
performing distance functions all involve an explicit penalty for warping. As with k-means,
this indicates that regularisation on path length produces better clusters on average. Figure13
shows the equivalent results when using the raw data.

Also of interest is the relative performance between k-means and k-medoids clusterer.
Table 4 lists the average accuracy over all problems of k-means, k-medoids clusterer and
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Fig. 10 Critical difference diagrams for k-means clustering using nine different elastic distance functions on
112 UCR problems (raw data) using six performance measures. Results are on derived from the test files

single cluster predictions for the ten distance measures. Accuracy increases for all distances
except Euclidean. This indicates that k-medoids clusterer is a stronger benchmark for TSCL
algorithms than k-means on the UCR data, irrespective of distance measure. Table 4 also
shows the aggregated unsupervised Davies–Bouldin (DB) scores for k-means and k-medoids
clusterer which we later use in tuning. Small values are better for DB, so the results tell a
different picture. We believe this is because DB is closely related to k-means, in that it
averages distances within a cluster. k-means is designed to optimise a measure similar to DB.
However, Table 4 illustrates this does not always lead to more accurate clustering algorithms.

5.3 Clustering algorithm initialisation

One source of variation could be our implementation and parameterisation of the clustering
algorithms. Both implementations of k-means and k-medoids clusterer are simple algorithms
basedon the scikit-learn implementation of k-means. The three possible parameters thatmight
affect performance are the maximum number of iterations given to the clustering algorithm
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Fig. 11 Train results for k-means clustering with 10 different distance measures using normalised data

(defaults to 300), the initialisation algorithm (default to random) and the number of initial-
isation restarts (defaults to 10). Changing the maximum number of iterations is unlikely to
improve performance. For most datasets/distances, convergence happens in under 20 iter-
ations. Given tslearn defaults to 30 iterations, increasing beyond 300 is unlikely to have a
significant effect. Restarting 10 times is computationally intensive, and increasing this further
is also unlikely to improve performance. On the other hand, clustering using the alternating
k-medoids clusterer algorithm is known to suffer from the initialisation problem [27] (see
Sect. 2.1). We evaluate whether the difference in performance we have observed could have
been caused by the initialisation algorithm. We repeat our experiments on the normalised
data for DTW, Euclidean and MSM using random, Forgy and kmeans++ initialisation with
both k-means and k-medoids clusterer. Our primary interest is the variation caused by the
distance function, so we present the relative performance of the three distances for alternative
initialisation techniques in Fig. 14. The ordering is the same throughout: MSM is better than
ED, which is better than DTW. We conclude that the results observed in Sects. 5.1 and5.2
are broadly independent of the initialisation algorithm.
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Fig. 12 Critical difference diagrams for k-medoids clustering with ten distance measures assessed on the test
data (normalised data)
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Fig. 13 Critical difference diagrams for k-medoids clustering with ten distance measures assessed on the test
data (raw data)
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Fig. 14 Critical difference diagrams for alternative clustering initialisation algorithms

5.4 DTWwarping window

In Sect. 5.1, we observed that DTWwith a window of 20% of the series length is significantly
worse than ED. k-means with DTW is widely used as a base line for time series clustering
[33]. ED is a special case of DTW with window size of zero, so the finding is counter to our
expectations and merits further investigation. It is even more notable when we observe that
WDTW is significantly better than DTW. WDTW, MSM, TWE and ERP all give an explicit
penalty for warping. TheDTWpenalty for warping is implicit (warpingmeans a longer path),
and the results indicate that this allows for more warping than is desirable for clustering.

To test whether this result was an artefact of our implementation, we reran the clustering
experiments using the Java toolkit tsml4 version of DTW in conjunction with the WEKA
k-means clusterer, and found no significant difference in the results. Furthermore, we have
checked that the aeon DTW distance implementation produces the same distances as other
implementations listed in Table 15. Begum et al. [10] also found that for clustering, ED
outperforms DTW.

If our implementation is correct, then perhaps the poor performance is due to our experi-
mental set up.Window size is the key parameter for k-meansDTW.We initially experimented
with k-means with full window and found it performed worse than DTW constrained to 20%
(often called cDTW [19]). However, a window size of 5% is also popular in the literature
[53]. We first repeat our experiments with a 5% window size. We then assess whether tuning
the window size improves performance. Finally, we examine whether using an alternative
averaging algorithm for DTW makes a significant difference to DTW.

4 https://github.com/time-series-machine-learning/tsml-java.
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(a) Adjusted Rand Index (b) Normalised Mutual Information

Fig. 15 Critical difference diagrams for k-means clustering with the following DTW variants: DTW 20%
window (dtw20); 5%window (dtw5); and a tunedwindow (dtw-t) and centres foundwith barycentre averaging
(dtw-ba). Euclidean distance (ed) and move–split–merge (msm) are also included for reference

5.4.1 Smaller maximumDTWwarping window

Figure 15 demonstrates that using a smaller maximumwarping window improves the perfor-
mance of k-means DTW to the point that it is no longer significantly worse than k-means with
ED. Figure16 shows the scatter plots of the accuracy and rand index of DTW with window
size 5% against a 20% window and against ED. A smaller window is better, but using no
window is equally as effective. DTW with a small window is a better approximation of ED.
These results suggest DTW is not adding much value to the clustering on the UCR data.

5.4.2 Tuning the DTWwarping window

Tuning significantly improves the performance of DTW 1-NN classification, so it is possible
that it may also improve DTW-based clustering. To tune a clusterer we need an unsuper-
vised cluster assessment algorithm. We use the Davies–Bouldin score since it is popular and
available in scikit-learn. We evaluate DTW for twenty possible windows on even intervals
in the range [0, 1) and use the window with the lowest Davies–Bouldin score for our final
clustering (favouring small windows if scores are tied).

Figure 17 shows that tuning in this way (dtw-t) is better than using a fixed window of size
20% (dtw20), but does not improve on DTW with a fixed window of size 5% (dtw5). The
tuned clusterer is not significantly worse than ED and is significantly worse than MSM. It
is possible that a more fine grained tuning would yield better performance. However, tuning
takes significant computation and it appears that all the extra effort is simply achieving a
better approximation of ED.

5.4.3 k-means DBA

Using medoids mitigates the problem of averaging centres with k-means. DTW barycentre
averaging (DBA), described in Sect. 3.8, has also been proposed as a means of improving
centroid finding for k-meansDTW.We have repeated our experiments with the same k-means
set up, but centroids were found with the original DBA described in Algorithm 7. Figure18a
shows that DBA does indeed significantly improve DTW, a result that reproduces the findings
in [55].

However, Fig. 18a illustrates that it is not significantly different to k-medoids clusterer
DTW. Furthermore, Fig. 19 shows that k-means with DBA is significantly worse than the
top clique, composed of k-medoids clusterer MSM, k-means MSM and k-medoids clusterer
TWE.
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Fig. 16 Scatter plots of accuracy and rand index for 5% window DTW versus 20% window and Euclidean
distance

Our implementation of DBA is faithful to the original (Fig. 20). An alternative version
of DBA was described in [63]. This version is implemented in the tslearn toolkit. We have
wrapped the tslearn k-means DBA algorithm into the aeon toolkit and reran this version.
Figure21 compares the performance of two DBA versions with MSM k-medoids clusterer
and k-means.

Table 5 summarises the time taken to run experiments. We ran experiments on our HPC
cluster, so timing results are indicative only. The differences are fairly small. However, we
note that of the two best performing algorithms, k-medoids clusterer MSM and TWE, k-
medoids clusterer MSM is the faster.

5.5 Tuning the distance functions

Clustering performance could also be improved by tuning the distance functions (as we
did with DTW in Sect. 5.4.2). We tune four distance functions using k-medoids clustering on
parameter ranges given in Table 6 to determine whether it improved performance. The choice
of ranges is taken from [44] which in turn took suggested ranges from the original papers.
Tuning is also a way of demonstrating the sensitivity of a distance measure to the parameters:
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Fig. 17 Scatter plots of accuracy and rand index for tuned DTW versus 5% window and Euclidean distance
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Fig. 18 Scatter plots of accuracy for DTW-based k-means, with DBA against standard averaging (a) and
against k-medoids clusterer (b)
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Fig. 19 Critical difference diagrams for the best performing k-means and k-medoids clusterer distances, and
k-means with DBA (dtw-dba)

Fig. 20 Heat map, as described in [28], summarising the results used to generate Fig. 19
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Fig. 21 Comparison of performance of two DBA implementations and k-medoids clusterer and k-means with
MSM distance
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Table 5 Run time (in hours)
average, maximum and total over
112 problems

Distance Mean Max Total

ED 0.003 0.046 0.341

DTW 3.272 53.579 366.514

WDTW 4.811 95.916 538.815

MSM 4.536 70.406 508.059

EDR 5.044 81.628 564.926

LCSS 5.063 82.803 567.047

DDTW 5.393 85.351 603.973

ERP 5.480 90.075 613.765

WDDTW 5.196 86.864 581.994

TWE 6.417 117.22 718.650

aeon-dba 8.112 116.62 900.514

tslearn-dba 9.724 159.79 1080.43

Table 6 Parameter ranges for
tuning distance functions with
k-means

Distance Tuned parameter values

DTW w ∈ {0.0, 0.01, . . . , 0.19}
WDTW g ∈ {0.0, 0.05, . . . , 0.95}
MSM c ∈ {0.0, 0.25, . . . , 4.75}
ERP g ∈ {0.0, 0.2, . . . , 1.8}
20 parameter values or parameter value ranges are evaluated for each
function on an evenly spaced grid

if tuning makes no significant difference to using the default parameters, we would consider
the clusterer robust to the parameter and the default value an appropriate one.

6 Performance analysis

The UCR archive is a diverse collection of datasets, and whilst overall performance gives
some indication as to good default benchmarks to use, it does not provide insight into the
best approaches for data characteristics or the data domain.

The range of the number of classes/clusters in the archive is from 2 to 60. To aid analysis,
we group datasets into four groups of datasets with: 2 clusters (Group A, consisting of 40
datasets); 3–5 clusters (Group B with 33 datasets); 6–10 clusters (Group C, 19 datasets);
and 11 or more clusters (Group D, 13 datasets). Table 7 shows the average accuracy rank
by group for the k-means and k-medoids clusterer results on normalised data presented in
Sect. 5. MSM and TWE both improve relatively with more clusters. The two edit distance
algorithms EDR and LCSS get worsewithmore clusters as do the derivativemethods, leading
to an improvement in ED.

Series length varies from 15 to 3000.We can group these into problems with series lengths
less than 200 (Group A, 40 problems), 201–500 (Group B, 31 problems), 501–1000 (Group
C, 20 problems) and >1000 (Group D, 21 problems). Table 8 breaks down the ranks by
series length. There is no discernable pattern with series length. It does not seem to be a
major factor in performance.
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Fig. 22 Scatter plots of tuned versus untuned k-means clustering algorithms

Table 7 Average rank performance split by the number of clusters

k-means k-medoids clusterer

A B C D A B C D

MSM 4.85 4.29 2.92 2.9 4.75 4.32 3.97 3.08

WDTW 5.83 4.23 4.39 3.33 4.66 4.52 4.19 4.15

TWE 5.7 4.86 4.22 2.85 4.55 4.61 4.5 4.98

ERP 4.78 5.14 3.94 5.75 6.08 4.82 3.39 4.18

ED 5.53 5.21 5 3.33 6.41 5.55 4.83 5.18

DTW 6.04 5.83 5.53 6.15 5.69 6.06 6.42 5.33

WDDTW 5.46 6.45 6.06 5.95 5.44 5.68 6.75 6.58

EDR 5.55 5.79 7.75 7.85 5.65 6.32 6.64 6.5

LCSS 5.69 5.82 7.39 8 5.78 6.5 6.75 7.6

DDTW 5.59 7.38 7.81 8.9 6 6.64 7.56 7.45

Bold in the table are the best performing algorithm
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Table 8 Average rank
performance split by the length of
the series

k-means k-medoids clusterer

A B C D A B C D

MSM 3.81 3.91 4.72 4.05 4.30 3.81 4.58 4.07

WDTW 5.30 4.06 4.86 3.90 4.58 5.02 3.53 4.19

TWE 5.03 4.47 5.56 3.45 4.01 4.58 4.40 6.14

ERP 4.79 4.80 4.86 5.50 5.06 4.56 5.90 4.48

ED 5.08 4.89 5.14 4.48 5.61 5.34 5.73 6.36

DTW 5.44 6.42 6.28 5.70 6.01 6.39 5.58 5.19

WDDTW 5.66 6.48 6.67 5.20 5.80 6.19 6.15 5.57

EDR 6.73 6.17 5.03 7.23 5.60 5.92 7.60 6.26

LCSS 6.60 6.18 5.28 7.48 6.85 6.63 5.53 6.33

DDTW 6.58 7.61 6.61 8.03 7.18 6.56 6.03 6.40

Bold in the table are the best performing algorithm

Table 9 Average rank
performance split by the length of
the number of training cases

k-means k-medoids clusterer

A B C D A B C D

MSM 4.45 3.94 3.31 3.83 4.79 4.20 3.63 3.61

WDTW 4.84 5.11 4.03 3.88 4.96 3.92 4.60 4.04

TWE 5.25 4.86 3.67 4.08 4.59 5.04 4.50 4.52

ERP 4.51 5.18 4.97 5.33 5.66 5.02 4.23 4.35

ED 5.44 5.52 3.94 3.98 5.94 6.64 4.73 5.35

DTW 6.40 5.45 5.89 5.70 6.50 5.62 6.25 4.54

WDDTW 6.00 5.29 6.53 6.73 5.85 6.16 5.65 6.30

EDR 5.28 6.97 7.44 6.65 5.45 6.62 6.62 6.72

LCSS 5.83 6.32 7.28 6.80 5.49 5.68 7.15 8.11

DDTW 7.01 6.36 7.94 8.05 5.78 6.10 7.63 7.46

Bold in the table are the best performing algorithm

Train set size may also influence performance. The UCR data range in the train set size
from 16 to 8926. We spit data into the following four groups: less than 100 training cases
(Group A, 41 datasets); between 100 and 299 train cases (Group B, 24 datasets); 300 to
499 cases (Group C, 25 datasets); and 500 or more cases (Group D, 22 datasets). Table 9
summarises the ranks of the distance functions split into these groups. As the number of
training cases increases, the relative difference between MSM, WDTW and TWE increases.
This is more pronounced with k-medoids clusterer MSM, which is clearly better with 300 or
more training instances.

Finally, the datasets have been classified as coming from different problem types. Table 10
describes the seven categories. These categories are useful, but not definitive. For example,
there is an overlap between DEVICE, SENSOR and MOTION. However, breaking down by
problem type can yield insights. Tables 11 and 12 show the breakdown of ranks by these
problem types. MSM performs best on DEVICE, ECG, IMAGE and SIMULATED. These
are all categories where some phase shift within the class would be expected. ED is the best at
SPECTRO. Spectrograms are ordered series in the frequency domain, and we would expect
the complexity of these problems to arise through noise and dimension rather than phase

123



798 C. Holder et al.

Table 10 Dataset categories

Category Number Meaning

DEVICE 10 Household device electricity usage

ECG 7 Single-channel electrocardiogram

IMAGE 32 Images mapped onto 1-D series

MOTION 18 Single-channel activity recognition

SENSOR 24 Non-human sensor devices

SIMULATED 9 Simulated data

SPECTRO 12 One dimensional spectrogram

Table 11 Average rank performance of k-means on problems split by the problem domain

DEVICE ECG IMAGE MOTION SENSOR SIMULATED SPECTRO

MSM 3.35 2.71 3.76 3.57 4.90 3.33 5.55

WDTW 4.50 5.29 4.55 4.41 4.82 3.56 5.68

TWE 5.00 4.64 4.88 4.00 4.98 4.78 4.91

ERP 3.75 3.57 3.83 5.95 4.86 5.78 5.59

ED 6.10 5.93 5.71 3.57 5.66 4.61 4.32

DTW 6.65 7.07 6.00 6.26 5.72 4.00 5.64

WDDTW 6.95 6.79 5.83 6.34 5.02 6.78 5.32

EDR 6.40 4.36 6.95 7.05 6.02 7.11 5.00

LCSS 5.00 6.14 7.17 6.88 6.08 5.94 6.36

DDTW 7.30 8.50 6.31 6.97 6.94 9.11 6.64

Bold in the table are the best performing algorithm

shift. ED also does surprisingly well at MOTION problems with k-means, but less well with
k-medoids clusterer.

The results show that MSM is generally the best performing algorithm. Given the preva-
lence of DTW-based clustering, this is perhaps surprising and the reasons to merit further
investigation.

One explanation could be it is an artefact of the clustering algorithm. There aremany exam-
ples of where hierarchical clustering with DTW seems to produce more intuitive clusterings
than Euclidean distance [19]. Partitioning clustering has the advantage over hierarchical clus-
tering in that it can be applied to group unseen test data. This is important because clustering
often plays a component role in machine learning (e.g. dimensionality reduction). Evalua-
tion of distance functions for hierarchical clustering is also more complex, and we consider
it future work.

Another possible explanation for the results is that they are an artefact of the datasets
used in the evaluation. There are many known limitations of the UCR data (see [26]). The
data have been preprocessed in ways that may favour Euclidean distance-based clustering.
Whilst it is important to acknowledge this, we also note we are following almost every other
paper referenced in using the UCR data. By highlighting the fact that standard DTW does
not cluster well, we are not arguing that it should never be used. Our aim is discourage its use
as a straw man for new algorithms evaluated on UCR data and to highlight that there may be
better alternatives.
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Table 12 Average rank performance of k-medoids clusterer on problems split by the problem domain

DEVICE ECG IMAGE MOTION SENSOR SIMULATED SPECTRO

MSM 3.30 2.86 3.64 4.07 5.34 4.06 4.50

WDTW 3.00 4.71 4.57 4.12 5.10 4.44 4.64

TWE 2.80 4.71 4.48 4.76 4.82 4.39 6.05

ERP 6.05 5.07 5.29 4.64 5.18 3.67 4.73

ED 5.45 6.57 6.36 5.86 5.78 4.11 4.77

DTW 7.90 6.14 6.62 4.91 5.28 7.39 5.18

WDDTW 6.70 6.71 5.76 5.86 5.48 6.56 5.73

EDR 7.75 5.86 5.07 6.45 6.06 6.00 6.68

LCSS 5.90 6.43 6.10 7.40 5.76 7.17 6.18

DDTW 6.15 5.93 7.12 6.93 6.20 7.22 6.55

Bold in the table are the best performing algorithm

Table 13 Average number of moves on and off diagonal for three distances

Distance Average path Diagonal moves Insert/Delete Average percentage

DTW (20% window) 863 230 633 145

DTW (5% window) 690 326 363 132

MSM 576 499 77 104.5

TWE 591 484 107 1.08

Results are averaged over all distance calculations and all data sets. The average series length is 551

We think the true cause of the difference betweenDTWandMSM is in thewarping penalty
mechanism. All elastic distances implicitly penalise warpings simply becausemore distances
are included in the calculation. However, both MSM and TWE also explicitly penalise for
moving off the diagonal with a data driven cost term. We think that this disincentive to
warp reduces the pathological warping made more likely in an unsupervised setting such as
clustering.

To test this hypothesis,we re-run experiments recording the number of diagonal, horizontal
and vertical moves for DTW (5% and 20% warping window), MSM and TWE for each
instance to its best cluster centre using k-means. The number of horizontal moves always
equals the number of vertical moves since we insist on the final alignment matching at the
end. We average moves over all calculations and then over all datasets. Table 13 summarises
the number of diagonal and off diagonal moves. DTW is making a surprising number of
moves off diagonal. The average series length is 551, but the average DTW warping path is
863 with a 20% window and 690 with a 5% window. On average, the DTW warping path is
145% of the series length. MSM and TWE do far fewer off diagonal moves. There is still
much more warping with a 5% window than seen with MSM. This implies DTW is moving
back and forward off the diagonal far more than MSM. The notion that “a little warping is
a good thing, but too much warping is a bad thing” is known for both classification [58] and
clustering [19]. These results suggest that too much warping can also mean repeated small
warpings rather than single long pathological warpings. Alignments with many gaps seem
to result in inferior clustering (Fig. 22).
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(a) DTW alignment path (b) MSM alignment path

Fig. 23 Example warping paths for DTW and MSM on two cases from the Fish dataset

Table 14 Proportion of off
diagonal moves in each 10%
segment of series across all
datasets

Decile (%) DTW (%) MSM (%) TWE (%)

0–10 9.37 18.64 10.53

10–20 9.96 9.45 8.86

20–30 9.85 8.73 9.73

30–40 10.27 9.82 11.15

40–50 10.41 9.88 10.90

50–60 10.42 10.58 11.39

60–70 9.93 12.05 12.53

70–80 10.41 9.08 10.34

80–90 10.38 6.54 7.92

90–100 8.98 5.23 6.66

Warping some of the time is often desirable, but DTW tends to do it too often. An example
of this can be found by investigating the Fish dataset. For the Fish dataset, MSM k-means
performs better across all metrics compared to DTW k-means. When we investigated the
warping paths for the Fish dataset, we found significant differences in the amount of warping
occurring in DTW compared toMSM. Figure23 shows two alignment paths produced (DTW
on the left, MSMon the right), between two time series in the Fish dataset. It shows that DTW
is making many more small warps off the centre, whereas MSMmakes smaller adjustments.
The colours represent a heat map for the cost matrix, with lighter values representing a high
value and a darker value representing a low value. Previous experiments showed that neither
restricting the window nor tuning the window size reduced this over warping in a way that
bridged the gap between DTW andMSM. Another possible reason for the poor performance
of DTW could be a tendency to over warp series at the beginning or end of the series whilst
remaining within the band. This has been shown to effect performance [66].

There are two mechanisms to constrain DTWwarping at the end or the beginning. Firstly,
the warping band can be made smaller at the beginning or end using, for example, a parallel-
ogram band [30] rather than a uniform band. Secondly, the prefix/suffix invariant technique
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[66] can be employed. The latter is designed specifically for data that has not been prepro-
cessed and hence is not suitable for the UCR data. We have run DTW using both PSI and a
parallelogram band, but neither significantly improved standard DTW. To find out why, we
recorded which decile moves off the diagonal were happening for DTW, MSM and TWE.
We already know DTW warps more than MSM, so Table 14 shows the proportion of warps
for DTW, MSM and TWE normalised for the total number of shifts. It shows DTW is fairly
consistently warping all along the series but surprisingly MSM is proportionately warping
muchmore in the first decile andmuch less in the ninth and 10th.We are not sure exactly why
this happens. It runs counter to the intuition that bad warpings may happen at the beginning.

7 Conclusions

We have described nine elastic time series distance measures and compared them when used
to cluster the time series of the UCR archive with both k-means and k-medoids clusterer.
There are a wealth of other time series clustering algorithms that we have not evaluated.
We have opted to provide an in depth description, with examples and associated code and a
tightly constrained bake off, rather than attempt to include all variants of, for example, deep
learning and transformation-based time series clusterers. Distance-based approaches are still
very popular, and we believe our experimental observations will help practitioners choose
distance-based TSCL more effectively.

Our first conclusion is that k-medoids clusterer is more effective than k-means for TSCL
with elastic distance measures on the UCR datasets. Standard k-means has the inherent
problem that cluster centres are formed by averaging series, which takes no account of
distortions that elastic distances are designed to compensate for. DBA does adjust for this
problem with k-means, but it is designed specifically for DTW and it comes with a high
computational overhead compared to k-medoids clusterer. The improved version of DBA
[63] implemented in tslearn is significantly better than the original but is not different to either
MSM clusterers, and it takes approximately twice as long to run. There is little difference in
run time between the k-means with averaging and k-medoids clusterer: k-medoids clusterer
is faster but uses more memory.

Our second conclusion based on these experiments on UCR data is that without any data
specific prior knowledge as to the best approach, k-medoids clusterer with either MSM or
TWEare good benchmark approaches for distance-based clustering of time series, withMSM
preferred because of the lower run time. MSM is the top ranked distance measure on nearly
all measures and configurations of both clusterers. We believe it is not widely known and
that MSM and TWE should be included when assessing new clustering algorithms, although
the tslearn version of DBA is also a good benchmark. TWE is slightly slower than the other
distances. However, run time and memory were not a major constraint for these experiments.

More specifically, we conducted the following experiments:

1. In Sect. 5.1, we compare the 10 distance functions listed in Table 1 using k-means clus-
tering and find that MSM produced significantly better clusters with five of the six
performance measures and that five of the nine elastic measures perform worse than
Euclidean distance. We find the same pattern of results with both normalised data (Fig. 9)
and raw data (Fig. 10).

2. We repeat the experiments using k-medoids clusterer in Sect. 5.2. We find that, on the
train data, TWE and MSM form a top clique, and that ERP performs much better. We
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observe a similar pattern of results on the train data and show that, overall, k-medoids
clusterer is better than k-means, independent of elastic distance used.

3. In Sect. 5.3, we assess the impact of using alternative cluster initialisation algorithms and
found that MSM still outperforms ED and DTW for three initialisation algorithms with
both k-means and k-medoids clusterer.

4. In Sect. 5.4, we explore variants ofDTW to determine if we could find outwhy it performs
so poorly. We compare different fixed window sizes and find that whilst smaller windows
better approximate ED, they do not improve performance. We find tuning DTW does not
improve performance. We then look at barycentre averaging for k-means and show that
whilst it significantly improved k-means, it requires a specific refinement described in
[63] to gain equivalence.

5. Finally, in Sect. 5.5 we tried tuning the distance functions using the DB measure and
found it did not improve performance.

We have released all our results and code in a dedicated repository. We would welcome
contributors of new distance functions to aeon and would be happy to extend the evaluation
to include them. Our next stage is to extend the bake off to consider clustering algorithms
not based on elastic distances and to investigate alternative medoids-based approaches such
as partitioning around the medoids [40]. Furthermore, we have not yet investigated the effect
of having to set the number of clusters, k. A future experiment will involve testing whether
the relative performance remains the same when using standard techniques for setting k.
There are also several possible directions for algorithmic advancement highlighted by this
research: we will try combining the clusterings through an ensemble in a manner similar
to the elastic ensemble for classification [44]. Clustering ensembles are more complex than
classification ensembles, requiring some form of alignment of labelling. Nevertheless, it
seems reasonably likely that there may be some improvements from doing so. These are just
some of the numerous open issues in TSCL research. Our study aims to put future research
on a sound basis to facilitate the accurate assessment of algorithmic improvements in a fully
reproducible manner.
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A Appendix: Full results and code examples

We have implemented the nine distance functions used in the evaluation in the Python scikit-
learn compatible package aeon.5 The distance functions are all implemented using Numba
tool,6 which uses just in time compilation to dynamically convert Python to C. There are of
course numerous open source packages that offer some form of elastic distance functions,
most common variants of DTW. Table 15 lists some of the most popular packages with DTW
implementations and summarises which other elastic distance measures they contain. We
have confirmed the equivalence of DTW results with these packages.

The time taken to perform 200 DTW distance calculations on random series of lengths
1000 to 10,000 on a desktop PC is shown in Table 16. aeon is better than any other package
with dtw-python being significantly slower than other packages. aeon offers the widest range
of elastic distance measures with equivalent run time to the other packages.

Distance functions can be used directly, either by explicitly importing them or by using
the distance factory provided. A Jupyter notebook with example usages is available on the
associated repository7 Listing 1 shows how to calculate the DTW distance and alignment
path for the series used in Fig. 3. It also shows how to use the factory to get and call a distance
function. The distance factory avoids the repeated Numba compilation of distance functions
that can occur with different parameters, so it is our recommended method for creating a
distance function. There is also the option to find the pairwise distance matrix.

1 from aeon.distances import (
2 distance , pairwise_distance , alignment_path ,

dtw_distance , dtw_alignment_path ,
3 dtw_pairwise_distance
4 )
5 import numpy as np
6

7 a = np.array(
8 [0.018 , 1.537 , -0.141, -0.761, -0.177, -2.192, -0.193,

-0.465, -0.944, -0.240])
9 b = np.array(

10 [-0.755, 0.446 , 1.198 , 0.171 , 0.564 , 0.689 , 1.794 ,
0.066 , 0.288 , 1.634])

11

12 # Call a specific distance function directly
13 d1 = dtw_distance(a, b)
14 d2 = dtw_distance(a, b, window =0.2)
15 # Call a distance using a metric string. Valid metrics are:
16 # ’dtw ’, ’ddtw ’, ’wdtw ’, ’wddtw ’, ’twe ’, ’msm ’, ’lcss ’, ’erp

’, ’edr ’, ’euclidean ’, ’squared ’
17 d3 = distance(a, b, metric=’dtw’, window =0.2)
18 # Call a specific alignment path function directly
19 p1 = dtw_alignment_path(a, b)
20 p2 = dtw_alignment_path(a, b, window =0.2)
21 # Call an alignment path using a metric string. Valid

metrics are same as above.
22 p3 = alignment_path (a, b, metric=’dtw’, window =0.2)
23

24 # Pairwise distance between two time
25 pair = np.array([a, b])

5 https://github.com/aeon-toolkit/aeon.
6 https://numba.pydata.org/.
7 https://tsml-eval.readthedocs.io/en/latest/publications/2023/distance_based_clustering/
alignment_and_paths_figures.html.
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Table 16 Time (in seconds) to
perform 200 full window DTW
distance calculations with
random series of length 1000 to
10,000

Length aeon sktime tslearn dtw-python rust-dtw

1000 0.82 1.89 2.10 8.09 1.55

2000 3.04 6.50 6.25 31.38 6.00

3000 7.33 14.65 13.54 69.31 13.44

4000 12.68 25.07 25.97 121.33 24.00

5000 20.10 38.96 37.39 191.91 37.42

6000 29.03 57.26 54.44 272.14 55.24

7000 39.83 73.10 73.59 342.45 71.57

8000 52.48 92.25 91.94 451.83 93.49

9000 66.02 123.11 117.81 583.75 119.54

10,000 81.38 175.20 163.55 780.52 167.74

26 # Call a specific pairwise distance function directly
27 pw_1 = dtw_pairwise_distance (pair)
28 pw_2 = dtw_pairwise_distance (pair , window =0.2)
29 # Call a specific pairwise distance using a metric string.

Valid metrics are same as above.
30 pw_dist = pairwise_distance (pair , metric="dtw", window =0.2)
31 pw_dist_equi = pairwise_distance (pair , pair , metric="dtw")

Listing 1 A simple example of finding distances and alignments in aeon

We have implemented the k-means and k-medoids clusterers in aeon. These can be easily
used and configured, as shown in Listing 2.

1 from aeon.clustering.k_means import TimeSeriesKMeans
2 from aeon.clustering.k_medoids import TimeSeriesKMedoids
3 from aeon.datasets import load_unit_test
4 trainX , trainY = load_unit_test(split="test",return_type="

np2D")
5 testX , testY = load_unit_test (split="train",return_type="

np2D")
6 clst1 = TimeSeriesKMeans ()
7 clst2 = TimeSeriesKMeans(
8 averaging_method="dba",
9 metric="dtw",

10 distance_params ={"window":0.1},
11 n_clusters =2,
12 random_state =1,
13 )
14 clst3 = TimeSeriesKMedoids ()
15 clst4 = TimeSeriesKMedoids(
16 metric="dtw",
17 distance_params ={"window": 0.2},
18 n_clusters=len(set(trainY)),
19 random_state= 1,
20 )
21 clst1.fit(trainX)
22 pred = clst1.predict(testX)
23 print(pred)

Listing 2 An example of using K-means and K-medoids clusterer in aeon
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To conduct an experiment, we generate results in a standard format. This is given below,
but additionally, a notebook has been produced for ease of use. 8

1 from scikit_time.benchmarking.experiments import
run_clustering_experiment

2

3 run_clustering_experiment (
4 trainX ,
5 clst1 ,
6 results_path="_contrib/temp/",
7 trainY=trainY ,
8 testX=testX ,
9 testY=testY ,

10 cls_name="kmeans",
11 dataset_name="UnitTest",
12 resample_id =0,
13 overwrite=False ,
14 )

Listing 3 An example of running an experiment in aeon. Random state is set to 1 throughout our experiments
to faciliate reproducibility. label

Currently, we collate these results files using the associated Java package tsml.9 An exam-
ple of this is available on this paper’s repository.
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