
Knowledge and Information Systems (2022) 64:261–287
https://doi.org/10.1007/s10115-021-01641-w

REGULAR PAPER

Modifiedmarine predators algorithm for feature selection:
case study metabolomics

Mohamed Abd Elaziz1,8,9,10 · Ahmed A. Ewees2,3 · Dalia Yousri4 ·
Laith Abualigah5,6 ·Mohammed A. A. Al-qaness7,11

Received: 3 March 2021 / Revised: 6 December 2021 / Accepted: 11 December 2021 /
Published online: 19 January 2022
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2021

Abstract
Feature selection (FS) is a necessary process applied to reduce the high dimensionality of the
dataset. It is utilized to obtain the most relevant information and reduce the computational
efforts of the classification process. Recently, metaheuristics methods have been widely
employed for various optimization problems, including FS. In the current study, we present
an FS method based on a new modified version of the marine predators algorithm (MPA). In
the developed MPASCA model, the sine–cosine algorithm (SCA) is utilized to improve the
search ability, which works as a local search of the MPA. To evaluate the performance of the
MPASCA algorithm, extensive experiments were carried out using 18 UCI datasets. More
so, the metabolomics dataset is used to test the proposed method as a real-world application.
Furthermore, we implemented extensive comparisons to several state-of-artmethods to verify
the efficiency of the MPASCA. The evaluation outcomes showed that the MPASCA has
significant performance, and it outperforms the compared methods in terms of classification
measures.

Keywords Feature selection · Metaheuristics · Marine predators algorithm (MPA) ·
Sine–cosine algorithm (SCA) · Metabolomics dataset

1 Introduction

Lately, data have been exponentially growing and become an essential source for several
science domains, such as data sciences, data mining, and medical sciences [1]. However, the
rapid increase in data size causes several problems, such as high dimensionality, irrelevant
data, or noise. Therefore, such problems reduce the machine learning analysis accuracy rate
and elevation computational costs [2]. Besides, all conventional machine learning classifier
approaches are incapable of interacting with features included in used data [3]. Consequently,
as mentioned earlier, these problems influence the production of data science and data mining
domains because they are mostly utilized machine learning classifier approaches. Therefore,
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feature selection (FS) is challenged to select a subset of useful features and eliminates unnec-
essary features [4,5].

Different FS techniques contribute to select the most useful features from the dataset [6].
FS aims to accomplish two basic objectives: decreasing the number of selected features and
increasing the accuracy rates of the classifier [7,8]. FS approaches are categorized into filter,
embedded, and wrapper, and the main differences among them are in the procedure of select-
ing the features subset [9]. In wrapper-based methods, a training method or a classification
technique is utilized to assess the selected features. Filter-based methods assess the selected
features subset based on the properties of the given dataset. In comparisonwithwrapper-based
methods, filter-based methods are faster, as wrapper-based methods have a high consumption
time in determining the classifier accuracy values. Furthermore, the wrapper-based methods
can find a useful feature subset that satisfies the classifier than the filter-basedmethods. Fusion
methods have the benefit of low computational time but usually are particular to machine
learning [10,11].

The FS problem is known as procedures of finding a minimal reduct, which is defined
as an NP-hard problem. The standard used solution to find such a minimal reduct is to
produce all potential reducts quickly and then select a minimum number of elements in a
set [12]. It is an expensive solution, which is only useful in case of a simple data. For most
selection purposes, only one smallest reduct is wanted, thus, all considerations included in
determining the rest are targetless. Hence, alternative solutions are needed for large data [13].
Moreover, FS methods are widely applied in different intelligent systems, such as in data
mining [10,14,15], text clustering [16,17], image processing [18–20], intrusion detection [21–
23], data classification [24,25], human activity recognition [26], sentiment analysis [27,28],
cancer detection [29,30], disease detection [31,32], power systems [33,34], design problems
[35,36], text classification [37,38], and many more other application areas [39–41].

In literature, different optimization approaches have been presented for solving FS
problems [8]. However, the optimization methods became essential and useful for the FS
community, as they are recognized for their ability to search for solutions. Examples of
such methods are whale optimization algorithm [42], artificial fish swarm (AFS) [43], social
spider optimization (SSO) [44], moth-flame optimization algorithm (MFO) [8], salp swarm
algorithm (SSA) [4], particle swarm optimization (PSO) [45], water wave optimization algo-
rithm (WWO) [46], Harris Hawks optimizer (HHO) [47], fruit fly optimization algorithm
(FOA) [48], gray wolf optimizer algorithm (GWO) [6], grasshopper optimization algorithm
(GGA) [49], ant colony optimization (ACO) [50], aquila optimizer (AO) [51], arithmetic
optimization algorithm (AOA) [52], and bat algorithm (BA) [53].

When comparing these optimization methods, such as PSO, GA, GOA, ALO, PSO, and
WWO, several limitations have been found. PSO does not act efficiently for large optimiza-
tion problems and low population diversity. GA has shortcomings such as the dilemma of
crossover operator, which is quickly shifted the candidate solutions through the optimization
process. GOA has shortcomings such as slow-motion, poor grasshopper moves, and early
convergence. ALO has shortcomings such as the problems of early convergence and local
optima. GWO has shortcomings such as strangling in the local area and early convergence.
Recently, Faramarzi et al. [54] presented a new nature-inspired optimization algorithm, called
marine predators algorithm (MPA) for solving various engineering optimization problems.
The primary motivation of MPA is the general foraging approach, which are Lévy and Brow-
nianmotions of animals that naturally prey on others in the ocean alongwith optimal collision
rate method in natural interaction between animals and prey. MPA is proceeding ahead of
the rules that biological rule in optimal foraging approach and collisions rate plan between
animals and prey in the marine environment. The MPA’s performance is evaluated on 29
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CEC-BC-2017 benchmark functions and five engineering problems. The evaluation of MPA
showed that MPA got better results in some cases and comparative results in other cases.
These obtained results motivate us to applyMPA to solve the FS problems; it is never applied
to solve these kinds of problems since it was introduced. Moreover, MPA has less tuning
parameters and is straightforward to implement. It proved its ability to tackle small and large
optimization problems and distinguished by its features: flexibility and robust stochastic
behavior.

Mirjalili [55] proposed a population-based method called sine–cosine algorithm (SCA) to
solve various optimization tasks. It performs multiple initial stochastic solutions and orders
them to shift toward the near-optimal solution utilizing amathematical representation depend-
ing on sine and cosine functions. Several adaptive and random variables are blended to the
SCA to ensure search methods: exploitation and exploration. It has an excellent ability in
exploitation search over the given search space.

In this study, an efficient FS method is proposed based on a new improved version of
the marine predators algorithm (MPA) using the operators of the sine–cosine algorithm
(SCA), calledMPASCA.Generally,MPA suffers from some shortcomings, such as permutate
convergence and strangling in the local optimum. So, the proposed MPASCA improves the
conventional MPA’s performance by added additional components from the SCA algorithm.
This proposed procedure is founded to tackle the weaknesses of conventional MPA. Thus,
the cooperation between the used algorithms improves the behavior of convergence ability.
Several datasets with different characterized are employed to evaluate the performance of the
MPASCA. The performance of the MPASCA is compared to the conventional MPA, SCA,
andotherwell-knownoptimization algorithms.The obtained results proved that theMPASCA
achieved better results compared to other similar optimization methods. Moreover, statistical
significance tests are conducted to further evaluate the MPASCA method’s effectiveness
compared to other optimization methods using the same datasets. The results proved that the
MPASCA obtained significantly better results.

The main contributions in this paper have been pointed as follows:

• Anew fusion version of themarine predators algorithm (MPA) and sine–cosine algorithm
(SCA) is adapted, called MPASCA.

• MPA is combined with SCA to solve its local optima problem and enhance the current
best solution.

• MPASCA wrapper feature selection method is proposed in this paper.
• Comprehensive comparisons and statistical tests are performed, such as worst, mean, and

best fitness, classification accuracy, standard deviation, and computational time.
• MPASCAmethod is compared with other optimization algorithms, and the experimental

results showed that the proposed MPASCA gave superior results compared to different
algorithms.

The rest of this study is presented as follows. A brief literature review is presented in
Sect. 2. Section 3 discusses the background of MPA and SCA. Section 4 illustrates the
proposed MPASCA method. Section 5 shows the experiments and results. The conclusion
and potential future works are presented in Sect. 6.

2 Related works

Feature selection is a necessary pre-processing action in several creative systems such as text
clustering, intrusion detection, text categorization, disease prediction, and text summarization
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[56]. It also appears as one of the most popular and challenging jobs in machine learning
domain [57]. A well-known approach for FS is by using the Monte Carlo and rough set
theory (RST), such as kruczyk et al. [58]. Also, Bouzayane and Saad [59] used rough set
theory to build a periodic multicriteria classification approach. Kifah et al. [60] developed an
FS approach using a double treatment iterative improvement algorithm with the RST. Li et
al. [61] developed a new FS method based on Monte Carlo approach for leukemia stem cell
expression signatures Identification. Recently, different optimization approaches have been
successfully employed to address these problems, as follows.

An improved FS approach is proposed based on applying the SSA to find the optimal fea-
tures subset in wrapper-method, called ISSA [4]. Two enhancements are incorporated into
the conventional SSA to tackle its weaknesses through dealing with FS problems. The first
development involves the advantage of Opposition-based Learning at the beginning phase
of SSA to increase its population diversity, where the second enhancement involves improv-
ing and applying a new local exploration search with SSA to enhance its exploitation ability.
Eighteen datasets were used to validate the effectiveness of the improved SSA (ISSA). More-
over, the performance of the ISSA is analyzed with other similar optimization algorithms.
The results demonstrated that the ISSA got better results in convergence curves, accuracy,
fitness values, and feature reduction.

Agrawal et al. [62] presented a new FS approach based on adding an amalgamation
of the Quantum ideas to the conventional WOA, called QWOA. The introduced method
improved the search strategies (exploitation and exploratory) of the conventional WOA by
utilizing the quantum bit design over the solutions of the WOA population and a quantum
rotation as a mutation operator. Furthermore, improved mutation and crossover operators
were proposed for the quantum exploration process. The effectiveness of QWOA was tested
on fourteen datasets from various domains, and the results were analyzed and compared with
the WOA and several similar optimization algorithms. The obtained results proved that the
proposed method (QWOA) got a superior performance. Moreover, statistical tests are also
employed, and it showed that the QWOA achieved better results compared to several similar
metaheuristics.

An improved version of FOA is presented to tackle the implied weaknesses of the original
FOA [48]. The proposed version added chaotic exploitation search mechanism and Gaussian
mutation operator into the main procedure of the FOA to evade premature convergence
problem and enhance the exploitative tendencies, respectively. Comprehensive comparisons
had been developed utilizing different characterized datasets to verify the performance of
the proposed methods. Experiment results proved that the best version of the FOA is the
MCFOA; they were employed to FS. Also, evaluation results demonstrated that MCFOA got
optimal classification accuracy.

A wrapper-based method was proposed to solve the FS problems using an improved SSA
[57]. The proposed method merged a time-varying mechanism, Random Weight Network
(RWN), and binary SSA, called TVBSSA. In the proposed method, TVBSSA was employed
as an optimization search mechanism, where RWNwas employed as a selection method. The
objective function is a combination of three sub-objectives: reducing the reduction degree of
the selected features, increasing the classification accuracy rates, and reducing the complexity
of produced RWN models. Twenty datasets were used, and several existing methods were
employed to test its effectiveness. Experiment results validated the capability of the proposed
method was overwhelming other similar optimization algorithms.

More so, an FS method was proposed to find a subset of features that maximize classifi-
cation accuracy values [13]. The proposed method applies a newly binary WWO algorithm
along with a rough set theory (RST), called BWWO. Two experiments were conducted based
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on the wrapper-based method, and a rough set-based process as a portion of the used objec-
tive function to validate the effectiveness of BWWO. In the first section, the performance
of the RST methods was tested on sixteen various datasets. In the second section, the kNN
method’s performance to select a subset of features that improved the classification accuracy
and reduced the number of selected features was evaluated on seventeen various datasets. The
obtained results proved the effectiveness of BWWO in obtaining the smallest features subset
that maximizes accuracy values. Moreover, the results of Friedman and Wilcoxon’s rank-
ing tests showed that the BWWO got significantly better results. An alternative FS method
is proposed for finding a subset of features [8]. The proposed method, called OMFODE,
improved the search efficiency of the conventional MFO by combining the OBL and differ-
ential evolution (DE) algorithm with the MFO. The OBL is employed to produce a better
initial population which enhances the convergence ability of MFO; meantime, the DE is
utilized to enhance the exploitation search of the MFO. Consequently, the OMFODE can
avert from getting trapped in a local optimum, dissimilar to the conventional MFO. A set of
experiments was used to evaluate its performance, and results demonstrated that it performed
better than other optimization algorithms.

A new version of SSA is proposed for solving the FS, called ISSAFD based on enhancing
the followers of the SSA using the SCA and Disrupt Operator (DO) [41]. This improvement
supports to enhance the exploration stage and to avert from stuck in a local area. Further-
more, DO is utilized for the given solutions to enhance the population diversity and to keep
the equilibrium between the search strategies (exploitation and exploration). Two different
modifications of the SSA are produced based on the SCA, namely ISSALD and ISSAF.
Experimental results are assessed on 20 datasets. The results showed that ISSAFD had an
excellent performance in all of specificity, sensitivity, accuracy, and the number of chosen
features compared to other optimization algorithms.

A new GWO algorithm is proposed and combined with two-phase mutation operators to
address the FS problem [6]. The sigmoid function was employed to convert into binary search
space to meet binary characteristics. The two-phase mutation intensifies the exploitation
search ability of the proposed method. The first mutation operator aims to decrease the size
of features and keeping a high accuracy rate. While the second mutation operator is applied
for adding extra informative features which improve the accuracy values. Comprehensive
comparisons on 35 datasets were conducted and compared with other similar optimization
approaches. Also, statistical analyses were implemented to verify its performance.

Mafarja and Mirjalili [42] presented two hybridization algorithms based on the WOA for
solving FS problems. In the first proposal, the WOA is hybridized with Simulated Annealing
(SA) for enhancing its exploitation stage. In the second proposal, the SA is used by MOA
for improving the obtained-best solution in each iteration, which is the exploitation search
ability. The performance of the hybridization algorithms was evaluated using 18 datasets and
compared to other similar FS methods. The results proved the effectiveness of the hybridiza-
tion algorithms in increasing the accuracy values, which guarantees the ability of the WOA
to solve challenging FS problems.

3 Background

In this section, the basics of the marine predators algorithm and sine–cosine algorithm are
introduced.
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3.1 Marine predators algorithm (MPA)

The MPA is a recently proposed method inspirited by the behavior of prey and predator in
nature [54]. In MPA, predator and prey are considered as search agents, in which a predator
looking for a prey when a prey is looking for its food. Similar to all metaheuristic techniques
(MHs), MPA started by a set of random solutions as an initialization. After that, solutions
are modified based on the main structure of the algorithm.

Therefore, initial solutions can be obtained depending on the search landscape as follows;

Z = LB + r1 × (UB − LB) (1)

where the LB and UB refer to the lower and upper boundary in the search landscape. r1 ∈
[0, 1] is the random number.

In the initialization phase, two basic matrices must be defined, the matrix of the fittest
predators (Elite matrix) and the prey matrix. The following formulas are employed for rep-
resenting the Elite and prey matrices.

Elite =

⎡
⎢⎢⎢⎢⎣

Z1
11 Z1

12 ... Z1
1d

Z1
21 Z1

22 ... Z1
2d

... ... ... ...

Z1
N1 Z1

N2 ... Z1
Nd

⎤
⎥⎥⎥⎥⎦

, Z =

⎡
⎢⎢⎣

Z11 Z12 ... Z1d

Z21 Z22 ... Z2d

... ... ... ...

ZN1 ZN2 ... ZNd

⎤
⎥⎥⎦ , (2)

The principal target of the MHs is reaching for the optimal solutions via modifying the
initial random set of solutions based on a list of steps regarding the algorithm structure. MPA
follows three phases during updating the solutions that depend on velocity ratio among the
predators and prey. The first phase can be considered when velocity ratio among the prey
and predators is high while the unit and low-velocity ratios are the observable marks for the
second and third phases. The details of each stage are discussed in the following.

3.2 Phase 1: high-velocity ratio

This phase applied for discovering the search landscape (exploration phase). Themain feature
for this stage is the high-velocity ratio among predators and prey, where the prey moves very
fast while the best tactic for the predator is staying without move at all. This phase occurred
at the first third of the total number of generations (i.e., 1

3 tmax) where the prey position is
updating using the following equations.

Si = RB

⊗
(Elitei − RB

⊗
Zi ), i = 1, 2, ..., n (3)

Zi = Zi + P.R
⊗

Si (4)

where R ∈ [0, 1] represent a vector of uniform random numbers, and P = 0.5 is a constant
number, where RB represents a random vector which represents Brownian motion. More so,⊗

is the process of element-wise multiplications.

3.3 Phase 2: unit velocity ratio

The second phase is the transition phase from the exploration to the exploitation stage, in
which predators and prey are moving with nearly the same velocity searching for their foods.
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This phase performed in the middle stage of the algorithm when 1
3 tmax < t < 2

3 tmax. In this
case, the best tactic for predator is to follow Brownian, where the prey moves with Lévy
flight. Accordingly, the population can be divided into two halves and applying Eqs. (5), (6)
to emulate the motion of the first half and Eq. (9), (10) for the second half as defined below.

Si = RL

⊗
(Elitei − RL

⊗
Zi ), i = 1, 2, ..., n (5)

Zi = Zi + P.R
⊗

Si (6)

where RL represents random numbers that follow Lévy distributions. Eqs. (5), (6) are
employed to the first half of the population that represents the exploitation, where the second
half follows the following equations:

Si = RB

⊗
(RB

⊗
Elitei − Zi ), i = 1, 2, ..., n (7)

Zi = Elitei + P.CF
⊗

Si , CF =
(
1 − t

tmax

)2 t
tmax

)

(8)

where CF represents a parameter which controls the step size of movements for predators.

3.4 Stage 3: low-velocity ratio

This phase is the last stage of the optimization process. During this phase, predator is moving
faster than prey; this is why predator follows Lévy during updating its position. This process
is performed at the last third of the iteration numbers (t > 2

3 tmax) and this formulated as:

Si = RL

⊗
(RL

⊗
Elitei − Zi ), i = 1, 2, ..., n (9)

Zi = Elitei + P.CF
⊗

Si , CF =
(
1 − t

tmax

)2 t
tmax

)

(10)

3.5 Eddy formation and fish aggregating devices’ effect (FADS)

The surrounded environment has a significant impact on the behave of the creature. Therefore
for MPA, the authors considered the environmental issues such as the eddy formation or Fish
Aggregating Devices (FADs) effects that can be mathematically modeled as follows:

Zi =
{
Zi + CF[Zmin + R

⊗
(Zmax − Zmin)]⊗U r5 < FAD

Zi + [FAD(1 − r) + r ](Zr1 − Zr2) r5 > FAD
(11)

where FAD = 0.2, and U represent a binary solution and this preformed by generating
random solutions then they are converted into binary using threshold 0.2. r ∈ [0, 1] represents
a random number. r1 and r2 represent the indices of the prey.

3.6 Marinememory

Predators have a strong memory of the position where they have been productive in foraging.
This feature is implemented by exporting memory to MPA, where the last best solutions of
the previous iteration are saved and compared with the current solutions. After that, solutions
can be updated depending on the best during the comparison stage.
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3.7 Sine-cosine algorithm

In SCA, Mirjalili et al. [55] utilized the characteristics of sine and cosine trigonometric
functions to attain qualified solutions for global optimization problems. The SCA structure
includes some steps that start with the initialization phase, where a set of random solutions
have been generated. The random solutions z have a set of N solutions, and each solution Zi

has dimension Dz as the number of the search agents is N , and the dimension of the studied
problem is D. The initial values of the studied function Fiti as well as computed based on
the initial solutions Zi . Mirjalili et al. [55] sorted the solutions to identify the best solutions
ZB and the corresponding FitB value to be based on while modifying the solution values
across the number of iterations. The best solution vector and best function value have been
modified each iteration to be a guide for the other search agents. Subsequently, the followed
solutions update approach in the SCA can be represented as below:

Zi =
{
Zi + σ1 × sin(σ2) × |σ3ZB − Zi | i f σ4 < 0.5
Zi + σ1 × cos(σ2) × |σ3ZB − Zi | i f σ4 ≥ 0.5

(12)

where |.| and σi , i = 1, 2, 3, 4 represents the absolute value, and random variables produced
in the interval of [0, 1], respectively. The σ2 is applied to assign the next direction of updating
the solution (e.g., toward or outward ZB), whereas σ3 is employed to test whether the best
solution ZB stochastically maintains, and this occurred if σ3 > 1. In addition, σ1 is used
to attain a smooth harmonization between the diversification and the intensification cores of
the algorithm to certain the promising region, and this parameter can be modified at each
iteration t based on the following equation Eq.(13) [55]:

σ1 = γ − t
γ

tmax
(13)

where tmax and γ represent the total number of iteration and the constant, respectively.

4 Proposed feature selectionmethod

The structure of the proposedMPASCA is given in Fig. 1. The proposedMPASCA uses SCA
operators to enhance the exploitation of MPA, which reflected on the quality of the obtained
solution that represents the optimal subset of relevant features. To reach this main objective,
the developed MPASCA begins by setting the initial value for a set of N solutions inside the
search space that is bound by lower and upper boundaries (here, 0 and 1, respectively). Then
compute the fitness value for each solution after converting it to a binary solution, which
determines which features are relevant and which must be removed. Thereafter, the best
solutions are allocated, and the other solutions can be updated using either the operators of
SCA orMPA. The previous steps are implemented until they reached the end of the iterations.
The details of each step are discussed with more information below.

4.1 First step: generating solutions

In this step, MPASCA starts by defining the initial value for each parameter and split the
data into training and testing set. Followed by using Eq. (14) to set the initial value for each
solution

Zi, j = LB j + r1 × (UB j − LB j ), j = 1, 2, ..., D, i = 1, 2, ..., N (14)
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where LB j and UB j are the limits of search domain at j th dimension. N is the total number
of solutions.

4.2 Second step: updating solutions

This step starts by converting each solution Zi to binary using the following equation.

BZi j =
{
1 i f Zi j > 0.5
0 otherwise

(15)

The main aim of using Eq. (15) is to convert the solution from real-value to discrete that
suitable for FS problem. Thereafter, the quality of the current solution is evaluated using the
kNN classifier that depends on the training set with removing the features that corresponding
to zeros in BZi . This process (i.e., compute fitness value Fiti ) is defined as:

Fiti = λ × ηi + (1 − λ) ×
( |BZi |

Dim

)
(16)

In Eq. (16), λ ∈ [0, 1] is a uniform random number which is employed to balance between
the ratio of selected features ( |BZi |

Dim ) and the classification error (ηi ). For clarity, if we assume
that the number of features of the dataset is 5, so this means that the dimension of the current
solution Zi is 5. In case Zi = [0.1 0.6 0.7 0.9 0.2], so, by using Eq. (16) the BZi = [0 1 1 1 0].
These Boolean values lead us to determine the irrelevant features (i.e., first and fifth) that will
be removed. As well as the relevant features that corresponding to ones (i.e., second, third,
fourth), and they will be used to train the classifier.

The next process is to determine the value of the best solutions and update the solutions
using the operators of MPA or SCA. This achieved by computing the probability Pri for the
current solution Zi in the exploitation stage as:

Pri = Fiti∑N
i=1 Fiti

(17)

Then Zi is updated using Eq. (18).

Zi =
{
operators o f MPA Pri ≥ rs
operators o f SC A otherwise

(18)

where
rs = min(Pri ) + rand × (max(Pri ) − min(Pri )), rand ∈ [0, 1] (19)

In Eq. (18), the value of r1 is updated in dynamic environment based on Pri and this
provides MPASCA by a suitable tool to avoid the problem of fixed the value of r1. This leads
to enhance solutions and to reduce the time needed to find the value of r1 manually.

4.3 Step three: stop conditions

In this step, the terminal conditions are checked, and if they are not satisfied, then the previous
step (i.e., updating process) is implemented again. Followed by reducing the testing set
depending on the best solution features that correspond to ones and remove other features.
Then apply the testing set to the KNN classifier and compute the target of the testing set with
computing the performance.
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Set MPASCA parameters and ini�al 
solu�ons based on Eq. 14

Start

Construct the Elite and U matrices of Eq.2 
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NoYes

Calculate Pri and rs via Eqs. 17 
and 19  

Fig. 1 The structure of MPASCA FS method

4.4 Computational complexity

In this section, the computational complexity of the proposed method is presented. This
calculation proved the time needed by the proposed method to solve any problem, which is
given as follows.

The real-time complexity of the proposed MPASCA is given. The time complexity of the
proposed MPASCA is normally calculated using three main parts: initializing process for
the first solutions, determining the fitness functions, and renewing solutions. Suppose that
N is the number of the practiced solutions, O(N ) is the computational complexity in this
part. The computational complexity of the second part for the updating processes is O(T ×
N ) + O(T × N × Dim), which involves studying for the best solutions and renewing them,
where the highest number of iterations is named T . This approach is for all of the used search
methods; MPA and SCA. The dimension of the provided problem is defined Dim. Thus, the
total computational complexity of the proposed method (MPASCA) is O(N × (T × Dim +
1)).

5 Results and discussion

5.1 Data description

To validate the developed MPASCA, 18 UCI datasets [63] are used. The descriptions of
these datasets are presented in Table 1. It can be seen from this table that those datasets are
collected from different fields; also, they have different numbers of features and instances.
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Table 1 Datasets description

Datasets Number of
features

Number of
instances

Number of
classes

Data category

Breastcancer (D1) 9 699 2 Biology

BreastEW(D2) 30 569 2 Biology

CongressEW(D3) 16 435 2 Politics

Exactly(D4) 13 1000 2 Biology

Exactly2(D5) 13 1000 2 Biology

HeartEW(D6) 13 270 2 Biology

IonosphereEW(D7) 34 351 2 Electromagnetic

KrvskpEW(D8) 36 3196 2 Game

Lymphography(D9) 18 148 2 Biology

M-of-n(D10) 13 1000 2 Biology

PenglungEW(D11) 325 73 2 Biology

SonarEW(D12) 60 208 2 Biology

SpectEW(D13) 22 267 2 Biology

Tic-tac-toc(D14) 9 958 2 Game

Vote(D15) 16 300 2 Politics

WaveformEW(D16) 40 5000 3 Physics

WineEW(D17) 13 178 3 Chemistry

Zoo(D18) 16 101 6 Artificial

Orlraws10P(DS19) 10304 100 10 Life

SMK-CAN-187(DS20) 19993 187 2 Face image

TOX-171(DS21) 5748 171 4 Life

warpAR10P(DS22) 2420 210 10 Life

5.2 Performancemeasures

This section presents six performance measures used to evaluate the performance of the
proposed method. These measures are the averages of the accuracy, the standard deviation
(Std), the fitness value, the minimum of the fitness value (Min), the maximum of the fitness
value (Max), the selected features. In order to calculate the average of the performance
measures, all algorithms are applied 30 independent runs.

• Accuracy (Acc): This measure calculates the ratio of the corrected classified data. It is
calculated as in Eq. (20).

Acc = TP + TN

TP + FN + FP + TN
(20)

where TN, TP, FN, and FP denotes the true negative, the true positive, the false negative,
and the false positive, respectively.

• Fitness value (FV): This measure evaluates the performance of the methods based on the
used fitness function as in Eq. (16).

• Maximum of the fitness value (Max): This measure records the maximum value obtained
by the fitness function for each algorithm.

Max = max
1≤i≤N

Fit ib (21)
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Table 2 Results of the fitness means of the proposed method and the compared algorithms

Dataset MPA MPASCA HHO HGSO WOA GWO GA SSA SCA

D1 0.0724 0.0632 0.0782 0.0601 0.0738 0.0679 0.1018 0.0552 0.0555

D2 0.0400 0.0501 0.0836 0.0911 0.0699 0.0809 0.1280 0.0777 0.0638

D3 0.0377 0.0307 0.0364 0.0302 0.0738 0.1075 0.1018 0.0895 0.0373

D4 0.0501 0.0506 0.0607 0.0852 0.1598 0.1415 0.1923 0.1008 0.0467

D5 0.2615 0.2155 0.2155 0.2902 0.2170 0.1998 0.3306 0.2743 0.2557

D6 0.1297 0.1555 0.1555 0.1301 0.2160 0.2038 0.1958 0.1450 0.1957

D7 0.0809 0.0415 0.0415 0.0857 0.0993 0.0817 0.1206 0.0831 0.0352

D8 0.0656 0.0608 0.0739 0.0949 0.0971 0.0955 0.1148 0.0947 0.0984

D9 0.0919 0.0686 0.1058 0.0809 0.1287 0.1564 0.1818 0.0835 0.0938

D10 0.0497 0.0487 0.0540 0.0568 0.1176 0.0998 0.1179 0.0999 0.0491

D11 0.0739 0.0121 0.0121 0.0239 0.0408 0.0489 0.2022 0.0570 0.0546

D12 0.0777 0.0570 0.0690 0.0832 0.0673 0.0965 0.0890 0.1317 0.0571

D13 0.1456 0.1584 0.1584 0.1115 0.2336 0.2353 0.2047 0.2284 0.1568

D14 0.1981 0.2219 0.2360 0.2228 0.2572 0.2548 0.2279 0.2461 0.2148

D15 0.0436 0.0390 0.0390 0.0465 0.0457 0.0533 0.1052 0.0823 0.0568

D16 0.2639 0.2581 0.2662 0.2542 0.2996 0.3026 0.3075 0.3027 0.2568

D17 0.0385 0.0429 0.0429 0.0422 0.0699 0.0571 0.0878 0.0508 0.0267

D18 0.0167 0.0271 0.0271 0.0388 0.0533 0.0660 0.0563 0.0429 0.0196

High-dimensional datasets

DS19 0.0011 0.0002 0.0005 0.0454 0.1295 0.0475 0.0927 0.0024 0.0214

DS20 0.2434 0.1906 0.2328 0.1763 0.4322 0.2858 0.2234 0.1796 0.2931

DS21 0.0318 0.0240 0.0792 0.1122 0.2052 0.1338 0.1005 0.0242 0.1604

DS22 0.4253 0.2915 0.1138 0.3011 0.5679 0.5905 0.3356 0.1844 0.3395

The significance of bold indicates the best results

• Minimum of the fitness value (Min): This measure records the minimum value obtained
by the fitness function for each algorithm.

Min = min
1≤i≤N

Fit ib (22)

• Selected features: This measure records the number of selected features obtained by each
algorithm.

• Standard deviation (Std): This measure evaluates the stability of an algorithm over dif-
ferent runs. It can be calculated as in Eq. (23).

Std =
√√√√ 1

N

N∑
i=1

(Yi − Yavg)2 (23)

where N is the number of runs. Yi indicates the given fitness value. Yavg is the mean of
all values for the given algorithms. Fitib indicates the best FV at the i th run.
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Table 3 Results of the STD of the fitness value of the proposed method and the compared algorithms

Dataset MPA MPASCA HHO HGSO WOA GWO GA SSA SCA

D1 0.0013 0.0053 0.0059 0.0018 0.0113 0.0061 0.0120 0.0053 0.0045

D2 0.0068 0.0087 0.0087 0.0058 0.0115 0.0114 0.0067 0.0081 0.0087

D3 0.0062 0.0057 0.0064 0.0019 0.0153 0.0196 0.0119 0.0087 0.0000

D4 0.0077 0.0057 0.0211 0.0330 0.0963 0.0810 0.0823 0.0418 0.0020

D5 0.0236 0.0022 0.0025 0.0417 0.0262 0.0049 0.0164 0.0164 0.0116

D6 0.0101 0.0175 0.0175 0.0182 0.0225 0.0319 0.0105 0.0240 0.0202

D7 0.0110 0.0128 0.0128 0.0165 0.0177 0.0094 0.0091 0.0174 0.0079

D8 0.0080 0.0097 0.0104 0.0079 0.0150 0.0141 0.0106 0.0092 0.0070

D9 0.0216 0.0256 0.0256 0.0134 0.0597 0.0255 0.0271 0.0132 0.0297

D10 0.0047 0.0042 0.0148 0.0236 0.0410 0.0416 0.0425 0.0384 0.0069

D11 0.0148 0.0044 0.0044 0.0116 0.0314 0.0266 0.0023 0.0025 0.0357

D12 0.0164 0.0164 0.0213 0.0170 0.0128 0.0202 0.0106 0.0168 0.0184

D13 0.0097 0.0213 0.0213 0.0152 0.0072 0.0177 0.0119 0.0158 0.0163

D14 0.0006 0.0059 0.0085 0.0093 0.0180 0.0177 0.0231 0.0188 0.0035

D15 0.0070 0.0043 0.0050 0.0053 0.0168 0.0201 0.0232 0.0173 0.0147

D16 0.0135 0.0111 0.0111 0.0103 0.0174 0.0115 0.0085 0.0102 0.0121

D17 0.0058 0.0068 0.0068 0.0097 0.0139 0.0117 0.0161 0.0091 0.0145

D18 0.0039 0.0022 0.0056 0.0035 0.0119 0.0157 0.0075 0.0052 0.0023

High-dimensional datasets

DS19 0.0005 0.0000 0.0001 0.0450 0.0002 0.0005 0.0001 0.0041 0.0000

DS20 0.0182 0.0226 0.0402 0.0520 0.0135 0.0006 0.0134 0.0379 0.0120

DS21 0.0112 0.0147 0.0176 0.0196 0.0136 0.0146 0.0259 0.0242 0.0216

DS22 0.0340 0.0275 0.0159 0.0531 0.0216 0.0230 0.0193 0.0341 0.0043

The significance of bold indicates the best results

5.3 Computational results

In this section, the MPASCA is evaluated using 18 datasets and it is compared to eight
optimization algorithms, including MPA, Henry gas solubility optimization (HGSO) [64],
Harris hawks optimization (HHO) [65], WOA [66], GWO [67], genetic algorithm (GA) [68],
SSA [24], and SCA. The comparison is based on the average of the fitness function value,
STD, Min, Max, and the selected features measures besides the accuracy of the classification
phase.

The parameter setting of these algorithms is set as the recommended setting in their
original studies. In addition, the common parameters such as N = 15, and tmax = 50. Each
method is performed 30 independent runs to fair comparison, and the dataset is split into
80% training, and the rest is considered as a testing set.

The results are tabulated in Tables 2, 3, 4, 5, 7 and in Figs. 2, 3, 4. According to the
average of fitness function values, all algorithms tried to minimize the fitness function value;
therefore, in this measure, the MPASCA obtained the lowest fitness values in 33% of all
datasets, especially in D8, D9, D10, and D12. The SCA was ranked second, followed by
MPA with obtaining the lowest values in 22% of all datasets for each one. The HHO and
HGSO showed slightly the same behavior, whereas the GWO and GA produced the worst
results. In addition, the proposed MPASCA outperformed the other methods in 50% of
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Table 4 Results of the Min measure of the proposed method and the compared algorithms

Dataset MPA MPASCA HHO HGSO WOA GWO GA SSA SCA

D1 0.0719 0.0510 0.0692 0.0590 0.0590 0.0573 0.0830 0.0462 0.0526

D2 0.0291 0.0259 0.0437 0.0786 0.0491 0.0607 0.1107 0.0646 0.0458

D3 0.0313 0.0269 0.0291 0.0291 0.0560 0.0664 0.0769 0.0769 0.0373

D4 0.0462 0.0461 0.0462 0.0538 0.0463 0.0462 0.0615 0.0538 0.0462

D5 0.2372 0.2314 0.2147 0.2417 0.2102 0.1967 0.3032 0.2505 0.2327

D6 0.1128 0.1312 0.1128 0.1064 0.1731 0.1628 0.1692 0.1128 0.1205

D7 0.0616 0.0235 0.0147 0.0654 0.0742 0.0674 0.1048 0.0441 0.0576

D8 0.0503 0.0432 0.0585 0.0809 0.0660 0.0683 0.1003 0.0822 0.0645

D9 0.0699 0.0270 0.0689 0.0624 0.0471 0.1065 0.1322 0.0444 0.0556

D10 0.0462 0.0461 0.0462 0.0538 0.0615 0.0538 0.0615 0.0538 0.0462

D11 0.0222 0.0045 0.0068 0.0108 0.0031 0.0203 0.1982 0.0532 0.0091

D12 0.0467 0.0280 0.0433 0.0564 0.0481 0.0648 0.0750 0.1045 0.0300

D13 0.1242 0.1303 0.1348 0.0894 0.2182 0.1939 0.1773 0.2045 0.1394

D14 0.1979 0.2167 0.2219 0.2179 0.2354 0.2307 0.2120 0.2290 0.2120

D15 0.0550 0.0603 0.0338 0.0375 0.0363 0.0338 0.0625 0.0525 0.0275

D16 0.2380 0.2403 0.2507 0.2758 0.2730 0.2847 0.2951 0.2843 0.2354

D17 0.0308 0.0301 0.0328 0.0308 0.0462 0.0385 0.0692 0.0385 0.0154

D18 0.0125 0.0213 0.0288 0.0313 0.0375 0.0438 0.0438 0.0313 0.0488

High-dimensional datasets

DS19 0.0005 0.0001 0.0004 0.0005 0.1293 0.0470 0.0926 0.0000 0.0214

DS20 0.2274 0.1681 0.1896 0.1188 0.4166 0.2852 0.2155 0.1477 0.2823

DS21 0.0188 0.0070 0.0589 0.0962 0.1895 0.1253 0.0747 0.0074 0.1394

DS22 0.3964 0.2252 0.0962 0.2434 0.5535 0.5768 0.3243 0.1561 0.3345

The significance of bold indicates the best results

the high-dimensional datasets. It obtained the first rank in both DS19 and DS21 followed
by HHO and SSA in DS19 and DS21, respectively, and the MPASCA showed competitive
results in the rest datasets. The worst results showed by the WOA algorithm.

In terms of STD measure, the MPASCA was the most stable algorithm; it recorded the
lowest STD values in four databases as well as in the average of STD in all databases. The
second and third ranks were obtained by MPA and SCA, respectively. While the HHO did
not get the lowest STD in any dataset, but it was ranked fourth based on the average of STD
in all datasets followed by HGSO, SSA, and GA. The largest STD values were obtained by
WOA; therefore, it came in the last rank. These results also showed in the high-dimensional
datasets.

The Min measure is used to check the behavior of an algorithm in reaching the smallest
fitness values in each dataset. In this measure, the MPASCA achieved the smallest and best
values in 8 out of 22 datasets, followed by SCA and HGSO, which obtained the best values in
3 datasets for each one, whereas the performance of the MPA and HHO was slightly similar.
The GA did not obtain the best values in any datasets.

Based on theMaxmeasure, the worst algorithmwas GA. It obtained the worst values in 10
out of 22 datasets, followed by GWO with the worst values in 6 datasets, whereas the WOA
obtained the worst fitness values in two datasets. The MPASCA showed good performance
in this measure and was ranked first.
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Table 5 Results of the Max measure of the proposed method and the compared algorithms

Dataset MPA MPASCA HHO HGSO WOA GWO GA SSA SCA

D1 0.0719 0.0510 0.0692 0.0590 0.0590 0.0573 0.0830 0.0462 0.0526

D2 0.0291 0.0259 0.0537 0.0786 0.0491 0.0607 0.1107 0.0646 0.0458

D3 0.0313 0.0269 0.0291 0.0291 0.0560 0.0664 0.0769 0.0769 0.0373

D4 0.0462 0.0461 0.0462 0.0538 0.0463 0.0462 0.0615 0.0538 0.0462

D5 0.2372 0.2314 0.2147 0.2417 0.2102 0.1967 0.3032 0.2505 0.2327

D6 0.1128 0.1312 0.1128 0.1064 0.1731 0.1628 0.1692 0.1128 0.1205

D7 0.0616 0.0235 0.0147 0.0654 0.0742 0.0674 0.1048 0.0441 0.0576

D8 0.0503 0.0432 0.0585 0.0809 0.0660 0.0683 0.1003 0.0822 0.0545

D9 0.0699 0.0270 0.0689 0.0624 0.0471 0.1065 0.1322 0.0444 0.0556

D10 0.0462 0.0461 0.0462 0.0538 0.0615 0.0538 0.0615 0.0538 0.0462

D11 0.0222 0.0045 0.0068 0.0108 0.0031 0.0203 0.1982 0.0532 0.0091

D12 0.0467 0.0280 0.0433 0.0564 0.0481 0.0648 0.0750 0.1045 0.0300

D13 0.1242 0.1303 0.1348 0.0894 0.2182 0.1939 0.1773 0.2045 0.1394

D14 0.1979 0.2167 0.2219 0.2179 0.2354 0.2307 0.2120 0.2290 0.2120

D15 0.0550 0.0603 0.0438 0.0375 0.0363 0.0338 0.0625 0.0525 0.0255

D16 0.2380 0.2403 0.2507 0.2758 0.2730 0.2847 0.2951 0.2843 0.2304

D17 0.0308 0.0301 0.0328 0.0308 0.0462 0.0385 0.0692 0.0385 0.0153

D18 0.0125 0.0213 0.0288 0.0313 0.0375 0.0438 0.0438 0.0313 0.0488

High-dimensional datasets

DS19 0.0014 0.0002 0.0006 0.0905 0.1296 0.0480 0.0928 0.0071 0.0214

DS20 0.2632 0.2134 0.2691 0.2199 0.4401 0.2864 0.2388 0.2215 0.3060

DS21 0.0386 0.0332 0.0893 0.1341 0.2133 0.1507 0.1266 0.0519 0.1825

DS22 0.4628 0.3255 0.1272 0.3480 0.5928 0.6171 0.3578 0.2222 0.3420

The significance of bold indicates the best results

In feature selection problems, the goal is to find the smallest number of features with
saving the quality of these features. Therefore, the feature numbers are considered in this
experiment. In this context, the smallest number is the best. As shown in Table 6, the SCA
yielded the smallest feature numbers in 8 out of 22 datasets, followed by the MPASCA with
the smallest feature numbers in 7 datasets, whereas theWOA,MPA, andHHO showed similar
selection ratios to some extent.

The selected features by all algorithms are evaluated using KNN classifier to test their
quality, whereas the smallest feature number is not always the best, but in some cases it
includes low qualities features. Therefore, these features should be evaluated by a classifier.

In this part, the accuracy is used as an output of this phase. Table 7 shows the accuracy
of each algorithm, overall datasets. The proposed method, MPASCA, obtained the highest
accuracy in 78% of all datasets. The SSA came in the second rank and achieved the best
accuracy in 27% of all datasets, followed by HHO with the highest accuracy in 23%. Both
SCA and HGSO showed similar results to some extent and were ranked third and fourth,
respectively. The MPA showed similar performance to GA in most datasets, whereas the
WOA obtained the last rank and produced the lowest accuracy in all datasets.

In general, the MPASCA showed a good ability to select the most significant features in
the selection phase and achieve the highest accuracy in the classification phase.
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Table 6 Results of the selected features of the proposed method and the compared algorithms

Dataset MPA MPASCA HHO HGSO WOA GWO GA SSA SCA

D1 2.9 2.2 1.8 3.4 2.4 2.6 4.8 3.3 3.1

D2 6.8 6.6 8.6 9.3 5.7 8.5 20.9 15.7 5.9

D3 4.9 3.1 2.7 2.7 3.9 5.1 10.7 8.5 1.2

D4 6.4 7.1 6.7 8.1 8.6 6.5 9.4 8.3 6.1

D5 4.0 1.3 1.0 5.7 1.3 1.4 9.4 8.2 1.0

D6 5.7 3.8 7.1 4.2 4.5 6.3 10.9 6.9 5.8

D7 9.4 6.9 9.5 8.9 8.5 8.8 28.1 19.1 7.7

D8 14.5 13.9 19.1 17.8 19.0 20.7 28.9 22.9 15.4

D9 9.1 4.4 8.6 7.1 4.1 8.0 14.0 9.9 5.5

D10 6.5 6.7 7.5 8.3 9.4 8.6 9.2 8.7 6.2

D11 58.1 39.5 37.2 77.7 40.5 106.8 267.3 185.3 65.1

D12 29.5 21.7 24.8 25.9 30.9 24.5 50.0 35.3 21.1

D13 8.1 6.0 8.3 7.7 3.7 6.5 16.9 12.6 1.9

D14 6.1 5.8 5.9 4.7 5.4 5.3 6.3 5.9 5.2

D15 4.7 3.2 4.9 5.2 1.9 4.2 11.1 6.9 3.9

D16 18.7 16.0 18.5 19.9 22.0 19.7 34.2 26.8 12.5

D17 5.0 4.4 6.2 5.3 6.3 5.5 9.5 6.6 4.7

D18 2.7 2.6 4.3 6.2 8.1 8.3 9.0 6.9 4.4

High-dimensional datasets

DS19 1112.7 509.7 525.3 4448.3 636.3 2203.3 8702.7 5987.3 1317.0

DS20 4460.7 647.0 5119.7 2356.7 522.3 4926.0 16959.3 11709.0 2690.7

DS21 841.0 781.3 997.3 1102.7 2016.3 2322.7 4896.0 3453.3 906.7

DS22 376.7 386.0 800.0 520.0 426.3 670.0 2047.7 1575.7 221.3

The significance of bold indicates the best results

5.4 Statistical results

In this section, the Friedman test is used to rank the usedmethods in the previous experiments.
Table 8 contains the Friedman results of the fitness values (FV), Min, and Max measures.
From the table,we can conclude that theMPASCAalgorithmobtained the best rank than other
methods in all measures followed by SCA, MPA, HHO, and HGSO, respectively, whereas
GA came in the last rank. In addition, Figs. 5, 6, 7 illustrate the post hoc test; the algorithms
appear in the figure with this order: MPASCA, MPA, HHO, HGSO,WOA, GWO, GA, SSA.
There are statistically significant differences between the proposed method and 50% of the
compared algorithms in all measures.

5.5 Real application

In this section, we test the applicability of the proposed MPASCA when applied to the
real metabolomics dataset. The metabolomics studies have a great role in early diagnosis
of diseases where metabolomics can be defined as a branch of science which deals with the
analysis of metabolites in the tissues of organisms in order to observe physiological functions
and responses of the organism to different stimuli, such as infection, illness or drug usage.
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Table 7 Accuracy measure results of the proposed method and the compared algorithms

Dataset MPA MPASCA HHO HGSO WOA GWO GA SSA SCA

D1 0.956 0.959 0.964 0.975 0.948 0.957 0.946 0.979 0.979

D2 0.980 0.988 0.973 0.933 0.943 0.942 0.935 0.972 0.981

D3 0.977 0.992 0.964 0.985 0.945 0.916 0.961 0.959 0.956

D4 0.999 1.000 0.972 0.974 0.896 0.899 0.867 0.959 0.999

D5 0.744 0.759 0.745 0.726 0.770 0.790 0.713 0.765 0.785

D6 0.905 0.824 0.906 0.891 0.799 0.827 0.875 0.898 0.893

D7 0.941 0.977 0.927 0.912 0.917 0.938 0.958 0.970 0.968

D8 0.972 0.982 0.973 0.950 0.951 0.958 0.962 0.966 0.975

D9 0.954 0.973 0.913 0.932 0.882 0.876 0.884 0.969 0.889

D10 1.000 1.000 0.995 0.985 0.950 0.963 0.948 0.964 1.000

D11 0.938 0.980 0.956 1.000 0.969 0.982 0.867 1.000 0.973

D12 0.968 0.992 0.957 0.956 0.983 0.938 0.994 0.919 0.978

D13 0.879 0.851 0.931 0.915 0.759 0.772 0.858 0.810 0.856

D14 0.829 0.856 0.818 0.810 0.781 0.782 0.825 0.799 0.851

D15 0.962 0.960 0.967 0.984 0.962 0.970 0.960 0.957 0.971

D16 0.759 0.781 0.729 0.728 0.728 0.719 0.753 0.738 0.740

D17 0.983 1.000 0.998 0.998 0.976 0.983 0.983 1.000 0.996

D18 1.000 1.000 1.000 1.000 0.997 0.984 1.000 1.000 1.000

High-dimensional datasets

DS19 1.000 1.000 1.000 0.950 1.000 1.000 0.950 1.000 1.000

DS20 0.754 0.789 0.754 0.807 0.737 0.737 0.807 0.807 0.702

DS21 0.981 1.000 0.933 0.914 0.981 0.905 0.943 0.990 0.867

DS22 0.545 0.885 0.876 0.667 0.636 0.394 0.679 0.800 0.654

The significance of bold indicates the best results

Fig. 2 Averages of the fitness function values and the STD measure in the experiment

Accordingly, the feature selection process of bioinformatics is an essential target. Identifying
the genomic biomarkers between thousands or evenmillions of genes tested can help to define
the exact mechanism behind a specific disease or can participate in the drug design process
[69,70]. The considered three metabolomics datasets descriptions in this study can be given
as below:
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Fig. 3 Averages of the Min and Max measures in the experiment

Fig. 4 Averages of the accuracy measure and the number of selected features in the experiment

1. TBI dataset In this traumatic brain injury (TBI) dataset, the features refer to the profiling
of serum metabolic with/without cognitive impairment (CI). In general, there are 31 and
73 TBI patients with and without CI, respectively. There are 42 metabolites and 104
samples in this dataset, as given in Table 9.

2. CHD dataset The coronary heart disease (CHD) [71,72] contains 88 patients with 78
metabolites computed in the patients and healthy controls with UPLC-HRMS (this term
refers to the “ultra-performance liquid chromatography-high resolution mass spectrom-
etry”). The collected sample is from patients of the Hospital of Yunnan Province, China,
where the 88 samples can be categorized into 21 and 16 patients with type 2 diabetes
mellitus and without CHD, respectively. Moreover, there are 51 healthy cases without
blood relationships, so there are three classes in the CHD dataset.

3. ATR dataset This dataset refers to the Acori Tatarinowii Rhizoma (ATR) collected from
two provinces in China (Anhui and Sichuan). There are 21 samples from Sichuan and
eight from Anhui. Additionally, the ATR contains 104 features (i.e., volatile compounds)
and 29 samples. For more details see [70].

5.5.1 Results and discussion

Table 10 records the classification accuracy results (in this measure, the best accuracy
(BestAcc) and the mean accuracy (MeanAcc) are presented) as well as the number of the
selected features by each algorithm. The MeanAcc was calculated using 30 runs.

In the TBI dataset, the BestAcc shows that the performance of the MPASCA was similar
to the MPA, HGSO, WOA, GWO, and SSA, whereas all these algorithms reached 100%
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Fig. 5 Post hoc test for fitness function measure

Fig. 6 Post hoc test for Min measure
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Table 8 Results of Friedman test

MPASCA MPA HHO HGSO WOA GWO GA SSA SCA

FV 2.56 3.33 4.17 4.11 6.50 6.67 8.28 5.94 3.44

Min 2.50 3.94 3.94 5.03 5.72 5.97 8.22 6.11 3.56

Max 2.61 3.67 3.78 4.17 6.81 7.19 7.97 5.86 2.94

The significance of bold indicates the best results

Fig. 7 Post hoc test for Max measure

Table 9 Description of the used
datasets

Dataset Features Instances Class

TBI 42 104 3

CHD 88 79 2

ART 104 29 3

of the classification accuracy, whereas the MeanAcc shows that the MPASCA, SCA, and
WOA successfully classified all samples correctly, followed byHGSO. Regarding the feature
selection results, the MPASCA was ranked third after HGSO and WOA, respectively, with
small differences.

In the CHD dataset, the MPASCA achieved the first rank in the BestAcc and MeanAcc
measures; it was obtained 0.90 and 0.86, followed by SCA with 0.89 and 0.83, respectively.
The MPA was ranked third whereas, the last rank was obtained by the HGSO. In the feature
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selection measure, the MPASCA came in the second order after the HGSO, but the quality
of the obtained features by MPASCA was better than those of HGSO.

In the ART dataset, all algorithms performed equally in the BestAcc measure, and they
classified all samples correctly. In MeanAcc measure, the MPASCA performed similarly
to the HHO, HGSO, SCA, GWO, and SSA. The worst result was recorded by the GA
algorithm. In the feature selection measure, the MPASCA and WOA obtained the smallest
features followed by the MPA, HGSO, and SCA, respectively.

In general, the MPASCA showed good performance in all datasets and measures besides
showed the best classification results, especially in the CHD dataset.

From all previous results and discussion, it can be noticed that the MPASCA as a feature
selection method provides better accuracy than other comparison FS techniques. This was
obtained by using the operators of SCA during the exploration phase of MPA. This makes
the solutions are competitive in this phase and allow them to find the feasible region that
contains the optimal solution. However, MPASCA has some limitations that influence the
quality of solutions, such as its exploitation ability needs to be improved, and this can be
achieved by using the local search method.

6 Conclusion

In this study, a modified version of the marine predators algorithm (MPA) is proposed as a
feature selection (FS) method. In general, MPA established its ability to find the solution for
global optimization and engineering problems. However, by analyzing its behavior during
the optimization process, it has been found that its exploitation is weaker than its exploration,
which can degradation its performance when applied to real-world applications, such as FS.
Therefore, the operators of the sine–cosine algorithm (SCA) have been combined with MPA
in the exploitation phase to enhance its ability to stagnate at the local point. To validate
the performances of the proposed MPASCA, a set of experiments are conducted using 18
datasets. In addition, it compared to eight FS algorithms. The experimental results proved
the superiority of the developed MPASCA overall other algorithms in terms of classification
performance. Furthermore, we evaluate the MPASCA with real-world application, such as
metabolomics dataset. Also, it showed better performance than compared algorithms.

In future works, the developed MPASCAmodel can be extended as a multi-objective fea-
ture selection and image segmentation. In addition, it can be applied to IoT as task scheduler
techniques.
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