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Abstract
With the access devices that are densely deployed in multi-access edge computing environ-
ments, users frequently switch access devices when moving, which causes the imbalance 
of network load and the decline of service quality. To solve the problems above, a seamless 
handover scheme for wireless access points based on perception is proposed. First, a seam-
less handover model based on load perception is proposed to solve the unbalanced network 
load, in which a seamless handover algorithm for wireless access points is used to calcu-
late the access point with the highest weight, and a software-defined network controller 
controls the switching process. A joint allocation method of communication and comput-
ing resources based on deep reinforcement learning is proposed to minimize the terminal 
energy consumption and the system delay. A resource allocation model is based on mini-
mizing terminal energy consumption, and system delay is built. The optimal value of task 
offloading decision and resource allocation vector are calculated with deep reinforcement 
learning. Experimental results show that the proposed method can reduce the network load 
and the task execution cost.

Keywords  Multi-access edge computing · Seamless handover · Software-defined network · 
Deep reinforcement learning

1  Introduction

With the development of wireless technology and the Internet of Things, applications need 
to consume a large number of network and computing resources to reduce low latency [1]. 
However, the limited computing power, battery life, and storage space of mobile devices 
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can hardly meet the above requirements. To solve this problem, multi-access edge com-
puting (MEC) is proposed to expand the applicability of Wi-Fi and multiple fixed access 
technologies in heterogeneous networks [2]. MEC is deployed at the edge of the mobile 
network by service providers and has the characteristics of low latency, low energy con-
sumption, and perception. The user’s request is directly processed by the local MEC, which 
greatly reduces the end-to-end delay and the backhaul network load. However, MEC still 
faces many challenges to meet the needs of users for high data rates and high computing 
capabilities, such as user mobility issues, resource coordination management issues, secu-
rity and billing issues, and privacy protection issues. Software-defined Network (SDN) is a 
new type of network architecture that separates the control plane and forwarding plane of 
network equipment. It breaks the vertical coupling of the network architecture and simpli-
fies the network configuration and policy implementation [3]. MEC hides the complexity 
of the heterogeneous edge computing environment from end-users by the programmability 
of SDN, which ensures the effective implementation of services [4–6].

In the SDN-based MEC environment, the intensive deployment of access equipment 
leads to frequent handovers and ping-pong effects of users during the movement, which 
results in a waste of wireless channel resources and a decline in the quality of experience 
(QoE). Therefore, it will become very important to realize the seamless handover of mobile 
terminals at multiple network access points and to guarantee the quality of service dur-
ing handover. To provide various services, newly developed applications require more and 
more resources, which poses challenges to current mobile devices, which are often limited 
in terms of computing, storage, and battery capacity due to portability. How to properly 
configure communication resources and computing resources in SDN-based MEC environ-
ment will be of great significance to achieve computing load balancing, reduce task com-
puting delay and terminal energy consumption. Focusing on the realization of SDN-based 
MEC environment, the seamless switching of terminal devices between network access 
points, the joint management of communication and computing resources, we carry out 
two aspects of research: based on quantum particles group-optimized seamless switching 
method for wireless access points, and DRL-based joint management method of communi-
cation and computing resources. The main contributions are summarized as follows.

1.	 In order to solve the problem of frequent handover and ping-pong effect caused by 
the dense deployment of small cells in the SDN-based MEC environment, a seamless 
switch scheme for wireless access points based on load awareness is proposed. This 
scheme monitors the network status in real time by the centralized control function of 
the SDN controller, which considers the traffic load of AP and the load of MEC, and 
the real-time change of signal reception strength. SDN migrates the routing logic to the 
central controller, which uses real-time global information to make forwarding decisions 
and configure forwarding rules on the switch. In SDN, intelligent management logic is 
installed on the controller, which greatly simplifies the operation and management of the 
network. The instantaneous changes caused by geographically dispersed services and 
the dynamic behavior of the network can also be captured. This algorithm can ensure 
task continuity during handover and reduce network load.

2.	 In order to reduce the task’s calculation delay and terminal energy consumption, a 
joint allocation method of communication and computing resources based on DRL is 
proposed. First, a resource allocation model based on minimizing terminal energy con-
sumption and system delay is built. Then, the optimal value of task offloading decision 
and resource allocation vector are calculated with deep reinforcement learning. The joint 
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resource allocation method can reasonably allocate the communication and computing 
resources in MEC based on SDN, which is of great significance to ensure the service 
quality of mobile terminal services. At the same time, it can reduce the network load and 
the transmission delay of communication link, improve the service distribution ability 
and improve the resource utilization. This strategy can obtain the best results of task 
offloading and resource allocation, and reduce task execution costs.

3.	 Experimental results show that the seamless handover algorithm can ensure task conti-
nuity during handover and reduce network load. The resource allocation method obtains 
the optimal value of task offloading and resource allocation, and reduces the cost of task 
execution.

The rest of this paper is structured as follows. Section  2 reviews related works and 
Sect. 3 presents the SDN-based seamless switching and resource management scheme in 
MEC environment. Section  4 presents the implementation of the algorithms. Section  5 
evaluates the implementation and validates the advantages of our approaches. Finally, con-
clusions and future work are given in Sect. 6.

2 � Related work

2.1 � SDN‑based MEC architecture

Mahdi et al. [5] proposed a secure and energy-saving SDN controller blockchain support 
architecture, an efficient distributed trust authentication scheme. Zhang et al. [7] analyzes 
the combination of blockchain and SDN to ensure the trust of network platform and effec-
tive network management. Huang et al. [8] proposed and implemented a low-latency MEC 
framework based on SDN, which provided flexible data plane programmability for MEC 
and mobile core networks while maintaining compatibility with Third-Generation Partner-
ship Project (3GPP). Katov et al. [9] proposed a method for resource consolidation toward 
minimizing the power consumption in an extensive network, with a substantial resource 
over-provisioning. Schiller et  al. [10] developed an SDN controller to manage the traffic 
on the MEC system. The controller is used for the evaluation of public security solutions. 
Peng et al. [11] applied SDN control functions to achieve intelligent flow control and effec-
tive multi-resource management, which reduced the cost of function configuration. Mila-
dinovic et  al. [12] introduced SDN and MEC technologies to transmit and process data 
generated by many sensors in smart cities, which achieved optimal distribution of intelli-
gent city applications between MEC servers and remote cloud computing centers. Xia et al. 
[13] proposed a new industrial IoT architecture with a layered SDN controller and MEC-
based radio access network (RAN). Wang et al. [14] proposed a new DRL-based offload-
ing framework, which can efficiently learn the offloading policy uniquely represented by a 
neural network. Hamid et al. [15] proposed a new and trustable framework for MEC man-
agement systems with crucial security and authentication components by which it ensures 
the delivery of users’ QoE. Yazdinejad et  al. [16] proposed a secure and energy-saving 
blockchain support architecture for the SDN controller of the IoT, making the blockchain 
suitable for IoT devices with limited resources.

In this paper, we study seamless handover and resource allocation of MEC architec-
ture based on SDN, ensuring the continuity of users’ services before and after handover to 
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reduce the network load. The optimal decision vector and resource allocation vector can be 
obtained, which reduces the cost of task execution.

2.2 � Seamless handover

Bao et al. [17] proposed a framework that supports a job pre-migration mechanism, which 
can migrate computing jobs when switching is expected. Yunoki et al. [18] proposed the 
ongoing service is restored with a new appropriate MEC server, which can achieve central-
ized control of the network and support users’ high mobility. Neto et al. [19] proposed a 
taxonomy that provides a comprehensive view of the reasons for solution deployment and 
the scenarios in which the solution runs. Bi et  al. [20] proposed a fog computing archi-
tecture, which improves the handoff performance and data communication efficiency in 
mobile fog computing. Zeljković et  al. [21] proposed a modular handover management 
framework based on SDN, which reduce the delay in the handover process and the signal-
ing overhead of handover. Yin et al. [22] proposed a new fast switching scheme for SDN-
based vehicle network to improve the switching performance.

Mouawad et  al. [23] proposed an SDN-based vehicle network mobility management 
solution, which provided handover expectations to ensure low latency and seamless hando-
ver. Zhang et al. [24] proposed a seamless handover authentication protocol rush for 5 g 
heterogeneous networks to ensure the security and efficiency of frequent handover in 5 g 
wireless roaming environment. Mohseni et al. [25] proposed a handoff scheme based on 
hierarchical SDN, which reduces the number of handoffs in the mobile process. Bi et al. 
[26] proposed a SDN-based mobility management (SDN-MM) solution to decouple mobil-
ity management and packet forwarding.

Through the analysis of a large number of research results, it can be seen that although 
the existing switching schemes ensure the continuity of service, their considerations are 
often not careful enough, ignoring the impact of bandwidth, memory, and CPU load of the 
edge server on the switching, which leads to a decrease in network performance because of 
the unnecessary frequent handovers.

2.3 � Resource management

Zhong et  al. [27] proposed a new task popularity estimation scheme, which effectively 
reduces the delay and energy consumption. Lyu et al. [28] proposed a heuristic unloading 
decision algorithm, which can maximize the utility of the system. Tran et al. [29] studied 
the problem of joint task offloading and resource management in order to maximize the 
user’s task offloading benefits. Cheng et al. [30] considered a multi-user and multi-MEC 
server system based on orthogonal frequency division multiplexing access, in which task 
offloading strategies and wireless resource management were jointly studied. Liang et al. 
[31] studied energy-efficient resource management in software-defined mobile networks 
with mobile edge computing and caching capabilities. Wang et al. [32] studied distributed 
wireless transmission resources between the MEC server and the underlying edge device, 
and distributed wired transmission resources between the cloud center and the MEC server 
to provide low-latency services for IoT real-time applications. Qian et  al. [33] proposed 
two algorithms to determine the best grouping of the edge to serve offloaded computing 
workloads of different intelligent terminals. Yang et al. [34] invoked the Markov decision 
process for resource management problems of mobile users and access points to learn the 
best offloading and resource management strategies from historical experience.
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Through the analysis of a large number of research results, it can be seen that although 
the existing resource management scheme improves the system performance to a certain 
extent [27–37], they do not consider the impact of SDN on network resource management. 
For the terminal device, due to the uncertainty of user movement and wireless conditions, 
the joint management of communication resources and computing resources is crucial for 
user task processing.

3 � Seamless handover scheme of wireless access point based on load 
awareness

3.1 � Seamless handover model of wireless access point based on load awareness

The system framework of the SDN-based MEC environment is shown in Fig.  1, which 
is mainly divided into an infrastructure layer, an edge computing layer, and a cloud com-
puting layer. The key components include mobile devices, base stations, wireless access 
points (AP), SDN controllers, MEC servers, and cloud data centers. The infrastructure 
layer comprises various hardware devices such as mobile devices, base stations, wireless 
APs, switches, and optical fibers. Various access technologies make up different access 
networks. For example, the wireless access network composed of base stations and wire-
less APs has higher flexibility and mobility. The fiber access network composed of opti-
cal fibers, switches, and gateways provides users with high-bandwidth services. The MEC 
server is deployed near the cellular base station and the wireless AP in the edge computing 
layer. Multiple MEC servers can collaborate and complete tasks through backhaul links to 
provide better service for mobile users by balancing workload and sharing resources. The 
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Fig. 1   System framework of SDN-based MEC environment
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MEC server and the SDN controller communicate through the OpenFlow protocol. The 
SDN local controller controls each control domain, and the controller can poll the switch 
to collect statistics about the active flow. Alternatively, it can request traffic statistics to be 
pushed at a specific frequency (when the traffic exceeds the time limit). The controller has 
a global view of the network. These functions of the OpenFlow controller can be used to 
develop complex and effective monitoring solutions. In this way, SDN local controller can 
form a global view of network topology and resources. The local controller of SDN col-
lects information such as nodes, paths, and bandwidth to abstract network resources. The 
global controller of SDN is considered to be the engine of the entire MEC. All the main 
controls and decisions are initialized and related to processing in the global controller. The 
centralized SDN architecture can distribute the overall control load among the local con-
trollers and reduce the overhead of the global controller. When the resources at the edge 
computing layer are limited, or when processing tasks insensitive to delay and computa-
tionally intensive, tasks can be offloaded to the cloud data center for execution.

To balance the load between APs in the MEC environment and alleviate the ping-pong 
effect of frequent mobile terminal handover between APs, this paper uses the centralized 
control function of the SDN controller to form a global view of the network topology dur-
ing network initialization. Each controller adds an application that adds mobility alloca-
tion capabilities to the controller. The SDN controller monitors the network status of each 
AP in real-time and collects user terminal information so that the AP only has the data 
forwarding function. To select access points in the seamless handover, this paper compre-
hensively considers the traffic load of AP and the load of MEC, and the real-time change 
of signal reception strength. It proposes a seamless handover algorithm based on load 
awareness. Among them, the weighted sum of CPU utilization, memory utilization, and 
bandwidth utilization is taken as the load of the MEC server. The quantum particle swarm 
optimization algorithm is used to solve the model, and the access point with the most sig-
nificant access weight is decided. According to the handover factor compared with the cur-
rent access point, the SDN controller decides whether to perform the handover. The seam-
less handover process considered in this paper is different from the long-distance service 
migration scheme and only considers adjacent access points. The data packets sent during 
the handover process include signal strength messages and load conditions. The data size is 
minimal, so the cost of task migration is low and can be ignored [38]. The seamless hando-
ver scheme of wireless access points based on load awareness is shown in Fig. 2.

3.1.1 � SDN‑based seamless handover communication model in MEC environment

An SDN-based MEC environment includes multiple access technologies. For example, 
macro-base stations and micro-base stations are used as network access points to provide 
services for users. When users move in an SDN-based MEC environment, multiple users 
have different types of execution of the terminal service, which are connected to the AP 
through a wireless link and communicate with the MEC server. In an SDN control domain 
of the access plane, let M = {m1,m2, ...,mN} represents the set of MEC servers in the sys-
tem, A = {a1, a2, ..., aN} represents the set of APs in the system, U = {u1, u2, ..., uK} repre-
sents a collection of users in the system. Any one of these users can only connect to a sin-
gle AP at a time. Fi,j is the user connection matrix, which indicates the connection between 
the user and the AP. Fi,j = 1 indicates that the user ui is connected to the AP aj , and Fi,j = 0 
indicates that the user ui is not connected to the AP aj . Let Uaj denote the set of users man-
aged by AP aj.
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The clients can continuously generate up-link traffic, and each user is allowed to connect 
to only one AP at the same time. The downlink traffic for AP transmissions can be ignored. In 
this paper, logarithmic distance path loss model is used as channel transmission model. Signal 
strength is an indispensable factor in seamless switching, and it has a positive correlation with 
the channel anti-jamming ability in data transmission. The received signal strength between 
the access point aj and the user ui is defined as follows [39].

where Ptx represents the transmit power of user ui , Gt is the transmit gain of user ui , Gr is 
the receive gain of access point aj , dij is the distance from ui to aj , dref is the reference dis-
tance for calculating loss, f  indicates frequency band, L indicates system loss, c indicates 
speed of light, and � indicates path loss factor.

Therefore, the uplink signal-to-interference-plus-noise ratio (SINR) can be expressed as 
follows [40].

where Ir =
∑

q∈K,k∉i Pdij(1 ≤ q ≤ K, 1 ≤ j ≤ N) is the cumulative interference generated 
by all users that are sending data except ui , and �2 is additive white Gaussian noise.

(1)Pdij = Ptx + Gt + Gr − 20 log10(4�fdref

√
L∕c) − 10� log10(dij∕dref)

(2)SINRi,j =
Pdij

Ir + �2
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Fig. 2   Seamless handover scheme of wireless access point based on load awareness
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3.1.2 � AP and edge server load model

3.1.2.1  AP load  The traditional handoff between different APS in the same network is 
divided into two stages: trigger handoff and handoff execution. The handoff trigger stage 
refers to that with the continuous movement of sta in the network, the communication qual-
ity between sta and the current AP is getting worse and worse, resulting in the current 
wireless connection becoming more and more unstable, thus triggering the handoff process. 
There are three main processes in the handoff execution stage. Firstly, the network scan is 
carried out to obtain the status information of each AP in the network, and the handoff target 
AP is selected. Then the workstation sends the connection request to the selected handoff 
target AP for identity authentication. Finally, the workstation sends the association request 
to the handoff target AP to reestablish a new wireless connection. The allocation usually 
establishes the connection with AP according to the signal strength, and lacks the considera-
tion of the real load of AP, which makes the problem of low utilization of network resources 
and unbalanced load of access point in traditional network structure more and more serious.

In this paper, the traffic load of the AP is used as the AP load model. Let 
Lmax = {L1,L2,L3 ⋯LN} represent the maximum load of the AP set. When the traffic load 
of the AP exceeds the maximum value, it means that the AP is overloaded and the con-
nection relationship between the AP and the user needs to be redeployed. Because of the 
communication between user ui and AP aj . Within a period of time I , user ui receives IAI 
bytes and sends OAI bytes, and the interval between two acquisitions is T , then the aver-
age traffic of user ui is expressed as follows.

The instantaneous flow rate of user ui is expressed as follows.

Each user terminal has different requirements for communication quality. For rela-
tively balanced flow, the change of instantaneous flow is small, and the average flow 
can be used to predict the estimated flow rate of the user terminal; for sudden and rela-
tively strong data flow, the flow estimate of the user terminal should be predicted by the 
instantaneous flow. The flow of user ui can be expressed as follows.

where � < 1, for relatively balanced service flows, the value of � is small, and for data ser-
vices with relatively strong bursts, the value of � is large. The traffic of all user terminals 
connected by aj is:

The load condition of the access point is expressed as follows.

(3)VA,n =

�∑n

I=1
(IAI + OAI) n ≥ 1

nT n = 0

(4)VA,n =

{ (IAn+OAn)

T
n ≥ 1

0 n = 0

(5)VA = VA,n ⋅ � + VA,n ⋅ (1 − �)

(6)Laj =
∑

i∈Uaj

Vi
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3.1.2.2  MEC load  This paper considers the service type to calculate the incoming traffic 
which is distributed to the MEC server. According to the CPU, memory, and bandwidth 
utilization parameters, the load of each MEC server Loadmj

 can be calculated as.

where �,�, � represents the weight factors of CPU, memory and bandwidth utilization in 
the MEC server, respectively. Different types of user requests have different weight values 
for CPU, memory, and bandwidth.

3.1.3 � Modeling of seamless handover based on load awareness

How the user terminal selects the appropriate AP as the new access point is related to 
whether the load is balanced among APs. We have taken SINR, AP load, and MEC 
server load into consideration and introduce a new access evaluation weight Wi,j , which 
is defined as follows.

Therefore, the optimization goal is:

where Wi,j represents the weight of the user ui associated with the AP aj , the larger the 
value, the more resources available on the AP, and the user terminal should access the AP. 
Constraint C1 means that the total weight of the user request for each resource in the MEC 
server is 1, and constraint C2 means that the load of each AP cannot exceed its thresh-
old, so as to avoid overloading AP traffic and causing various access points in the network 
unbalanced load. Constraint C3 means that a user can only connect to one AP at a time.

If the access weights of the candidate AP and the original AP are similar, the termi-
nal device will frequently switch. This situation not only aggravates the workload of 
the SDN controller, but also degrades the user’s service quality, and is not good for the 
network load balancing. In order to avoid this situation, this paper defines a switching 
factor. When the switching factor is greater than the system switching factor thresh-
old, the switching is performed. The switching factor threshold is set to different values 
according to the different needs of users. The calculation formula of the switching factor 
Ha,b is defined as follows.

(7)Loadaj =
Laj

Lj

(8)
Loadmj

= � × CPUr + � ×MEMr + � × Bandr

s.t. � + � + � = 1 �,�, � ∈ (0, 1)

(9)Wi,j =
SINRi,j

1 + Loadaj + Loadmj

(10)

maxWi,j

s.t C1 ∶ 𝛼 + 𝜇 + 𝛽 = 1 𝛼, 𝛽,𝜇 ∈ (0, 1)

C2 ∶ Laj < Lj, ∀j

C3 ∶
∑

i
Fi,j = 1, ∀j ∈ {1, 2, ...,N}
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where Wa and Wb are the weights of the candidate AP and the original AP, respectively. In 
this way, the switch decision made by the SDN controller can reduce the workload of the 
controller and improve the network performance.

3.2 � Seamless handover algorithm of wireless access point based on load awareness

In this paper, a quantum-behaved particle swarm optimization algorithm is introduced to solve 
the switching problem of wireless access points based on load awareness. Searching for the 
global optimal solution, which is the access point with the largest Wi,j . In the QPSO algo-
rithm, each particle represents a candidate solution. Each particle is randomly initialized in 
the d-dimensional search space. The dynamic behavior of particles is very different from the 
dynamic behavior of particles in the classical PSO system. A single particle cannot know the 
precise values of position and velocity at the same time. The state of a particle is described 
by the wave function Ψ(�⃗x, t) rather than the position and velocity in the PSO algorithm. In the 
wave function Ψ(�⃗x, t) , �⃗x is the position of the particle and t is time.

The total number of particles is Q and the current position vector of particle k (k = 1, 2...,Q) 
is represented as �⃗xk , which is defined as follows:

where �⃗xi
k
 represents the connection between the i-th user and the AP, which is defined as 

follows:

Each particle is updated according to the following rules:

where n represents the total number of iterations,� is the expansion and contraction factor. 
� , h is a random number from 0 to 1, and E(n) is the average optimal position, which is 
defined as follows.

The position update function P is defined as follows.

where Pk(n) represents the optimal position of the k-th particle at the n-th iteration, G(n) 
represents the global optimal position, which is selected from Pk(n) of all particles accord-
ing to the fitness function, which is defined as follows.

(11)Ha,b =
Wa −Wb

Wb

(12)�⃗xk = (�⃗x1
k
, �⃗x2

k
, ..., �⃗xi

k
, ..., �⃗xK

k
)

(13)�⃗xi
k
= (Fi,1,Fi,2, ...Fi,N)

(14)
{

�⃗xk(n + 1) = P + 𝜆|E(n) − �⃗xk(n)| ⋅ ln(1∕𝜂), h ≥ 0.5

�⃗xk(n + 1) = P − 𝜆|E(n) − �⃗xk(n)| ⋅ ln(1∕𝜂), h < 0.5

(15)E(n) =

∑
k∈Q Pk(n)

Q

(16)P = �Pk(n) + (1 − �)G(n)

(17)J(Fi,j) = f (Fi,j) − �Pf (Fi,j)
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where f (Fi,j) is the objective function, � is the penalty factor, and Pf (Fi,j) is the penalty 
function, which is defined as follows.

The optimal position of the k-th particle at the n-th iteration is defined as follows:

G(n) is the global optimal solution, which is defined as follows.

According to the above solution process, the core pseudocode of the wireless access 
point seamless switching algorithm based on quantum-behaved particle swarm optimiza-
tion proposed in this paper is shown in Algorithm 1.

The specific implementation steps are as follows:

1.	 Initialize the maximum number of iterations N , the particle swarm size Q , the initial 
position of each particle �⃗xk(0).

(18)Pf (Fi,j) =
[
max(0, Laj − Lj)

]2
+
∑

i∈K
(
∑

j∈N

Fi,j)
2 +

∑

j∈N

∑

i∈K

(F2
i,j
− Fi,j)

2

(19)Pk(n) =

{
�⃗xk(n), if J[�⃗xk(n)] > J[Pk(n − 1)]

Pk(n − 1), if J[�⃗xk(n)] ≤ J[Pk(n − 1)]

(20)� = arg max
1≤k≤Q

{J[Pk(n)]}

(21)G(n) = P�(n)
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2.	 Evaluate the fitness of all particles, and retain the individual optimal position and global 
optimal solution.

3.	 Update the particle population according to the particle update rules.
4.	 If the maximum number of iterations is reached, the optimal position of the group is 

output, otherwise it returns to step 2.
5.	 The SDN controller decides whether to switch based on the switching factor calculation 

formula.

In the design of the quantum-behaved particle swarm optimization algorithm, the parti-
cle population size is Q , the maximum number of iterations of the particle is N , each parti-
cle is randomly initialized in the d-dimensional search space, the particle state is described 
by the wave function Ψ(�⃗x, t) , And the particle has quantum behavior that can improve the 
global convergence ability of the algorithm, and its time complexity is O(Q × N × d).

4 � DRL‑based joint allocation scheme of communication 
and computing resources

4.1 � DRL‑based joint allocation model of communication and computing resources

Communication and computing resources are vital for the offload and execution of com-
puting tasks by edge users. The former determines the data rate and energy consumption 
during transmission. The latter limits the computation time and execution energy of tasks 
offloaded to the MEC server. How to allocate communication resources and computing 
resources in MEC based on SDN properly is of great significance for ensuring the service 
quality of mobile terminal services. It can reduce network load and transmission delay of 
communication links, improve service distribution capabilities, and increase resource uti-
lization. When exploring resource allocation of MEC based on SDN, the core task is to 
determine whether the task needs to be offloaded and whether offloading can reduce task 
response delay and terminal energy consumption. In other words, our goal is to allocate 
communication resources and computing resources to mobile devices in a reasonable man-
ner to minimize the task execution cost of all users in the system. This section combines 
factors such as terminal energy consumption and system delay for task execution to solve 
the above problems, shown in Fig. 3.

4.1.1 � Communication resource model

Assuming that the number of user devices in this section is N and the number of MEC serv-
ers is M , user tasks can be executed locally or offloaded to the MEC server. This chapter 
sets that if multiple tasks use the same channel, when data are transmitted through wireless 
resources, the tasks will interfere with each other, resulting in a reduction in the data trans-
mission rate. The set of user equipment in a single cell is represented as N = 1, 2,… , n . 
Assuming that each user has delay-sensitive or computationally intensive tasks that need 
to be processed, the tasks can be executed locally or offloaded to the MEC server via a 
wireless link for execution. The set of MEC servers is expressed as M = {1, 2, ...m} , and 
the capacity of MEC servers is limited, which may not be enough for all users to offload 
tasks to the edge server for execution. Define W as the bandwidth of the wireless channel. 
If multiple users choose to perform tasks at the same time, the wireless bandwidth will 
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be allocated to the user to upload data. Assuming that user k and MEC server m establish 
a connection through a wireless link, define the bandwidth ratio as �m

k
(0 ≤ �m

k
≤ 1) , the 

upload rate rk is given as follows.

where Pk is the transmission power used by user k to upload data, |Gm
k
|2 is the channel gain 

of the wireless access point near user k and the MEC server m in the wireless channel, and 
�2
k
 is the power of Gaussian noise.

4.1.2 � User task model

Assuming that the task that user k needs to perform is Rk= {Bk,Dk,�k} , which can be 
offloaded to the MEC service m or to execute locally. Let Bk represents the input data of 
task Rk , which includes the input parameters and application code of the task. Dk is the 
computing resource required to complete the task Rk , which is specifically defined as the 
number of CPU cycles required to complete the task. It can be seen that the size of Dk 
and Bk are positively related. �k represents the maximum allowable delay of task Rk , which 
means that each user’s experience delay should not exceed �k.

Assuming that tasks cannot be subdivided, which means that each user should per-
form their tasks through local calculations or offload calculations. For resources availa-
ble on the MEC server m ∈ M (such as computing resources, communication resources, 
and storage resources), the user k ∈ N can obtain its MEC server resources through the 
wireless channel. Let the offload decision variable �k = {0, 1} , �k = 1 means that the 
task Rk of user k is executed locally, and �k = 0 means that the task Rk is offloaded and 

(22)rk = W�m
k
log2

(
1 +

Pk|Gm
k
|2

�2
k

)
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executed on the MEC server m . Let offload decision vector A = {�1, �2, ..., �n} represent 
the execution decision of the user task.

4.1.3 � Computing resource model

4.1.3.1  Local computing model  If user k chooses to execute task Rk locally, then let Tl
k
 

as the task local execution time of user k , which only includes the processing delay of the 
terminal device CPU. The number of CPU cycles per second, f l

k
 is defined as the local com-

puting power of user k . The local computing power will vary between different user devices. 
The local execution delay of task Rk is defined as follows.

Let El
k
 represent the local energy consumption for performing task Rk:

where zk represents the energy consumption of each CPU cycle that completes task Rk , 
zk = 10 - 11(f l

k
)2 . Combining formula (23) and formula (24), it can be concluded that the 

total cost of calculated locally Cl
k
 is given as follows.

where wt
k
 and we

k
 represent the delay weight and energy consumption weight of executing 

task Rk respectively. The weight setting can standardize the delay and energy consumption 
of different units. Under different criteria, it can reflect the user’s tendency to offload tasks, 
such as more sensitive to delay or more sensitive to energy consumption. When the user is 
in a low power state and pays more attention to energy consumption, wt

k
 is closer to 0 and 

we
k
 is closer to 1. When the user has sufficient power and is running some delay-sensitive 

applications (such as video distribution, augmented reality), wt
k
 is closer to 1, and we

k
 is 

closer to 0.

4.1.3.2  MEC server calculation model  If user k chooses to perform its task Rk on the 
MEC server m , the entire calculation process will be divided into three steps:

1.	 User k needs to upload enough input data (program code and parameters) to the AP 
through the wireless access network, The AP forwards the data to the MEC server m.

2.	 The MEC server m will allocate resources instead of user k to perform task Rk.
3.	 The MEC server m returns the execution result to user k.

Let Tm
k,t

 represent the transmission delay for user k to transmit input data to MEC 
server m , which is defined as follows.

(23)Tl
k
=

Dk

f l
k

(24)El
k
= Dkzk

(25)

Cl
k
= wt

k
Tl
k
+ we

k
El
k

s.t 0 ≤ wt
k
≤ 1

0 ≤ we
k
≤ 1

wt
k
+ we

k
= 1
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where rk is the upload rate of user k , and Bk represents the size of calculation input data 
required by task Rk.

Let Tm
k,p

 represents the processing delay of MEC server m executing task Rk , which is 
defined as follows.

where fk is the computing resource allocated by the MEC server m to the computing task 
Rk , such as the number of CPU cycles per second, and Dk represents the total number of 
CPU cycles required to complete the computing task Rk.

Let Em
k,t

 represent the transmission energy consumption of user k transmitting input data to 
MEC server m , which is defined as follows.

Let F define the total computing resources of MEC server m , the total amount of resources 
meets the condition as follows.

Assuming that when MEC server m is performing task Rk , user k is idle. This paper define 
the power of user k in the idle state as Pi

k
 , the energy consumption of user k in the process of 

MEC server m performing tasks Em
k,p

 can be calculated as follows.

After the task Rk is executed on the MEC server m , the transmission delay Tm
k,d

 of the user’s 
download result data is defined as follows.

where Bd is the size of the resulting data, rd is the download speed. However, the download 
data rate is usually high, and the size of the resulting data is much smaller than the size of 
the input data, so this article omits the delay and energy consumption of the process.

According to formulas (27) and (31), the delay Tm
k

 for user k to offload task Rk to MEC 
server m is given as follows.

According to formulas (28) and (30), the energy consumption Em
k

 of user k offloading task 
Rk to MEC server m can be obtained as follows.

(26)Tm
k,t

=
Bk

rk

(27)Tm
k,p

=
Dk

fk

(28)Em
k,t

= PkT
m
k,t

=
PkBk

rk

(29)
n∑

k=1

(1 - �k)fk ≤ F ∀k ∈ N

(30)Em
k,p

= Pi
k
Tm
k,p

=
Pi
k
Dk

fk

(31)Tm
k,d

=
Bd

rd

(32)Tm
k
= Tm

k,t
+ Tm

k,p

(33)Em
k
= Em

k,t
+ Em

k,p
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Combining formula (32) and formula (33), which can be concluded that the cost Cm
k

 of off-
loading task Rk to MEC server m by user k is given as follows.

Then the total cost Call of all users performing tasks collectively is given as follows.

The resource allocation problem in SDN-based MEC considers the task offload decision of 
multiple users and the joint allocation of communication and computing resources. The opti-
mization goal of the model is to minimize the execution cost of user tasks, the delay of task 
execution and the terminal energy consumption, the construction issues are defined as follows.

Among them, constraint C1 means that the task can only be offloaded to the MEC server 
for execution or local execution; constraint C2 means that the execution delay of the task can-
not exceed its maximum allowable delay; constraint C3 means that it is assigned to all offload 
tasks to the MEC server The total computing resources of the executed user set do not exceed 
the total computing resources of the MEC server; constraint C4 means that the computing 
resources allocated to a single user do not exceed the total computing resources of the MEC 
server. Constraint C5 means that the bandwidth allocated to a single user does not exceed the 
total bandwidth that the communication link can provide.

4.2 � DRL‑based joint allocation algorithm of communication and computing 
resources

4.2.1 � State space and action set

In the resource allocation problem of SDN-based MEC environment, the state space s consists 
of two parts. Define s = {Ccos t,Cr} , where Ccos t is the weighted value of the system environ-
ment user task execution delay and energy consumption, that is Ccos t = Call,where Cr is the 
available resource capacity of MEC server m , which is calculated as follows.

(34)Cm
k
= wt

k
Tm
k
+ we

k
Em
k

(35)Call =

N∑

k=1

�kC
l
k
+ (1 − �k)C

m
k

(36)

min

n∑

k=1

�kC
l
k
+ (1 − �k)C

m
k

s.t. C1 ∶ �k ∈ {0, 1}, ∀k ∈ N

C2 ∶ (1 − �k)T
m
k
+ �kT

l
k
≤ �k, ∀k ∈ N

C3 ∶

n∑

k=1

(1 - �k)fk ≤ F, ∀k ∈ N

C4 ∶ 0 ≤ fk ≤ (1 - �k)F, ∀k ∈ N

C5 ∶ 0 ≤ �m
k
≤ 1, ∀k ∈ N

(37)Cr = F −

n∑

k=1

(1 − �k)fk ∀k ∈ N
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The agent selects an action from the action space based on the value of the current state 
s . If the task is offloaded to the MEC server for execution, the power and bandwidth are 
allocated to the user equipment. If users choose to execute locally, users will consume local 
power to perform the task. The action space a = �1, �2, ..., �n consists of offloading deci-
sion vector A.

4.2.2 � Reward function

In DRL, after the agent performs the corresponding action a according to the state s , the 
environment will grant a specific reward r(s, a) . Each state-action pair will have a Q(s, a) 
value, which is choose the expected discount reward of action a from state s , this value can 
be regarded as a long-term reward. Usually, the reward function is related to the objective 
function. The objective function of this paper is to minimize the cost of user task execu-
tion, and the goal of DRL is to obtain the largest long-term reward. After each action, if 
we reduce the cost, we will get a positive reward; if we increase the cost, we will get a 
negative reward. Therefore, the value of the reward should be inversely related to the size 
of the objective function. In the system environment of this paper, instant reward Rimmediate 
is defined as follows.

where Ccos t(local) is the cost calculated locally by the task and Ccos t(s, a) is the cost of the 
current state. For user k , if the local calculation cannot satisfy the delay constraint, that is 
Tl
k
> 𝛾k , then offload its task to execute on the MEC server.
Q-learning is a classic reinforcement learning scheme and a learning scheme to record 

Q value. Each state-action pair will have a Q(s, a) value. For each step, the agent calculates 
Q(s, a) and stores it in the Q table. This value can be regarded as a long-term reward, the 
Q(s, a) can be expressed as:

where 0 < 𝜂 < 1 represents the learning rate, 0 < 𝜆 < 1 represents the attenuation factor, 
When � approaching 0, it means that the agent focus on instant rewards, � approaching 1, 
indicating that the agent is also very concerned about future rewards. The next step is a , 
and the next step is st+1.

4.2.3 � Deep Q network

Artificial neural network generally has three layers of structure: input layer, hidden layer 
and output layer. The output end of each layer is set with corresponding activation func-
tion, and there are corresponding weights between layers. Data from the input layer into 
the neural network, after all the neurons in the network processing, the output of the neural 
network can be obtained. However, in order to improve the network’s ability to depict data 
features, the number of hidden layers is usually increased. The structure of deep neural net-
work (DNN) is shown in Fig. 4.

Although Q learning can solve the problem by obtaining the maximum return, if we use 
Q learning, it means that for each state-action pair, we need to calculate the corresponding 
Q value and store it in the Q table. But as the number of users increases and the scale of the 

(38)Rimmediate = 1 −
Ccos t(s, a)

Ccos t(local)

(39)Q(st, at) = Q(st, at) + �[rt+1 + �max
a

Q(st+1, a) − Q(st, at)]
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problem increases, the Q table will be very large. Therefore, we use the DNN to estimate 
Q(s, a) instead of calculating the Q value for each state action pair, which is the basic idea 
of deep Q network (DQN).

In an SDN-based MEC environment, the problems of task offloading and resource allo-
cation consist of two alternating stages, which includes generation of task offload decision 
and update of task offload decision. The generation of offloading decisions depends on the 
use of DNN, which is characterized by its embedded parameters � , such as the weight of 
the hidden neurons connected. In the tth time slice, the DNN takes the current system state 
s as input, selects an optimal action a according to the objective function of the solution, 
the reward obtained by the system is Q(s, a) and compares the newly obtained state-action 
pair (s, a) is added to the replay memory. Then, in the tth time slice offload scheme update 
phase, a batch of training samples is extracted from memory to train the DNN, and the 
parameter �t of the DNN is updated to �t + 1 . In the next time slice, the offload decision is 
updated according to the new system state. Thereafter, the operations of these two stages 
are repeated, and the task offload decision of DNN is gradually improved.

The neural network of this algorithm uses the ReLU function as the activation function 
of the hidden layer of the network. ReLU function is a nonlinear activation function, which 
is defined as follows:

After the Q value is output by the neural network, this article uses �-greedy strategy 
to choose actions. Neural network training requires a loss function optimization process, 
which minimizes the deviation between the label and the output, and the parameters of the 
neural network will be updated by back propagation and gradient descent. The neural net-
work in DQN is no exception. The goal of DQN is to make the Q value close to the target 
Q value and use the Q learning algorithm to provide so-called labels. In this article, we use 
mean square error (MSE) [41] as the loss function of the neural network in DQN, which 
can be defined as:

(40)relu(x) =

{
x x ≥ 0

0 x < 0

(41)L(�) = E[(r + �max
at+1

Q�(st+1, at+1, �
�) − Q(st, at, �))

2]

Fig. 4   Deep neural network
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where r + �maxat+1 Q
�(st+1, at+1, �

�) is the target Q value calculated by the parameters �′ 
of the target network, and Q(st, at, �) is the evaluation Q value with the parameter � output 
by the evaluation network. The target network is used to provide fixed labels and improve 
the stability and convergence of training. The initial parameters of the target network are 
the same as the evaluation network, but � is updated every step, �′ is updated every C steps.

Algorithm  2 shows the core pseudocode of DRL-based joint allocation algorithm of 
computation and communication resources.

The specific � implementation steps are described as follows:

1.	 Initialize replay memory buffer D , evaluate network, target network, weight, etc.
2.	 Get the current state s.
3.	 Take the state s as input to get the Q value output corresponding to all actions of the 

neural network.
4.	 Use �-greedy strategy to choose action at.
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5.	 Perform resource allocation according to action at to get reward rt and next state st+1.
6.	 Store experience (st, at, rt, st+1) into the replay memory buffer D , and randomly take 

samples from the replay memory buffer D to calculate the current target Q value.
7.	 Train the neural network according to the loss function.
8.	 Update the target network weight every C steps
9.	 Repeat steps 2–8 until the state space search is completed.

5 � Evaluation

5.1 � Experimental environment

5.1.1 � Experimental setup

As shown in Fig.  5, the experimental environment consists of user equipment, an SDN 
controller, and an edge server. User equipment is the source of basic data information for 
the entire system, which can access the MEC server through a wireless access point. Two 
servers in different geographic locations represent edge nodes, and each edge node is a 
Docker container cluster environment, which uses Docker containers to provide flexible 
computing and storage resources. The edge node and the control node interact and forward 
data through the OpenFlow protocol. The control node integrates the SDN controller and 

Fig. 5   Architecture of the experimental environment
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the Kubernetes container orchestration tool, which provides communication to the network 
access device and edge nodes through the OpenFlow protocol of the southbound interface 
in the SDN architecture, which delivers flow table operation information for programma-
ble network control. This experimental platform provides user terminal access through net-
work access equipment, edge nodes provide high-bandwidth and low-latency application 
services, and the SDN controller implements network management.

5.1.2 � Experimental benchmark dataset

The benchmark test dataset determines the correctness and reliability of the perfor-
mance evaluation of the algorithm. The autonomous driving data set released by Udacity 
on Github [42] is selected. The data set includes 24,423 California street scene pictures, 
including trucks, cars, traffic lights, and pedestrians. The resolutions of the pictures are 
1900 × 1200. Some sample pictures are shown in Fig. 7.

5.1.3 � Performance metrics

To evaluate the feasibility of the load-aware wireless access point seamless handover 
scheme in SDN-based MEC environment, we select the average number of handovers, 
throughput, packet loss rate, load balance, average handover delay, and handover success 
rate as the algorithm performance evaluation indicators. The average number of hando-
vers represents the number of handovers that occur during the movement of the termi-
nal equipment of the entire system within a period time. The throughput is an impor-
tant parameter reflecting the load situation. The packet loss rate can be calculated as 
P_drop = 1 − (1 − Pc) × (1 − PER) . Load balance (LB) reflects the overall working status 
of the system at a certain moment which can be calculated as follows.

where Bi is the load of its edge server and n is the number of APs in the network. LB is a 
scalar in the interval [0, 1]. The average handover delay refers to the time it takes for data 
to travel from the sending end of the network to the receiving end during the handover. The 
handover success rate is the probability of a user’s successful handover.

In order to evaluate the feasibility of DRL-based joint allocation scheme of communi-
cation and computing resources, this paper selects average service time, terminal energy 
consumption, task completion rate, and task execution cost as algorithm performance eval-
uation indicators. The average service time [43] is the average duration of all tasks in the 
system from generation to the final execution result, which is calculated as follows:

where the SucR is the number of tasks of successfully executed, the TREi is the completion 
time of first task, and the TRSi is the start time of the first task. Terminal energy consump-
tion refers to the power consumption of the mobile terminal from the generation to the final 
execution result of all tasks in the system. It also includes local execution energy consump-
tion and offloading to the edge server transmission energy consumption. Task completion 
rate [44] refers to the ratio of the number of tasks whose response time meets the task 

(42)LB =

�∑
Bi

�2
�
n ⋅

∑
B2
i

�

(43)AST =

∑SucR

i=1
(TREi − TRSi)

SucR
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deadline to the total number of tasks, where task deadline is determined according to the 
urgency of the task and the execution capability of the system. Task execution cost is the 
weighted sum of user waiting time and energy consumption for task execution.

5.1.4 � Experimental parameters

In check to see the correctness and effectiveness of the seamless handover algorithm for 
wireless access point based on load awareness, in SDN-based MEC environment, the spec-
trum bandwidth of the AP is set to 20 MHz [45] and that of BS access is set to 40 MHz 
[46]. In the experiment, mobile devices move back and forth between multiple wireless 
access points to switch. SDN controller collects network information of each terminal 
and AP. The main experimental parameters and initialization configuration are shown in 
Table 1.

In order to verify the correctness and effectiveness of DRL-based joint allocation algo-
rithm of computation and communication resources, the spectrum bandwidth of the AP is 
set to 20 MHz and that of BS access is 40 MHz in SDN-based MEC environment. In the 
performance verification experiment of DRL-based joint allocation algorithm for commu-
nication and computing resources (DRL-RA), the situation that multi-users process com-
puting tasks within 30 min is simulated. The task arrival mode of each device meets Pois-
son distribution. The main experimental parameters and initial configuration are given in 
Table 2.

Table 1   Initialization configuration of main experimental parameters

Parameter Value Meanings of the parameter

K 4 Number of wireless channels owned by base station
�2  − 100 Thermal noise power (DBM)
fe [1, 9] CPU frequency of edge server (GHz)
f
n

[0.5, 2.0] Local computing rate of mobile users (GHz)
PT [1, 3] Power of user equipment in sending/receiving state (W)
Pb [0.1, 0.5] Power of CPU in idle state of user equipment (W)

Table 2   Initialization configuration of main experimental parameters

Parameter Value Meanings of the parameter

K 4 Number of wireless channels owned by base station
�2  − 100 Thermal noise power (DBM)
fe [1, 9] CPU frequency of edge server (GHz)
f
n

[0.5, 2.0] Local computing rate of mobile users (GHz)
PT [1, 3] Power of user equipment in sending/receiving state (W)
Pb [0.1, 0.5] Power of CPU in idle state of user equipment (W)
wt/we {0.1, 0.3, 0.5, 0.7, 0.9} Task execution weight of delay/energy consumption
Bk [50, 5000] Average data size of upload/download (KB)
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5.1.5 � Benchmark algorithms

To analyze the performance of the wireless access point seamless handover algorithm pro-
posed in this paper based on load awareness, this paper selects three completely differ-
ent seamless handover strategies as the comparison algorithms. Strongest signal first algo-
rithm (SSF) [47] mainly considers that each terminal device in the network can receive the 
largest RSSI value, which can often obtain better performance indicators. The minimum 
load first algorithm (MLF) [48] is to select the access point with the least load to switch 
under the condition that the network transmission rate of the terminal is not lower than the 
threshold. This type of algorithm often only considers the load of the AP, not the load of 
the edge server. QoS-Based Handover algorithm (QBH) [49] mainly considers the utility of 
the user side. Although QBH improves the accuracy of decision-making, it does not con-
sider the terminal service type, which will lead to the problem of unreasonable access point 
selection during the handover process.

To analyze the performance of DRL-RA, this paper chooses three different resource 
allocation strategies as comparison algorithms. Minimize total processing completion time 
(MTPCT) algorithm [50] aims to minimize the total processing completion time of all 
tasks. However, it does not consider reducing the energy consumption of the user terminal 
as much as possible while shortening the task processing delay. Minimize terminal energy 
consumption (MTEC) algorithm [51] minimizes the energy consumption of all mobile 
terminals under the constraints of application waiting time. This algorithm can greatly 
improve the task completion efficiency of users with insufficient power. Cost and latency 
tradeoff algorithm (CLT) [52] token the cost of task uploading, task execution, and result 
transmission as offloading cost. Each user will solve his own optimization problem when 
controlling resource allocation to maximize his role.

5.2 � Results and analysis

5.2.1 � Experimental verification of seamless handover scheme of wireless access point 
based on load awareness

The seamless handover algorithm (LASH) proposed in this paper is compared with SSF, 
MLF, and QBH. The influence of the number of mobile users and the user’s moving rate on 
the average number of handovers, throughput, packet loss rate, load balancing rate, average 
handover delay, and handover success rate over a period of time is considered.

5.2.1.1  Change of experimental results with time  Figure 6a–d shows the average switching 
times, packet loss rate, throughput, and switching delay over time. It can be seen from the 
figure that the average switching times and packet loss rate of the four algorithms increase 
with time. Due to frequent switching between SSF and MLF, service interruption is prone 
to occur, and the packet loss rate increases faster. QBH and LASH can consider a variety of 
factors to achieve seamless handover of user equipment, with fewer interruptions during the 
handover and lower packet loss rate. Besides, when handover occurs between SSF and MLF, 
the handover throughput decreases significantly. However, the switching between QBH and 
LASH is smoother, and the decrease in throughput is small. LASH omits the authentication 
phase in the handover process, which can greatly shorten the data transmission delay during 
the handover process.



2502	 C. Li et al.

1 3

5.2.1.2  The impact of the number of users on the experimental results  Figure 7a–d, respec-
tively, shows the change process of load balance, system throughput, packet loss rate, and 
handover success rate with the number of users. It can be seen from the figure that the num-
ber of handovers increases as the number of user increases, and the system throughput of the 
four algorithms gradually increases and the growth rate slows down. LASH considers the 
load situation between APs when switching and avoids load imbalance among APs. When 
the number of mobile users is 25, LASH is 33.39% higher than SSF in terms of load balance, 
4.01% higher than QBH, and 1.72% lower than MLF. In terms of system throughput, LASH 
is 10.99% higher than SSF, 6.92% higher than MLF, and 5.42% higher than QBH. As the 
number of users increases, the packet loss rates of the four algorithms gradually increase, 
and the growth rate slows down, and the handover success rates of the four algorithms all 
decrease.

5.2.1.3  The effect of user movement speed on experimental results  Figure 8a–d, respec-
tively, shows the change process of handover delay, the average number of handovers, 
packet loss rate, and handover success rate with the user’s moving rate. As the user’s moving 
speed increases, the handover delay of the user equipment between APs also increases. The 
increase in the user’s moving speed has led to an increase in the total number of user hando-
vers in the system, and the packet loss rates of the four algorithms have gradually increased. 

(a) Change of average switching time with times   (b) Change of packet loss rate with times

0

5

10

15

0 50 100 150 200 250 300

av
er

ag
e 

sw
tc

hi
ng

 ti
m

e

Time(s)

SSF MLF QBH LASH

0

20

40

60

0 50 100 150 200 250 300

P
ac

ke
t l

os
s 

ra
te

(%
)

Time(s)

SSF MLF

(c) Change of throughput with times (d) Change of switching delay with times

0

2

4

6

8

0 10 20 30 40 50 60

Th
ro

ug
hp

ut
 (M

b/
s)

Time(s) Time(s)

SSF MLF

0
5

10
15
20
25
30
35
40
45

0 10 20 30 40 50 60

S
w

itc
hi

ng
 d

el
ay

 (m
s)

SSF MLF

Fig. 6   The change of experimental results with time
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LASH considers handover based on multiple factors such as signal reception strength, AP 
load, and MEC load, which reduces the number of unnecessary handovers and makes the 
handover success rate decrease more smoothly as the user’s moving speed increases. When 
the user’s moving speed is 6 m/s, LASH is 11.9 ms lower than SSF, 8.9 ms lower than MLF, 
and 6.9 ms lower than QBH. In terms of average switching times, it is 46.10% less than SSF, 
39.97% less than MLF, and 21.68% less than QBH. In terms of packet loss rate, it is 12.67% 
lower than SSF, 11.67% lower than MLF, and 6.34% lower than QBH. The handover success 
rate is 6.21% higher than SSF, 4.1% higher than MLF, and 0.66% higher than QBH.

5.2.2 � Experimental verification of DRL‑based joint allocation scheme 
of communication and computing resources

The DRL-based joint allocation algorithm for communication and computing resources 
proposed in this paper is compared with MTPCT, MTEC, and CLT. The influence of the 
number of tasks, MEC server processing capacity, decision weight, and calculation task 
size on average service delay, terminal energy consumption, task completion rate, and task 
execution cost are also considered. This experiment uses the control variable scheme and 
still uses the target detection data set. Each experiment is repeated 20 times under the same 
conditions, and the average value is used as the final experimental result.

5.2.2.1  The impact of the number of tasks on the experimental results  Figure 9a–d shows 
the average service delay, terminal energy consumption, task completion rate, task execu-

(a) Change of load balance with users   (b) Change of system throughput with users 
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Fig. 7   The change of experimental results with the number of users



2504	 C. Li et al.

1 3

tion cost changes with the number of tasks. It can be seen from the figure that the average 
service delay, terminal energy consumption, and task execution cost increase as the number 
of tasks increases, and the task completion rate decreases as the number of tasks increases. 
DRL-RA runs a DRL-based resource allocation algorithm in an SDN-based MEC architec-
ture and uses the centralized control function of SDN to allocate communication resources 
and computing resources reasonably, consider delay and energy consumption factors. It can 
be seen from the figure that when the number of tasks is 50, the average service delay of 
DRL-RA is reduced by 21.18% compared with MTEC, 6.42% lower than CTL, and 8.06% 
higher than MTPCT. In terms of terminal energy consumption, it is 11.64% lower than 
MTPCT, 5.41% higher than MTEC, and 5.85% lower than CLT.

5.2.2.2  The influence of the processing capacity of the MEC server on the experimental 
results  Figure 10a–d, respectively, shows the average service delay, terminal energy con-
sumption, task completion rate, task execution cost, and MEC server processing capacity 
changes. The average service delay gradually decreases as the processing capacity of the 
MEC server increases. When the processing capacity of the MEC server is 8 GHz, DRL-
RA is 1% lower than MTPCT, 8.76% lower than CLT, and 28% lower than MTEC. When 
the processing capacity of the MEC server reaches 5  GHz, the terminal energy con-
sumption changes little and tends to be stable. When the MEC server processing capac-
ity is 8 GHz, DRL-RA reduces the terminal energy consumption by 13.39% compared 

(a) Switch delay with moving speed           (b) Average number of switch with moving speed

(c) Packet loss rate with moving speed (d) handover success rate with moving speed
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Fig. 8   The effect of user movement speed on experimental results



2505Deep reinforcement learning‑based resource allocation and…

1 3

with MTPCT, reduces by 5.95% compared with CLT, and increases by 3.27% compared 
with MTEC. When the CPU frequency of the MEC server is low, the waiting time and 
execution time of the task are longer, and the task completion rate of four algorithms is 
slightly lower. When the processing capacity of the MEC server is 7 GHz, all tasks can 
be completed within the deadline of the task. The task execution cost, which consists of 
task completion time and terminal energy consumption among four algorithms, tends to 
be the same when the processing capacity of the MEC server reaches 7 GHz.

5.2.2.3  The influence of  decision weight on  algorithm performance  Figure  11a–d, 
respectively, shows the influence of decision weight on algorithm performance. As the 
weight of the delay decision increases, the average service delay of the task gradually 
decreases. When delay decision weight was increased from 0.1 to 0.9, the average service 
delay of the task was shortened by 160 ms. The growth rate of the increase in termi-
nal energy consumption slows as the weight of energy consumption decisions gradu-
ally decreases. The energy consumption of the terminal device will increase. When the 
energy consumption decision weight is reduced from 0.9 to 0.1, the terminal energy 
consumption of the task increases by 21.93 mJ. The task completion rate increases as the 
decision-making weight increases with time. DRL-RA needs to meet the needs of differ-

(a) Change of average service delay with tasks (b) Change of energy consumption with tasks 

(c) Change of task completion rate with tasks (d)Changes in task execution costs with tasks 
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ent users, choose different energy consumption and time decision weights for different 
tasks, and allocate communication and computing resources reasonably.

5.2.2.4  The effect of task size on the experimental results  Figure 12a–d, respectively, show 
the average service delay, terminal energy consumption, task completion rate, task execu-
tion cost changes with the size of the computing task. When the task size is 400 kb, the 
difference between the average service delay and the MTPCT is very small. When the task 
size is 400 kb, DRL-RA is 20.67% lower than the MTEC and 12.93% lower than the CLT in 
terms of average service delay. When the task size is 400 kb, DRL-RA is 6.02 mJ less than 
MTPCT, 2 mJ less than CLT, and 3.5 mJ more than MTEC. DRL-RA uses DRL to reason-
ably allocate communication resources and computing resources, and the task success rate 
is higher than the other three algorithms. When the task size is 100 kb, the task execution 
time is short and the task success rate is higher. When the task size is 400 kb, DRL-RA 
increases the task success rate by 2.98% over MTPCT, 1.44% over MTEC, and 3.48% over 
CLT. When the task size is 400 kb, DRL-RA reduces the task execution cost by 22.98% 
compared to MTPCT, 21.75% lower than MTEC.

(a) Change of average service delay with task size (b)Change of energy consumption with task size

(c) Change of task success rate with task size (d) Change of task execution with task size
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6 � Conclusion and future work

In the SDN-based MEC environment, to solve the frequent handover and ping-pong 
effect caused by the dense deployment of equipment, this paper comprehensively con-
siders the AP traffic load and the MEC load, as well as the signal reception strength. 
The load-sensing based seamless switching method of wireless access point is proposed. 
Firstly, the system framework of multi-access edge computing environment based on 
SDN is introduced, and the seamless handoff problem is analyzed. Then, the uplink 
signal interference plus noise ratio, AP and edge server load model are integrated. 
Finally, a seamless handoff algorithm based on quantum particle swarm optimization 
is proposed to select AP to be accessed. Experimental results show that our scheme 
can reduce the average number of handovers and handover delay and improve system 
throughput and handover success rate and make the system load more balanced.

Because of the huge number of mobile devices and limited resources, the state of 
the wireless channel changes dynamically over time, this paper comprehensively con-
siders the task completion time, local execution cost, and MEC server execution cost 
factors, which proposes a joint allocation of communication and computing resources 
based on deep reinforcement learning method. Firstly, the resource allocation problem 
is analyzed; then, the constraints of task completion time, local execution cost, MEC 
server execution cost and other factors are comprehensively considered; finally, the deep 
reinforcement learning is used to solve the task unloading vector and resource alloca-
tion vector to realize the joint allocation of communication resources and computing 
resources, so as to reduce the task execution cost. Experimental results show that this 
strategy has a higher task completion rate and lower task execution cost.

The seamless handover scheme in this paper does not involve the prediction of user 
movement. Therefore, the next step will be to build a user mobility model, predict the 
user’s status and location, and integrate it into LASH to further improve the handover 
efficiency. The resource allocation scheme in this paper does not consider the energy 
consumption of the edge server during task processing and does not consider the impact 
of the delay and energy consumption during task return on the resource allocation 
scheme when the calculation result is large. At the same time, how to speed up the train-
ing speed of DRL is also the focus of the next step. In the future, more environmental 
factors and mobile device variables will be considered to make better migration deci-
sions for mobile devices. It has better performance in delay and energy consumption. 
Mobile devices can adapt to the instability of energy supply and environmental network.
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