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Abstract
Short texts have become the prevalent format of information on the Internet. Inferring the
topics of this type of messages becomes a critical and challenging task for many applications.
Due to the length of short texts, conventional topic models (e.g., latent Dirichlet allocation
and its variants) suffer from the severe data sparsity problem which makes topic modeling of
short texts difficult and unreliable. Recently, word embeddings have been proved effective
to capture semantic and syntactic information about words, which can be used to induce
similarity measures and semantic correlations among words. Enlightened by this, in this
paper, we design a novelmodel for short text topicmodeling, referred as Conditional Random
Field regularized Topic Model (CRFTM). CRFTM not only develops a generalized solution
to alleviate the sparsity problem by aggregating short texts into pseudo-documents, but also
leverages aConditionalRandomField regularizedmodel that encourages semantically related
words to share the same topic assignment. Experimental results on two real-world datasets
show that our method can extract more coherent topics, and significantly outperform state-
of-the-art baselines on several evaluation metrics.

Keywords Short text · Topic model · Word embeddings · Conditional Random Fields

1 Introduction

With the rapid development of the Internet and social media services such as Twitter and
Facebook, web users and applications are generating more and more short texts, including
news headlines, questions/answers, instant messages, tweets, product reviews, text adver-
tisements and so on. Given the huge volume of short texts available, effective topic models
to extract the hidden thematic structure from short texts become fundamental to many tasks
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that require semantic understanding of textual content, such as short text classification [1],
short text clustering [30], text compression [31], emerging topic tracking [13] and sentiment
analysis [15].

Traditional topic modeling algorithms such as Probabilistic Latent Semantic Analysis
(PLSA) [9] and LatentDirichlet Allocation (LDA) [3] have beenwidely used to automatically
discover the hidden topics from large archive of documents. These models view documents
as mixtures of probabilistic topics, where each topic is a probability distribution over words.
Essentially, the topic models capture word co-occurrence information and these highly co-
occurring words are put together to compose a topic [27]. Therefore, the key to reveal high-
quality topics is that the corpus must contain a large number of word co-occurrence patterns.
However, conventional topic models have achieved great successes on long documents, but
they work poorly on short texts. There are two main reasons: (1) only very limited word
co-occurrence information is available in short texts compared with long documents such as
news articles and academic papers and (2) it is more difficult for topic models to identify the
senses of ambiguous words because of the limited contexts in short texts [5].

Several heuristic strategies have been adopted to tackle the data sparsity problem in short
texts.One straightforward strategy follows the relaxed assumption that each short text belongs
to only one topic, e.g., unigrams or Dirichlet Multinomial Mixture (DMM) model [39]. This
simplification is unsuited to long documents, but it may be feasible for certain collections
of short texts and help to alleviate the sparsity problem [40]. However, the assumption is
not always applicable and these models cannot directly solve the problem of limited word
co-occurrence information in short texts. The other strategy is to aggregate short texts into
long pseudo-documents and then standard topic models are applied to infer the topics in these
pseudo-documents [10,23,35]. Nevertheless, this strategy is highly data-dependent, which
makes it difficult to be generalized to cope with more general forms such as news titles
and questions/answers. Figure 1 illustrates an example to explain the weaknesses of existing
strategies. As shown in the figure, s1 and s0 are likely to contain two topics. “President”
and “Trump” tend to be related to the same topics, while “football” and “baseball” probably
come from another topic. Thus, the assumption that each text only covers a single topic is
unsuitable for these short texts. In addition, many traditional similarity metrics heavily rely
on the co-occurrence of words between two documents. It is difficult to aggregate these three
short texts into two pseudo-documents since they have no words in common. However, it is
obvious that short text s0 is much more close to s1 than s2.

Recently, many researches utilize latent word embeddings [26] to measure word similar-
ities. These methods give semantically related words a better chance to share the same topic
label [19,37]. Although these works have proven that vector representations are capable of
helping improving topic models, they ignore most word embedding methods assume that

s0 Trump was a baseball player

s1 The President plans to watch a football match

s2 Apple releases new red iPhone and orange iPod

0.47 = (               0.41     +      0.38            +             0.64 ) / 3

0.84 = (               0.87     +      0.83            +             0.81 ) / 3

Fig. 1 An illustration of embedding-based minimum average distance. The distance between the two short
texts is computed by averaging the shortest distances (arrows) between two words from different short texts
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Fig. 2 The framework of Conditional Random Field regularized Topic Model of short texts

each word has a specific meaning and represent each word with a single vector [11], which
restricts their applications in fields with polysemous and homonymous words. For instance,
“Apple” can be either “a fruit” or “an IT company”. As shown in Fig. 1, the word “Apple” has
similar representativeness with “orange” in short text s2. However, they will be unreasonably
assigned to the same topic.

In this paper, we propose a novel topic model of short texts to address the above chal-
lenges. The main idea comes from the answers of the following two questions: (1) How to
find a generalized solution for aggregation of short texts against data sparsity? (2) How to
differentiate the subtleties of word sense across topics when exploiting word embeddings to
improve topic modeling of short texts?

Specifically, we design a Conditional Random Field regularized Topic Model (CRFTM).
As shown in Fig. 2, the proposed model adopts a two-phase framework to address both
sparsity and word sense disambiguation issues in topic modeling over short texts. In the
first phase, CRFTM aggregates short texts into long pseudo-documents by a new metric
for the distance between short texts. The new metric, which we call the embedding-based
minimum average distance (EMAD), is able to directly capture semantically related word
pairs in two short texts. These word pairs are more probable to belong to the same topic.
Figure 1 shows a schematic illustration of our new metric (see Sect. 3.1 for more details).
Through the effective aggregation of short texts with similar topics, more useful word co-
occurrences can be created, leading to a generalized solution that potentially alleviates the
sparsity problem. In the second phase, we define a Conditional Random Field (CRF) on the
latent topic layer of LDA to enhance the coherence of topic modeling. Our model defines two
types of correlations: (1) Global semantic correlations are used for encouraging related words
to share the same topic label, which can improve the coherence of learned topics; (2) CRFTM
leverages local semantic correlations to effectively identify the senses of ambiguous words,
hence the irrelevant words can be filtered. Both correlations are modeled explicitly using
different sets of potential functions. To measure the performance of CRFTM, we conduct
extensive experiments on two real-world short text datasets. Experimental results show that
CRFTM discovers more coherent topics and achieves better classification accuracy than
state-of-the-art baselines. The main contributions of this paper are summarized as follows:

1. We introduce a new metric for the distance between short texts, to aggregate short texts
into pseudo-documents before the application of topicmodeling. The aggregation directly
captures the topical similarity between individual word pairs, which can be well gener-
alized to more general genres of short texts.

2. We propose a novel topic model to discover the latent topics from short texts. The model
utilizes both global semantic correlations and local semantic correlations to extract more
meaningful topics. To the best of our knowledge, this is the first work to integrate word
correlation knowledge based on word embeddings into a topic model with CRF model.
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3. The performance of the proposed model is evaluated on two real-world short text collec-
tions against a few state-of-the-art methods. Experimental results demonstrate our model
outperforms the baseline models on several evaluation metrics.

The rest of the paper is organized as follows. Section 2 reviews related work on topic
models for short texts and topic models with word embeddings. Section 3 details our model
for short text topic modeling. We report the datasets and experimental results in Sect. 4 and
conclude the paper in Sect. 5.

2 Related work

In this section, we briefly summarize the related work from the following two perspectives:
topic models on short texts and topic models with word embeddings.

Topic models on short texts Data sparseness has long been the bottleneck of topic model-
ing over short texts. One intuitive way is to make use of external knowledge to enrich the
representation of short texts. For example, Phan et al. proposed a method for discovering
hidden topics using Wikipedia as an external corpus to deal with the data sparsity problem
in short text classification [33]. Jin et al. [14] proposed the Dual-LDA model that uses not
only the short texts but also their related long texts to generate topics. In practice, however,
such auxiliary data may not be always available or just too costly for collection.

Because of the length of short texts, few term co-occurrence information prevents conven-
tional topic models from superior topic inferences. A straightforward approach to increase
theword co-occurrence information per document is tomerge short texts into lengthy pseudo-
documents. Several studies have shown that by training a topicmodel on aggregatedmessages
we can obtain a higher quality of learned model [10,35]. Weng et al. have created a pseudo-
document from the collection of a user’s tweets, and then the standard LDAmodel is applied
to infer latent topics [35]. Similarly, Mehrotra et al. [23] show that hashtag-based short text
aggregation leads to drastically improved topic modeling on Twitter content. However, the
above strategies cannot be generalized to tackle more general forms of short texts which
hardly contain any useful context information.

Many efforts have been spent toward designing customized topic models for short texts.
The biterm topic model (BTM) proposed by Cheng et al. [5] directly models word co-
occurrence patterns (i.e., biterms) extracted from short texts. Their experimental results
show BTM learns more coherent topics than LDA. Inspired by the aforementioned aggrega-
tion strategies, the self aggregation methods without using auxiliary information become an
emerging solution for providing additional useful word co-occurrence information. Zuo et
al. [41] proposed a pseudo-document-based topic model (PTM) for short text topic model-
ing, which leverages much less pseudo-documents to self-aggregate tremendous short texts.
However, the inference process of PTM involving both topic sampling and text aggregation
is complicated and very time-consuming. In contrast, the current work aggregates short texts
into long pseudo-documents only once in the entire process.

Topic models with word embeddings Word embeddings are distributed representations of
words and contain some semantic and syntactic information [26], which have been found
useful for many natural language processing (NLP) tasks, including part-of-speech tagging,
named entity recognition, topical coding and parsing [2,12,32].

Das et al. [6] proposed Gaussian LDAwhich models each topic as a Gaussian distribution
over the word embedding space. Nguyen et al. [29] proposed topic models that incorporate
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the information of word embeddings in inferring topic-word distributions. Xie et al. [37]
incorporated word correlation knowledge into LDA by building a Markov random field
regularization model, which takes advantage of an existing pre-trained word embedding. If
the similarity between the embeddings of two words in a document exceeds a threshold,
they generate a must-link between the two words. Based on the DMM model, Li et al. [19]
proposed a topic model which promotes the semantically related words under the same topic
during the sampling process by using the Generalized Pólya Urn (GPU) model [22].

Thesemethodsmeasure the semantic relatedness between twowords by theirword embed-
dings, which neglect the fact that each word is represented as a single vector in most
word embedding methods. Nevertheless, polysemous and homonymous words have mul-
tiple senses in practical use. It is not appropriate to exploit the similarities among these
ambiguous words based on word embeddings to improve topic modeling.

Unlike these researches, CRFTM takes into consideration both global and local semantic
correlation knowledge provided by word embeddings by imposing a CRF in the topic infer-
ence process. Compared with existing solutions which incorporate word embeddings into
topic modeling, CRFTM reduces the noise of the topic inference process caused by ambigu-
ous words. To the best of our knowledge, this work is the first to combine word embeddings
and CRF model for solving both sparsity and word sense disambiguation during the topic
inference of short texts.

3 CRFTM

In this section, we first discuss how to cluster short texts into regular-sized pseudo-documents
which can be easily applied to ordinary forms of short texts, and then discuss how to incor-
porate the word correlation knowledge with word embeddings to improve the coherence of
topic modeling.

3.1 Short text clustering

As short texts cannot provide sufficient word co-occurrence or context shared information,
traditional text clustering methods may fail to achieve satisfactory results when they are
directly applied to short text tasks [25]. Recently, Kusner et al. proposed a simple method
to compute the cumulative cost that words from one text need to travel to match exactly the
words of the other text as the distance of texts [16]. Inspired by this approach, we devise a
novel method to improve the performance of short text clustering. First, we present a new
metric, called the Embedding-based Minimum Average Distance (EMAD), to measure the
distance between short texts. Secondly, we implement a k-medoids clustering algorithm with
a constraint that each cluster has the same number of short texts to alleviate the data sparsity
problem.

Due to the length of short texts, the words with high semantic correlations may not
frequently co-occur in the same short texts.Our goal is to integrate the topic similarity between
semantically related word pairs (e.g., “President” and “Trump”) into the short text distance
metric. More useful word co-occurrences can be created through our effective aggregation
of short texts with similar topics.

Given pre-trainedword embeddings of eachword, wemeasure the distance betweenwords
by the cosine distance between their vector representations. Let wa ∈ R

o be the word vector
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corresponding to the ath word in the o-dimensional space. We define the distance between
wa and wb as

d(wa,wb) = 1 − wa · wb

‖ wa ‖‖ wb ‖ . (1)

Consider a collection of short texts, S = {s1, s2, . . . , si , . . . , sn}, where si represents the
ith short text. We assume short text si of length U is represented as

vi = w1 ⊕ w2 ⊕ · · · ⊕ wi ⊕ · · · ⊕ wU , (2)

where vi is the vector of si , ⊕ is the concatenation operator, wi is the ith word vector in
the short text si . In general, each short text is represented as a concatenation of words.
Our approach is different from [16] that assumes documents are represented as normalized
bag-of-words (nBOW) vectors, which in turn has a high time complexity and needs more
storage.

Let vi and v j be the representation of two short texts containing U and R words, respec-
tively. First, let T ∈ R

U×R be a distance matrix where Tu,r denotes the distance between
word u in vi and word r in v j . Further, we average the minimum value for each row of T to
represent the EMAD of vi from v j , namely, d(vi ‖ v j ) = 1

U

∑
u min(Tu). Correspondingly,

the EMAD of v j from vi can be calculated by averaging the minimum value of each column,
namely, d(v j ‖ vi ) = 1

R

∑
r min(Tr ). It should be emphasized that EMAD is not a genuine

metric because it is not symmetric. We observe that for some words, the number of semantic
relatedness words is very small. The EMAD of the short text si containing these words from
other short texts is often larger than the EMAD of other sentences from si . Thus, we create a
symmetric distance measure by setting d(vi , v j ) = min(d(vi ‖ v j ), d(v j ‖ vi )) to capture
more semantically related word pairs.

Figure 1 illustrates the EMAD metric on three short texts. After removing stop words,
each arrow represents the minimum distance between two words from different short texts.
As can be seen in Fig. 1, both short texts s1 and s2 do not share words with s0. However,
the distance from s0 to s1 (0.47) is significantly smaller than to s2 (0.84). Differently from
[16], EMAD achieves both fast speed and less storage as it employs the concatenation of
words to represent short texts instead of nBOW representation. Furthermore, the Euclidean
similarity used in [16] is not an optimal semantic measure for word embeddings. By contrast,
we exploit the cosine similarity, which better describes the semantic relatedness between
word embeddings [20], to directly capture word pairs that are likely to come from the same
topic.

After obtaining the distance between short texts, we then aggregate short texts into long
pseudo-documents based on a clustering algorithm. The k-means method is based on the
centroid technique to represent the cluster, and it is sensitive to outliers. This means, a data
object with an extremely large value may substantially disrupt the distribution of data. To
overcome the problem, we use k-medoids method that is based on representative object
techniques where centroids are replaced with medoids to represent clusters. The medoid is
the most centrally located data object in a cluster.

The k-medoids algorithm used in this paper is described in Algorithm 1. Here, M
short texts are selected randomly as medoids to represent M clusters. Each remain-
ing short text is clustered with the medoid to which it is the most similar. Mean-
while, to tackle the data sparseness problem, we add a constraint that each group
has nearly the same number of short texts. After processing all short texts, new
medoids are determined as those which represent clusters in a better way and the
entire process is repeated. Again all short texts are bound to the clusters based on the
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new medoids. In each iteration, medoids change their location step by step until no
more changes are done. Finally, this algorithm aims at minimizing an objective func-
tion:

J =
m∑

j=1

n∑

i=1

d(vi , c j ), (3)

where d(vi , c j ) is a EMAD measure between short text vi and the cluster medoid c j .
The objective function is an indicator of the distance of short texts from their respective
cluster medoids. After k-medoids clustering, all short texts are grouped into M long pseudo-
documents.

Algorithm 1: Short text clustering algorithm
Input: M : the number of clusters, D: a dataset containing n short texts
Output: a set of M clusters

1 arbitrarily choose M short texts in D as the initial representative medoids;
2 repeat
3 assign each short text to the nearest medoid until this cluster is full (the number of short texts in this

cluster equals to M
n ), then assign remaining short texts, without taking the full cluster into account

anymore;
4 compute the sum of distance J by Eq. (3);
5 select a non medoid short text vrandom to replace the cluster medoid c j randomly ;
6 assign each short text and compute the current J∗ ;
7 if J∗ < J then
8 swap c j with vrandom to form the new set of M medoid;
9 end

10 until no change;

3.2 Model and inference

In this section, we present how to infer the topics from the long pseudo-documents using
CRFTM and parameter estimation based on collapsed Gibbs sampling. CRFTM takes advan-
tage of global semantic correlations to encourage semantically related words to share the
same topic. Local semantic correlations are used to filter irrelevant words resulting from the
property of word embeddings. Next, we present the details of the proposed model CRFTM.

Conditional Random Field (CRF) is a probabilistic graphical model which is used to
encode various known relationships between observations [17]. As shown in Fig. 3, CRFTM
extends the standard LDA model by imposing a CRF on the latent topic layer to incorporate
both global and local semantic correlations in topic assignments. Among the variables, M
denotes the number of pseudo-documents, K denotes the number of hidden topics. Each
pseudo-document m has Nm words. wmn is the observed value of the nth word in pseudo-
document m. α and β are hyper-parameters, α denotes the relative strength of latent hidden
topics in the pseudo-document set, and β denotes the probability distribution of all hidden
topics. θm denotes the topic probability distribution for certain pseudo-document m. φk

denotes the word distribution for certain hidden topic k. zmn denotes the topic label assigned
to the nth word in pseudo-document m.

Global semantic correlation It is reasonable that the words with a high semantic correlation
should be clustered together under the same topic [19]. To do this, we continue to measure
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Fig. 3 Graphical representation of CRFTM

the distance between two words by their cosine distance in the embedding space. The key
idea is that if the distance between two words in one pseudo-document is smaller than a
threshold μ, we assume that they have a global semantic correlation with each other and
they are more likely to belong to the same topic. For example, in Fig. 1, “President” and
“Trump” (“baseball” and “football”) have a high probability to come from the same topic.
Based on this idea, CRFTM defines a CRF over the latent topic layer. Given a pseudo-
documentm containing Nm words {wmi }Nm

i=1, we examine each word pair (wmi , wmj ). If they
are semantically correlated, namely d(wmi , wmj ) < μ, we create an undirected edge between
their topic labels (zmi , zmj ). Shown in Fig. 3, there are five edges {(zm1, zm2), (zm1, zm4),
(zm1, zm5), (zm2, zm6), (zm3, zm6)}.
Local semantic correlationWord embedding learning methods learn one representation per
word, which is problematic for polysemous and homonymous words and could incur some
noise into the topic inference process. Next, we introduce the local semantic correlation
that is capable of alleviating the semantic ambiguity problem on short text topic modeling.
Specifically, for each word {wmi }Nm

i=1 inm, we find its P-nearest words in the current pseudo-
document m according to the distance metric, called contextual words, and store them in
{xmi,p}Pp=1. For instance, in Fig. 1, the top 2-nearest words of “Apple” in short text s2 are
{“iPhone”, “iPod”}. If the difference of the average distance between word wmi and its
contextual words xmi and the average distance between another word wmj and xmi is smaller
than a threshold ε, i.e., 1

P

∑P
p=1 |d(wmi , xmi,p)−d(wmj , xmi,p)| < ε, we argue thatwmi has

a local semantic correlation with wmj . Accordingly, it is reasonable that words (e.g., Fig. 1,
“Apple” and “orange”) with no local semantic correlation should not be assigned to the same
topic, even if they are globally correlated.

Under theCRFTMmodel, the joint probability of all topic assignments {zmi }Nm
i=1 in pseudo-

document m can be written as:
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p(zm | θm, xm, λ) =
Nm∏

i=1

p(zmi | θm)�(λ, zmi , xmi ), (4)

where � denotes the potential function which takes into consideration both the effect of
global and local semantic correlations, having the form:

�(λ, zmi , xmi ) = exp

⎛

⎝ λ

A

⎛

⎝
∑

(mi,mj)∈E
f (zmi , zmj ) +

∑

(mi,mj)∈E
g(zmi , zmj , xmi )

⎞

⎠

⎞

⎠ . (5)

In standard LDA, topic label zmi only depends on topic proportion vector θm . In CRFTM,
zmi not only depends on θm , but also depends on the topic labels of globally and locally
correlated words. In Eq. 5, A is a normalization term and E represents all edges which
connect the topic assignments of correlatedwords. Trade-off parameter λ controls the amount
of promotion for each semantically related word wmj when working on word wmi . If λ is set
to zero, CRFTM model is reduced to LDA.

The unary potential f produces a large value if the two topic labels are the same and
generates a small value if the two topic labels are different. Therefore, it encourages globally
correlated words to be assigned to the same topic. The unary potential is defined as:

f (zmi , zmj ) =
{
1 if zmi = zmj

0 otherwise.
(6)

The pairwise potential g is used to reduce local semantic ambiguity during the topic
inference process, which involves adding penalty to Eq. 5 if globally correlated word pair
(wmi , wmj ) has no local semantic correlation. That is:

g(zmi , zmj , xmi ) =
{
0 if 1

P

∑P
p=1 |d(wmi , xmi,p) − d(wmj , xmi,p)| < ε

−1 otherwise.
(7)

Given the topic labels, the generation of words is the same as LDA.wmi is generated from
the topic-words multinomial distribution φzmi corresponding to zmi . The generative process
can thus be summarized as follows:

1. Draw a topic proportion � ∼ Dir(α)

2. For each topic k

(a) Draw a word proportion φk ∼ Dir(β)

3. For each pseudo-document m

(a) Draw a topic assignment zm according to Eq. 4
(b) Draw the observed word wmi ∼ Mult(φzmi )

Gibbs sampling Several approaches have been proposed for inferring topic models, such as
expectation propagation, variational Bayes and Gibbs sampling. Collapsed Gibbs sampling
integrates out irrelevant (nuisance) parameters when conducting inference. This results in
a faster inference especially for a complex graphical model as ours where computational
burden at each iteration is reduced considerably compared to the uncollapsed Gibbs sampling
technique. InCRFTM,weadopt collapsedGibbs sampling to doposterior inference according
to the following condition distribution:

p(zmi = k|zm,−mi ,w) = p(z,w|α, β, λ)

p(zm,−mi ,w|α, β, λ)
, (8)
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where zmi is the topic variable for word wmi in the pseudo-document m, zm,−mi is the topic
assignment for all words except the current word wmi . In CRFTM, this joint distribution
p(z,w|α, β, λ) can be factored:

p(z,w|α, β, λ) = p(w|z, β)p(z|α, λ). (9)

Because the first term is independent of α and λ, and the second term is independent of
β, both elements of the joint distribution can now be handled separately. The first term can
be obtained by integrating over �,

p(w|z, β) =
K∏

zmi=1

�(nzmi + β)

�(β)
, nzmi = {n(w)

zmi
}Vw=1, (10)

where we use the notation n(w)
zmi to denote the number of times that wordw has been observed

with topic zmi , V is the size of the vocabulary and�(·) represents the Dirichlet delta function
[8].

Analogous to p(w|z, β), p(z|α, λ) can be derived by integrating over 	:

p(z|α, λ) =
M∏

m=1

�(nm + α)

�(α)

Nm∏

i=1

�(λ, zmi , xmi ),

nm ={n(k)
m }Kk=1,

(11)

where n(k)
m refers to the number of times that topic k has been observed with a word of

pseudo-document m.
From the joint distribution p(z,w|α, β, λ), we can derive the full conditional distribution

for word token wmi in pseudo-document m:

p(zmi = k|zm,−mi ,w) ∝ p(z,w|α, β, λ)

p(zm,−mi ,wm,−mi |α, β, λ)

∝ �(nm + α)

�(nm,−mi + α)

�(nzmi + β)

�(nzm,−mi + β)
�(λ, zmi = k, xmi )

∝ (n(wmi )
m,−mi + α)

n(wmi )
k,−mi + β

nk,−mi + Vβ
�(λ, zmi = k, xmi )

, (12)

where the counts n(·)
·,−mi indicate that the token wmi is excluded from the corresponding

pseudo-document m or topic k.
According to their definitions as multinomial distributions with Dirichlet prior, we can

estimate the multinomial parameter sets 	 and � as follows:

φk,w = n(w)
k + β

∑V
w=1 n

(w)
k + Vβ

(13)

θm,k = n(k)
m + α

∑K
k=1 n

(k)
m + Kα

. (14)

The details of the Gibbs sampling process of CRFTM are described in Algorithm 2. At
first, CRFTM initializes the topic assignment for each pseudo-document with a uniform
distribution (Lines 1–3). This initialization process is the same as in LDA. Then, a word
semantic correlation matrix M can be constructed by calling the function CalcCorrelation()
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(Line 4), consisting of all the global and local semantic correlations between eachword pair in
each pseudo-document. In each iteration ofGibbs sampling,we firstly figure outwhether each
word w has global semantic correlations with other words in the current pseudo-document.
If w ∈ M, the topic of word w is resampled based on the conditional distribution in Eq. 12.
Otherwise, the topic of word w is resampled as the same in LDA (Lines 5–17).

Algorithm 2: Gibbs sampling algorithm for CRFTM
Input: M pseudo-documents, α, β, λ, thresholds ε and μ, topic number K
Output: 	, �

1 initialize 	 and � to zeros;
2 initialize topic assignment z, randomly for all word tokens;
3 initialize all count variables;
4 M ← CalcCorrelation(M);
5 while not finished do
6 for all pseudo-documents m ∈ [1, M] do
7 for all words n ∈ [1, Nm ] in m do
8 if wmn ∈ M then
9 sample topic index acc. to Eq. (12);

10 end
11 else
12 sample topic index as the same in LDA;
13 end
14 update all count variables;
15 end
16 end
17 end
18 compute � by Eq. (13) and 	 by Eq. (14)

Complexity analysisWe now analyze the time complexity of the Gibbs sampling algorithm
of CRFTM with LDA. LDA draws a topic for each word occurrence, giving an overall time
complexity in an iteration is O(KMl), where K is the number of topics, M is the number
of documents, l is the average number of words per document. Instead, CRFTM leverages
similarity relationships among words to improve the coherence of learned topics, with the
time complexity in an iteration O(KM(l + e)), where e is the average number of edges per
pseudo-document. In other words, the e value depends on the average number of word pairs
with semantic correlations in each pseudo-document. Since only few words have semantic
correlations with other words in a pseudo-document, it is expected that e 
 l (e.g., e = 29.78
and l = 233.38 in the StackOverflow collection). Therefore, the run-time of CRFTM is still
comparable with LDA.

4 Experiments

In this section,we empirically evaluate the effectiveness ofCRFTM1 by comparing itwith five
baseline methods. The performance in terms of topic coherence and short text classification
are reported over two real-world datasets, i.e., an English news dataset and a Q&A dataset.
The experimental results show that our proposed model provides promising performance on
both datasets.

1 Code of CRFTM: http://github.com/nonobody/CRFTM.
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4.1 Experimental setup

4.1.1 Datasets

Our method is tested on two real-world short-text corpora. In the following, we give brief
descriptions to them.

News This is a dataset2 of 31,150 English news articles extracted from RSS feeds of three
popular newspaper websites (nyt.com, usatoday.com, reuters.com). Categories are: sport,
business, U.S., health, sci&tech, world and entertainment. We retain news descriptions since
they are typical short texts.

StackOverflow This dataset3 consists 20,000 question titles from 20 different tags which
are randomly selected by Xu et al. [38] from the challenge data published in Kaggle.com.

For these datasets, we performed the following preprocessing: (1) convert letters to lower-
case; (2) remove all non-alphabetic characters and stop words4; (3) remove words with fewer
than 3 characters; (4) remove words with document frequency less than 3 in the dataset.

4.1.2 Baseline methods

We compared our model with two normal text topic models and three typical methods for
short text topic modeling:

– LDA is one of the most classical topic models, and works as the basis of our model [3].
– MRF-LDA is one novel model designed to incorporate word knowledge into topic

modeling [37]. Instead of extracting word semantic relatedness knowledge from Web
Eigenwords, we use Word2Vec [26] as external word correlation knowledge for compar-
ison.

– BTM learns topics by directly modeling the generation of word co-occurrence patterns
in the short text corpus [5]. In BTM, a biterm is an unordered word pair co-occurred in
a short context.

– GPU-DMM is a recently published topic model which integrates word embeddings into
DMM by using the generalized Pólya urn (GPU) model [19].

– PTM is a topic model for short texts. By leveraging much less pseudo-documents to
self-aggregate a tremendous amount of short texts, PTM gains advantages in learning
topic distributions without using auxiliary contextual information [41].

For BTM, GPU-DMM, MRF-LDA and PTM, we use the tools released by the authors.
For LDA, we use jGibbLDA package5 with collapsed Gibbs sampling which is provided
online.

4.1.3 Evaluation measures

Topic coherence The evaluation of topic models is still an open problem. Traditionally,
topic models are evaluated using perplexity that has been proved less correlated to human

2 http://acube.di.unipi.it/tmn-dataset/.
3 http://github.com/jacoxu/StackOverflow.
4 Stop word list is from NLTK: http://www.nltk.org/.
5 http://jgibblda.sourceforge.net.
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interpretability. Many new metrics thus have been proposed by measuring the coherence of
topics in documents and are proved more correlated to human judgments.

In this study, we use UCI topic coherence to compute topic coherence. The method pre-
sented in [28] uses the point-wise mutual information (PMI) to measure the coherence of
topics. A higher UCI score indicates that the topic distributions are semantically more coher-
ent. Given a topic k and its top N probable words (w1, w2, . . . , wN ), UCI score of k is
calculated by:

UC I (k) = 2

N (N − 1)

N−1∑

i=1

N∑

j=i+1

PMI (wi , w j ), (15)

PMI (wi , w j ) = log
p(wi , w j )

p(wi )p(w j )
, (16)

where p(wi , w j ) is the probability of words wi and w j co-occurring in the same sliding
window. p(wi ) and p(w j ) are the probabilities of occurrence of words wi and w j in a
sliding window, respectively. The UCI score for a topic model is the average score for all
topics.

Classification measures Another reasonable way to evaluate a topic model is to apply the
learned topics to an external task. The quality of the topics can be evaluated by their perfor-
mance on the task [3]. Hence, we conduct short text classification experiments to compare the
topic-level representation learned by our model and baselines. Considering topic modeling as
amethod for dimensionality reduction, the classification task reduces a short text to a fixed set
of topical feature p(z|d). Therefore, the quality of the topics can be assessed by the accuracy
of short text classification using topic-level representation, as an indirect evaluation. A better
classification accuracy implies the learned topics are more representative and discriminative.
Following [19], we use summation over words (SW) representations to infer p(z|d), which
is a desired method for short texts:

p(z = k|d) ∝
∑

w

p(z = k|w)p(w|d), (17)

where p(w|d) is estimated using the relative frequency of w in d .

Word intrusion To measure the interpretability of a topic model, a word intrusion detection
task is proposed to involve subjective judgements [4]. The basic idea is to give human
annotators a group of words with high probability in one topic, and an “intruder” word that
is randomly chosen from another topic. The task of the annotators is to identify the intruders
which are out of place or do not belong with the others. If the topic is semantically coherent,
the intruder word should be easy to detect. If the topic is not strongly coherent, the annotators
may choose an intruder word at random. Following [24], we use the accuracy of the word
intrusion task as the evaluation metric (higher accuracy means higher interpretability).

In our experiments, we use the freely-available Word2Vec6 word embedding which has a
300-dimensional embedding for 3 million words/phrases (from Google News), trained using
the method in [26]. If a word has no embedding, the word is regarded as having no word
semantic correlation knowledge.

For the baselines, we choose the parameters according to their original papers unless
otherwise specified. For all the methods in comparison, we set the hyper-parameters α =
50/K , β = 0.01 and run 1000 iterations of sampling. For GPU-DMM, MRF-LDA and our

6 http://code.google.com/p/word2vec.
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method, words pairs with distance lower than 0.3 (μ = 0.3) are labeled as correlated. The
number of pseudo-documents in PTM and our method is set to n/50 where n is the number
of short texts in the corpus. For achieving the best classification results in GPU-DMM, we
tune the promotion weight from 0.1 to 1.0 with a step of 0.1 and set it to 0.5 and 0.3, on the
News and StackOverflow datasets, respectively. For MRF-LDA and CRFTM, λ is set to 1
as in their paper. For CRFTM, we empirically set ε = 0.1 and P = 5. All results reported
below are averaged on five runs.

4.2 Experimental results

4.2.1 Effect of distance metric

In this paper, CRFTM utilizes EMAD to aggregate short texts into long pseudo-documents
based on a clustering algorithm. To investigate the performance of our new distance metric
EMAD, we compare its performance against four different types of document representation
methods. The two most common ways documents are represented via bag of words (BOW)
or by their term frequency-inverse document frequency (TF-IDF). Furthermore, we obtain
a 300-dimensional distributed representation for each short text by learning a doc2vec [18]
model from the News corpus. Doc2vec is inspired by the word embedding technique to
extend the learning of embeddings from words to documents. In this work, we use a Gensim
implementation7 of the doc2vec algorithm with hyper-parameter settings recommended by
[7] (Window Size = 15, Min Count = 5, Sub-Sampling = 10−5 and Epoch = 400). We
also compute short text embeddings by taking the averaged vectors of the words they contain
(VecAvg). The cosine similarity between their vectors is used to measure the similarity of
two short texts. We study this by using a k-medoids clustering algorithm that is performed
to aggregate short texts into pseudo-documents. Then, two normal text topic models and
our model are applied for topics extraction from pseudo-documents. Since the clustering
algorithm might lead to different clustering results given different starting points, we run
each of them five times and report the average performance.

As shown in Fig. 4, two standard topic models LDA, MRF-LDA and the proposed model
are studied with different methods on number of top words per topic T = 10 and number
of topics K = 60 on the News dataset. From the figures, we observe that all models have
poor performance on the original short texts. As being described in [10], directly applying
standard topic models on short texts will suffer from the severe data sparsity problem. The
other observation is that aggregating short texts into clusters can boost the performance
of all topic models and EMAD constantly performs the best. The reason is that our method
aggregates similar short texts together according to the semantic similarity between individual
word pairs, which brings in additional useful word co-occurrence information across short
texts. On the contrary, BOW and TFIDF perform worse than EMAD mainly because short
texts do not provide sufficient word co-occurrence or context shared information for tf/tf-idf
similarity measure [33]. Additionally, doc2vec performs the worst in the clustering task may
be because doc2vec is designed to scale to large data. The News dataset is not enough for
good training, leading to its poor results. This confirms the previous findings by [21] that the
clustering performance of doc2vec is sensitive to the size of corpora.

In conclusion, by adding informative cross-text word co-occurrence information, our
method generates better pseudo-documents that can largely improve the quality of topics
learned by standard topic models. In the following experiments, long text topic models (i.e.,

7 https://radimrehurek.com/gensim/models/doc2vec.html.
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(a) LDA (b) MRF-LDA (c) CRFTM

Fig. 4 Topic coherence of each model on the News dataset with different distance metrics

(a) Top-5 topic words (b) Top-10 topic words

Fig. 5 Topic coherence of each model on the News dataset with different settings on number of topics K =
{40, 60, 80}

LDA andMRF-LDA) learn topics from the pseudo-documents, while short text topic models
(i.e., BTM, GPU-DMM and PTM) learn topics from the original short texts due to their
intrinsic characteristics, which do not fit long documents very well.

4.2.2 Topic evaluation by topic coherence

As we have stated in Sect. 4.1.3, UCI topic coherence is more appropriate for short texts
[41]. In our experiments, we employ Palmetto,8 which is a quality measuring tool for topics,
to calculate UCI topic coherence. Palmetto uses 3 million English Wikipedia articles as an
external corpus and the word co-occurrence counts are derived using a sliding window with
the size 10.

The UCI topic coherence results of our method and all baselines on two datasets with
number of top words per topic T = {5, 10} and number of topics K = {40, 60, 80} are
presented in Figs. 5 and 6, respectively. From the figures, we can notice that CRFTMachieves
the best performance compared with five baseline methods. The reason is that our method
learns topics from regular-sized pseudo-documents generated by using the EMAD metric,
which significantly enhance the quality of topics. As a result, MRF-LDA is the second best
model in most cases and LDA always outperforms BTM and GPU-DMM on both datasets.
Furthermore, CRFTM utilizes global semantic correlations to promote correlated words
under the same topic label, and meanwhile, local semantic correlations are used to filter

8 http://aksw.org/Projects/Palmetto.html.
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(a) Top-5 topic words (b) Top-10 topic words

Fig. 6 Topic coherence of eachmodel on the StackOverflow dataset with different settings on number of topics
K = {40, 60, 80}

noise words. The experimental results validate that this mechanism guarantees the topics
learned by our model are of high coherence and contain fewer irrelevant words. Another
interesting phenomenon is that BTM and GPU-DMM perform the worst on the News and
StackOverflow datasets, respectively. This may be because BTM brings in little additional
word co-occurrence information and cannot alleviate the sparsity problem essentially, as
discussed in [34,36].As forGPU-DMM,one possible reason is that the StackOverflowdataset
is very short, sparse, noisy and less topic-focused. In addition, even though it also exploits
word embeddings, GPU-DMMlacks an appropriate strategy to accurately disambiguateword
sense across topics and would falsely put irrelevant words into the same topic, resulting in
its poorer results.

4.2.3 Topic evaluation by short text classification

Next, we evaluate the performance of all models in terms of short text classification. For
each trained topic model, we perform five-fold cross-validation on both datasets. A linear
kernel Support Vector Machines (SVM) classifier in sklearn9 with default parameter settings
is adopted for classification. A better classification accuracy means that the learned topics
are more discriminative and representative.

The short text classification accuracy on the two datasets are shown in Table 1. We high-
light the best results in bold. Note that BTM is not studied in the above classification task.
The reason is that BTM uses a variant of SW post inference strategy by replacing w with
biterm b [5], making it not directly comparable with other models. On the News dataset,
CRFTM outperforms all other models in 2 out of 3 settings. PTM achieves the best per-
formance in the rest setting. On the StackOverflow dataset, our model achieves the best
performance across all settings. This demonstrates the effectiveness of our model against
baselines in learning semantic representations of short texts. Additionally, the performance
of LDA is relatively competitive, which further proves pseudo-documents generated by the
proposedmethod contribute greatly to standard topicmodels when applied on short texts. Our
model also consistently outperforms MRF-LDA on both datasets, which indicates exploiting
local semantic correlations to filter ambiguous words is able to improve the performance of
classification. It is worth noting that although PTM is the second best performing model on

9 http://scikit-learn.org/.
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Table 1 Average classification
accuracy of the 5 models on two
datasets, with different number of
topic K settings

Dataset Model K = 40 K = 60 K = 80

News LDA 75.52 76.24 76.99

MRF-LDA 75.66 76.16 76.88

PTM 75.82 76.66 77.18

GPU-DMM 74.20 75.66 77.10

CRFTM 75.99 76.31 77.40

StackOverflow LDA 71.40 74.97 76.51

MRF-LDA 70.58 75.03 76.73

PTM 64.43 67.88 68.01

GPU-DMM 68.44 70.98 71.83

CRFTM 71.51 75.71 77.03

the News dataset, it produces the worst results on the StackOverflow dataset. This unstable
performance implies that the performance of PTM is closely related to the training dataset,
while CRFTM has a much more stable performance.

4.2.4 Topic evaluation by word intrusion

In the word intrusion task, for each model, we pick 60 topics and choose the top 5 words
for each topic. An intruder is randomly sampled from a pool of words with low probability
in the current topic but high probability in some other topics. In total, 6 words per topic are
displayed to annotators in a random order. Five annotators, who are computational linguistics
graduate students, are asked to identify the intruder words.

Figure 7 depicts boxplots of the accuracy for the 6 models on two datasets with number
of topics K = 60. From this figure, we observe that the proposed model performs the best
on both datasets, implying that the interpretability of CRFTM is better than all baselines.
Although MRF-LDA produces a second best UCI topic coherence score, it does not perform
aswell in theword intrusion task. Thismay be because the semantic enhancementmechanism
ofMRF-LDA is likely to put noise words into the topics. Therefore, the intruder for one topic
might be selected from these irrelevant words. Topics learned by LDA from short texts are
often difficult to interpret [5]. However, in this experiment, LDA achieves a comparable

(a) News Dataset (b) StackOverflow Dataset

Fig. 7 Word intrusion detection accuracy Under K = 60

123



1140 W. Gao et al.

(a) News Dataset (b) StackOverflow Dataset

Fig. 8 Effect of the threshold ε under K = 60

performance with other state-of-the-art baselines, showing the effectiveness of integrating
topic modeling with short text aggregation.

4.2.5 Effect of local semantic correlation threshold "

We now study the effect of local semantic correlation threshold ε in CRFTM (see Eq. 7). All
experiments are conducted by using number of topics K = 60 and number of top words per
topic T = 10. The ε value determines the local semantic correlation. A small ε value leads to
the result that few globally correlated word pairs have local semantic correlations with each
other.

Figure 8 shows the UCI topic coherence score under K = 60 on the two datasets by
varying the ε value from 0 to 0.2. Note that when ε = 0, CRFTM is reduced to the LDA
model because no word pairs are promoted under the same topic. As shown in Fig. 8a, we
observe that the proposed model gains significant improvements over LDAwith any positive
ε on the News dataset. Specifically, the best topic coherence is achieved when ε = 0.075.
However, it is noted that the performance of CRFTM decreases when further increasing ε.
This is reasonable because setting a larger ε value means more globally correlated words
are assigned to the same topic. The chance of introducing noise words into a topic therefore
becomes high. A similar pattern is also observed on the StackOverflow dataset, as shown in
Fig. 8b.

4.2.6 Efficiency

In this section, we compare the running time of these models. To be fair, we implement
CRFTM, MRF-LDA, BTM and LDA models in Java, and use the Java implementation
provided by authors for PTM and GPU-DMM. All models use Gibbs sampling for inference,
allowing direct computation time comparisons.

Table 2 shows the average running time (in seconds) per iteration for the models on the
StackOverflow dataset. First, we can see the average iteration time increases with the number
of topics. This is because there is a linear relationship between the complexity of the models
and the number of topics. Secondly, not surprisingly, the simplest model LDA is the most
efficient one. PTM is the slowest model in this comparison, which testifies our analysis
in Sect. 2 that the inference process involving both topic sampling and text aggregation is
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Table 2 The average running
time (in seconds) per iteration
over 100 iterations on
StackOverflow dataset with
different number of topic K
settings

Model K = 40 K = 60 K = 80

LDA 0.052 0.077 0.097

MRF-LDA 0.089 0.127 0.162

PTM 0.898 0.969 0.987

GPU-DMM 0.068 0.098 0.123

BTM 0.139 0.195 0.268

CRFTM 0.084 0.116 0.151

The best results are shown in bold

Table 3 Examples of noise word filtering on News dataset

Doc ID Word pairs Contextual words

389 Apple, apples iPad, iPhone, Blackberry…

604 Obama, Cameron Americans, NBC, Florida…

135 America, British American, Americans, McDonald…

273 Twitter, tweet Facebook, Myspace, Google…

time-consuming. Thirdly, the proposed model CRFTM is slightly slower than LDA over
different topic numbers. As discussed in Sect. 3.2, although it increases the time complexity
by applying a CRF model during the sampling process, the running time of CRFTM is still
comparable with LDA. Furthermore, our model utilizes local semantic correlations to filter
ambiguous words that are globally correlated, which leads to the fact that it is always faster
than MRF-LDA.

4.2.7 Analysis on noise word filtering

Two baseline models (i.e., MRF-LDA and GPU-DMM) exploit word correlation knowledge
from word embeddings to enrich topic modeling. However, using one embedding for a poly-
semous word or a homonymous word regardless of its specific word sense could improperly
put noise words into the topics. In contrast, our model incorporate local semantic correlations
computed by using cues from the word’s context to identify the correct word sense.

In Table 3, we show four examples of noise word filtering by leveraging contextual words
in CRFTM. The two words in each pair of the second column are globally correlated. The
contextual words of the first word in each pair shown in the third column demonstrate there
is no local semantic correlation between them, resulting in these word pairs appear with
low probability in the same topic. Except for polysemous and homonymous words (e.g.,
“Apple”), we notice that noise word pairs often belong to the same named entity type such
as person name (e.g., “Obama, “Cameron”), country name (e.g., “America”, “British”) and
so forth. Additionally, CRFTM also filters the noise words that have little relationship with
the sampled topics. For example, as shown in Table 3, although “tweet” is a message sent
using “Twitter”, the noise word “tweet” could be irrelevant to “an IT company” topic.
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5 Conclusion

In this paper, we propose a newmodel for short text topicmodeling, namely Conditional Ran-
dom Field regularized Topic Model (CRFTM). CRFTM first utilizes the Embedding-based
Minimum Average Distance (EMAD) to aggregate short texts into regular-sized pseudo-
documents, which is a generalized solution to alleviate the sparsity problem. Next, our model
incorporates global and local semantic correlations by using a Conditional Random Field
(CRF) model to encourage semantically related words to share the same topic label. We con-
duct extensive experiments on two real-world short text collections. The experimental results
validate the effectiveness of our model compared with existing state-of-the-art models. In the
future, we will study how to apply our model on various data mining tasks such as tracing
topic evolutions of short text streams or short texts retrieval.
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