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Abstract Network operators and mobile carriers are facing serious security challenges
caused by an increasing number of services provided by smartphone Apps. For example,
Android OS has more than 1 million Apps in stores. Hence, network administrators tend
to adopt strict policies to secure their infrastructure. The aim of this study is to propose an
efficient framework that has a classification component based on traffic analysis of Android
Apps. The framework differs from other proposed studies by focusing on identifying Apps
traffic from a network perspective without introducing any overhead on subscribers smart-
phones. Additionally, it involves a technique for pre-processing network flows generated by
Apps to acquire a set of features that are used to build an identification model using machine
learning algorithms. The classification model is built using classification ensembles. A group
of chosen users contribute in training the classification model, which learns the normal behav-
ior of selected Apps. Eventually, the model should be able to detect abnormal behavior of
similar Apps across the network. A 93.78% classification accuracy is achieved with a low
false positive rate under 0.5%. In addition, the framework is able to detect abnormal flows
of unknown classes by implementing an outlier detection mechanism and reported a 94%
accuracy.

Keywords Android security - Traffic analysis - App profiling - Flow-based classification

1 Introduction

According to IDC [1], smartphones market share grew 13% over the second quarter of
2015. Android dominated the market with an 82.8% share. Android market share grew
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from Q2 of 2012 till Q2 of 2015 by 13.5% indicating an increase in the number of users
and Apps [1]. On the other hand, this growth presented new challenges to network operators.
Furthermore, Bring Your Own Device (BYOD) concept raised serious challenges for network
administrators [18] who are concerned about their networks ability to face new emerging
attacks on their infrastructure by exploiting smartphones’ vulnerabilities, such is the case
with Distributed Denial of Service (DDoS) botnets’ attacks [25].

Accordingly, many solutions have been proposed in order to protect Android platform
against emerging attacks. For example, anti-virus and anti-malware Apps apply signature-
based identification of known malware by examining files, memory, and system settings.
These solutions turned out to be ineffective for mobile platforms because anti-malware Apps
have the same access privileges as other Apps running on the phone. Since these solutions
are signature based, they require continuous update of malware definitions, which consumes
storage and processing resources. However, in a recent work, the authors of [22] suggested
a framework which can be used to detect new malware types and update malware signatures
using Active Learning (AL) and Support Vector Machines (SVM). The authors suggested
deploying the framework in strategic network nodes such as Apps’ market servers. Some
proposed solutions focused on static and offline analysis of Apps’ source code to detect pla-
giarism and changes in code such as what was proposed by [23] Other types of solutions such
as access control solutions have been adopted in BYOD and implemented through Mobile
Device Management (MDM). These solutions act at the App level by placing restrictions on
Apps usage, or at the file level by using containers to limit the scope of data leakage. BYOD is
implemented via tools installed on the device that limit users access to the phones resources in
order to minimize the damage of exploited Apps. Data leakage prevention solutions depend
on expecting the content of exchanged data traffic. One example is payload inspection by
applying Deep Packet Inspection (DPI) [11]. Automated App analysis solutions have been
proposed in the literature. For example, automated analysis of APK files extracts static infor-
mation such as requested permissions then categorizes Apps based on the extracted info [14].
Comparing monitored security specifications of Android Apps against their manifest file is
another example [31]. Other forms of automated App analysis use intrusion detection to sta-
tistically analyze Apps data and traffic flows, and compare it against the expected behavior
[33].

In this paper, a classification component is introduced to identify Android Apps using
traffic flow analysis. This component can be used in Cyber Threat Management (CTM)
frameworks. The component can deliver valuable insights about Apps running across the
network. Machine learning algorithms and classification ensembles are used to classify sam-
ples of extracted Apps’ flows. This component can be more effective in defending against
new emerging attacks since it can detect behavioral changes and operate in real time. The
proposed framework has the following contributions:

— Employ new aggregated network features

— Pre-processing, analyzing, and classifying extracted feature vectors on the network side
to save phone resources

— Using statistical analysis in classification and decision making, which allows for the
handling of numeric network features and adapting to normal changes

— Does not require DPI nor rooting of the device

The rest of the paper is organized as follows. Section 2 includes a review of the related
work in the literature. In Sect. 3, classification in machine learning is briefly viewed. Section 4
describes how the proposed framework works. Sections 5 and 6 show the experimental setup
and results analysis. Finally, we conclude and discuss the future work in Sect. 7.
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2 Related work

There are many proposed solutions in the literature related to Android security, but only few
target App identification using network behavior profiling and traffic analysis. The authors
of [37] presented a multilayer system for profiling Android Apps. The system includes four
layers: Static, User interaction, OS, and Network layers. The main idea is taking advantage of
cross-layer analysis to detect invisible abnormalities from a single-layer perspective. How-
ever, root privileges are required to analyze Apps events and network behavior. The authors
of [11] proposed App identification based on DPI. It helps network operators to expect traffic
loads, quality of service, and discover network abnormalities. However, their approach sup-
poses that 70% of Apps do not use HTTPS which is not accurate for current Apps in stores.
Additionally, applying DPI on the device consumes CPU and battery resources.

Behavioral analysis of Apps is another field of interest in App automated analysis. By
concentrating on the analyzed behavior, we can split the proposed solutions to general behav-
ior analysis and network behavior analysis. Andromaly [32] and Crowdroid [6] are solutions
based on general behavior analysis. Andromaly is a behavioral malware detection framework
that consists of real-time monitoring, collection, pre-processing, and analysis of Android sys-
tem metrics (Features). These features are extracted from both kernel and App levels using a
client running on the device. They capture aspects such as network activities, resource con-
sumption (e.g., memory and CPU), and event occurrence (e.g., touch screen and keyboard).
Crowdroid uses a crowdsourcing dynamic analysis method to detect Android-platform mal-
ware. The system collects samples of execution traces for the running Apps. These traces
help in differentiating between benign and malicious Apps. However, both solutions require
rooted devices to collect some of the features.

Network behavior analysis solutions concentrate more on features related to network
activity. The authors of [33] presented a hybrid behavioral-based anomaly detection system,
which has a client—server architecture. The system is designed to protect mobile users and
network infrastructure by detecting deviations in Apps network behavior. Models are gener-
ated to represent the normal network behavior of each installed App. The models are based
on network related features, which are collected using a client running on the smartphone.
The authors of [26] proposed a system for network behavior detection of android malware,
which consists of three parts: monitoring, anomaly analysis, and cloud storage model. The
system monitors Apps network behavior in real time and does not need to parse the content
of exchanged packets, which protects users privacy. It depends on network behavior features
only such as received bytes, sent bytes, and connection length of the running processes.
However, the reported results have shown low accuracy rates.

App traffic analysis solutions were adopted, but at a smaller scale compared to other
solutions. The authors of [13] presented a detailed analysis of Android smartphones traffic
to show the effect on power consumption and throughput. They analyzed transfer sizes of
(Transmission Control Protocol) TCP Flows and Round Trip Times, in addition to retransmis-
sion rates. The authors of [35] concentrated on modeling network traffic produced by users
behavior. They introduced a session concept that represents the needed flows to complete a
single task. Session types were characterized by session variables such as session lengths in
seconds or bytes. Each type of traffic, such as media streaming or browsing, has defined a set
of values for these variables. However, the values were based on assumptions and collected
statistics, which may not represent all traffic types accurately.

The authors of [2] investigated background traffic generated by Android Apps. They
confirmed traffic characteristics diversity by performing a detailed experiment to analyze the
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traffic. The authors also studied persistent TCP-based Apps, which require periodic message
exchange to keep connections alive. However, the study was restricted to background traffic
only. They suggested using DPI to identify running Apps, which is impractical due to traffic
encryption. The authors of [38] compared URLs in HTTP requests made by an Android App
against a URL table to detect malicious Apps. The table contains a list of malicious servers.
This approach is very limited because it depends only on logging HTTP requests, while most
of current requests use HTTPS. Additionally, comparing against a static or dynamic table of
URLS is useless since attackers can fake URLs.

To identify Apps, the authors of [8] suggested an adaptive algorithm that automatically
recognizes traffic by relying on machine learning classifiers. They introduced a traffic clas-
sifier as a collection of rules that defines each type of traffic. The system architecture is
composed of three sections: data collection, a flow capturing mechanism, and a classifier
generation algorithm. The generated information from flow capturing and payload of non-
encrypted flows are used to generate the classifiers. However, the method had drawbacks
because it depends on destination IPs and known ports of servers which are not specified
in Peer to Peer (P2P) communication. In addition, the method used non-encrypted flows to
build the classifiers, which is not an effective method in case of encrypted traffic.

The authors of [17] proposed traffic anomaly recognition using SVM classification algo-
rithms [10]. A detection model is built using collected features from the phone. Afterward,
they evaluated the detection model using real malware. The system used network features,
and applied statistical classification to detect malicious Apps. However, the features were
not aggregated which could have helped in improving the detection accuracy.

The authors of [9] focused on analyzing encrypted traffic to build usage profiles and under-
stand users actions. The proposed framework analyzes TCP packets and extracts information
about network flows. The authors used Dynamic Time Wrapping (DTW) algorithm [4] to
find alignments between incoming and outgoing packets, which turned out to be unique for
each App. Their approach handled encrypted traffic and identified users actions with high
accuracy; it did not involve a client installation on the device, and it did not require any
rooting privileges. However, it was affected by noisy packets such as TCP retransmission
packets and required reading TCP flags to set the start and end of the flow. In another work
[34], the same authors introduced an App scanner framework that inspects encrypted traffic.
This study introduced multiple methods close to the proposed work in this paper. However,
their experimental setup did not involve real traffic generated from real users.

The authors of [19] combined statistical-based and behavioral-based detection. Network
traffic attributes are represented by graphlets and packet sizes as distributions. The authors
studied Apps background and foreground traffic separately. The proposed work achieved high
accuracy in detecting Apps traffic patterns using a feature vector of 59 features. However,
the experiment was limited because the traffic was generated from a single testing device.

In this paper, we introduce a framework that handles encrypted traffic flows efficiently.
The framework classifies each flow according to the originating App. It differs from previous
work in data pre-processing and flow feature extraction. In addition, the experiments involve
real users interacting with multiple Apps.

3 Background

Before the framework is presented, we briefly introduce the various techniques used in this
work.
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3.1 Classification in machine learning

Classification is a form of supervised machine learning implemented using data mining
techniques [15]. In supervised learning there are two datasets, one for training and the other
for testing or evaluation. Every instance in both datasets is represented by a set of features
that may be continuous, categorical, or binary [15] and have known labels or classes. Before
a classification model is built and the learning process starts, there are three important phases
that have to be implemented. These phases guarantee high detection accuracy. Data pre-
processing is the first phase, where training datasets may contain missing values that need to
be filled, or noisy points that need to be cleaned [15]. The second phase is feature selection,
which is the process of removing redundant and useless features that may affect learning
either by increasing the learning period, or decreasing the accuracy of classification. In
most cases, classifiers use aggregated features from a set of basic features. The final phase
is choosing a suitable learning algorithm to meet the objectives of the study. The feature
selection phase sometimes precedes training the classification model if the features ranking
algorithm uses specific metric linked to the type of the classification model. Supervised
classification has a large number of data mining models, e.g., Decision Trees [27], and some
statistical approaches, e.g., Bayesian classifiers [29].

3.2 Bagging decision trees

Introduced by Quinlan [27], a Decision Tree (DT) is a tree structure classification model
produced by a supervised machine learning algorithm. It maps input features to a label that
represents the predicted type of the data or the class described by these features. DT classifies
instances based on their feature values. The tree structure is built starting from a root node
down to the end nodes (leafs) as a binary tree. Each split node in the tree depends on the
gain value of a specific feature calculated using Information Gain algorithm [20]. Finally, the
leaf nodes at the bottom of the tree represent the classes (Labels). Information gain is based
on the change of the entropy value for a feature after splitting the dataset using one of the
features. There are two kinds of entropies, the first is calculated using the frequency table of
a class attribute ¢, where the frequency p; is the count of the distinct values of that attribute,
as shown in Eq. 1.

E(S) =) —pilog,(p;) e
i=1

The second entropy value is calculated using the frequency table of a feature against the
class attribute c, as shown in Eq. 2.

E(T,X) = Z P(c)E(c) (2)
ceX

Finally, the gain of each feature is calculated using both entropies, and the feature with
the largest gain is chosen to split the dataset based on its values, as shown in Eq. 3.

Gain(T, X) = E(T) — E(T, X) 3)

The Bagging Algorithm was introduced by Breiman [5]. The idea is to create a single
classifier from multiple weaker classifiers. These classifiers generate their votes from multi-
ple Bootstrap samples [3]. Generating a Bootstrap sample is done by uniformly sampling n
instances from a single training dataset and replacing them [12]. Afterward, the 7 Bootstrap
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samples are used in building T classifiers in parallel. Each classifier, C;, is learned by Boot-
strap sample, B;. The output of the final classifier C is the class that is most voted for by
Ci1, Ca, ..., Cr as shown in Algorithm 1. Each instance in the training set has a probability
of 1 — (1 —1/n)" to be selected in one of the n times instances picked from the single training
set [3]. This technique decreases the error probability since it is including most instances in
different combinations to build the classifier. In addition, it prevents creating an over fitted
model of the system.

Where S is the set of all training samples, Inducer [ is the training algorithm, and 7 is
the number of bootstrap samples. The algorithm generates T bootstrapped groups of training
samples S, and for each group it creates a classifier C; using inducer /.

Quinlan tried bagging the DT Algorithm [28] and evaluated the model using diverse
collections of datasets. The results confirmed higher accuracy for multiclass datasets gener-
ated from multiple sources. Additionally, he stated that using a group of dissimilar leaners to
build a strong classifier will contribute to increasing the accuracy while keeping a generalized
model of the system. Based on that, and since it requires a non-stable learning environment,
we decided to use the Bagging Algorithm. The small changes in the non-stable environment
will create different sub-classifiers [28].

Algorithm 1: The Bagging Algorithm

Input :set S, Inducer /, integer T
Output: classifier C*
1fori=17toT do

2 s = bootstrap sample from S (i.i.d. sample with replacement);
3| =18y
4 end

wn

C*(x) = argmin ,cy Zi:C,- )=y 1 (the most often predicted variable y);

4 Flow-based application identification

Figure 1 shows the overall process of building the framework’s classification model. It will
be used to classify flow samples from multiple Apps. Classification decisions are based on
the contribution of the chosen set of users to train the classifier. This can provide intelli-

Apps Network
Connections

Bagged
Classifier

Match packet and
connection info

Bootstrap & train
DT sub-classifiers

Labeled Packets

Packet dump

Fig. 1 Building framework’s classifier

@ Springer



Mobile Apps identification based on network flows 777

] |
‘ Data Collection ‘

iy

‘ Flows Extraction ‘

iL Network Core

‘ Features’ Extraction ‘

1L <<<( ))>>

‘ Features’ Selection

iy

‘ Training & Evaluation ‘

i L Access Point

Classification Model

O

Fig. 2 App identification process

gence about Apps behavior. Setting a base profile for the network for multiple states can
help administrators to optimize QoS. Additionally, it provides situational awareness, e.g.,
congestion durations and periods. The classifier is built using the Bagging Algorithm and
includes multiple sub-classifiers which are DTs.

Figure 2 illustrates the overall process used in building the detection framework. Upon
deployment, the App identification framework uses the classification model which is pro-
duced at the final stage. The process starts by extracting network features of flows generated
by various Apps. A flow is the traffic exchanged between two IPs with the same ports and
protocol during a time period. The flow ends when packet exchange turns idle for a certain
amount of time and never fires back. Each flow consists of the exchanged packets during
its lifetime. Feature extraction and aggregation is implemented over a specific time inter-
val. During the time interval, the set of predefined features is measured and logged to be
aggregated in a feature vector. Afterward, the set of aggregated feature vectors is filtered in
a feature selection phase. Then, these feature vectors are used to build a classifier, which is
the core of the system. The framework uses the classifier to identify Apps network behavior.

What distinguishes the proposed framework is the feature vector that can be extracted
without acquiring special permissions or rooting. The framework has two main advantages.
First, network users are not required to make any updates or install special software on their
phones. Thus, customers will not lose phones warranty. Second, it will be easier for the
network operator to distribute a light tool during the building phase on selected smartphones
while having all the heavy processing and computations residing in the core.

Since feature extraction and aggregation is repeated at each time interval during the lifetime
of the flow, the framework should be able to identify an App using just few exchanged packets.
A flow can have multiple samples when applying a rapid sampling rate. The samples can be
processed according to their arrival. Thus, the flow can be identified by analyzing headmost
samples. Another advantage of this method is real-time identification, whereas the flow
sample is classified at each time interval. Therefore, if any abnormal change occurs in the
behavior, the system should be able to detect such changes. Identifying abnormalities in Apps
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Table 1 Packet attributes
Packet number

Timestamp

Packet length

Packet inter-arrival time
Direction (in/out)

App label

behavior is based on outlier detection. The system depends on a confidence score, associated
with each instance, to predict the outliers. It is expressed by the posterior probability of an
instance belonging to a certain class. When the confidence score falls in a certain range,
the system investigates the deviation for that instance. This method makes the system adapt
smoothly to normal changes in Apps behavior while keeping the ability to detect abnormal
changes.

The framework can be responsive to gradual changes by comparing the flow class at each
time interval to older time intervals and track the changes in features values. Since the frame-
work is running in the network core, real-time detection and adaptation to normal changes
will not affect smartphones resources. It will not add any overhead that may affect users
experience. The framework will even be transparent to the users because the classification is
done on the network side without involving a detection client on the smartphone.

In the following subsections, we explain each phase in the framework and elaborate on
the methods highlighting the contribution.

4.1 Flow extraction

This phase starts at the end of the data collection phase which will be shown in 5. Flows
occurring during a certain time period are extracted from the packet dumps. A flow is repre-
sented by the exchanged packets between two IPs using same ports and protocol. The flow is
terminated when traffic exchange is idle for a specified amount of time without firing back.
Each flow packet is defined by a set of attributes as shown in Table 1. The inter-arrival time
is the elapsed time between the current packet and last exchanged packet in the same flow.
The idle time is a configurable parameter which is set as described in Sect. 6.1. Unlike other
solutions, the flow extraction phase does not depend on reading TCP flags nor User Datagram
Protocol (UDP) payload to identify the last exchanged packet. A flow in represents generated
traffic when executing actions of an App. No payload information is used to calculate the
features, which ensures users privacy.

4.2 Feature extraction and aggregation

The feature extraction and aggregation phase is implemented to get useful information that
describe Apps traffic. Only statistically significant flows are taken into consideration. Such
flows have a minimal length and amount of exchanged packets required to represent an App
action. Several feature extraction methods were proposed in the literature, and they were
reflected in this framework. The features are extracted for each flow at every time interval.
Each flow may have more than one sample generated in this phase.

An advantage of this technique is having multiple measurements for the same flow at
formal intervals. These measurements can be used in real-time detection of abnormalities
in flow behavior. Additionally, setting a relatively short interval allows the process to adapt
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smoothly to normal changes. Changes may occur during the lifetime of the same flow or other
flows from the same App. Flow minimal length, and the time interval are all parameters of
the framework. There are no standards that suggest values for these parameters. Therefore,
they are set empirically in such a way to get best achievable results as we describe later on.

4.3 Building framework’s classifier

The Bagged Trees classifier is a classification model that uses a voting approach to assign
classes for evaluation and testing samples. It depends on creating an ensemble of classifiers
using various mechanisms. One of the mechanisms is using multiple datasets for training with
a single learning algorithm such as what was done in [16]. The Bagging Algorithm is used to
create an ensemble of DTs. The classifier relies on the extracted feature vectors of the flow
by examining features’ values. Each time a new sample is classified; it represents a certain
period of that flow since a sampling approach is used by taking multiple measurements for
the flow.

4.4 Feature selection

Since Bagged Trees are adopted to build the framework’s classifier, Information Gain algo-
rithm is used to calculate the entropy of each feature. The entropy is used to measure the
strength of the feature as shown in Sect. 3.2. The strategy is to choose features with the
highest gain or entropy measured over all the feature vectors in the training set. Therefore,
we can set a threshold for the gain and choose all the features that have a gain greater than
the threshold. Afterward, the classifier can be re-evaluated using the selected features. Using
a minimal set of features increases the training performance, it decreases the training time
and the computational complexity while preserving a high classification rate.

4.5 Outlier detection

In multiclass classification models, the classifier tries to distinguish a sample by categorizing
it into one of the known classes. However, if the sample is not classified normally into any
of the classes, it is considered an outlier [36]. Generally, classifiers give a prediction score to
each sample, and based on that score the sample will be classified. The score represents the
confidence which a classifier has for that instance to be classified correctly. It is represented
by the posterior probability of a sample belonging to a class. In Bagged Trees, the posterior
probability of a class given a sample is a weighted average of the class posterior probabilities
computed over selected trees in the ensemble (see Eq. 4).

Zszl Olzﬁz(dx)
ZzT=1 ol
where ﬁ, (c|x) is the posterior probability of a class ¢ given sample x using DT ¢ and «; is the

weighted average factor for each tree. Py (c|x) is the posterior probability of a class ¢ given
sample x in tree ¢ as shown in Eq. 5.

Ppag(clx) = )

A Py(x[c) P
Br(cl) = % )

where P, (x|c) is the number of samples that have ended at the same leaf node / and classified
in class ¢ divided by the total number of samples in class ¢, P(c) is the prior of class ¢ which
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is the total number of samples from class ¢ divided by the total number of samples, and P (x)
is defined as shown in Eq. 6, where K is the total number of classes.

K
P(x) =) P(©)Pi(xlc) ©)

c=1
Accordingly, if the confidence score is low for all the classes, the instance is considered
an outlier. Another technique adopted in Bagged Trees to detect outliers is the outlier score.
The authors of [39] used the proximity measure in Random Forests (RF) to calculate the
outlier of an instance. In general, RF is an ensemble of Trees. However, feature selection is
done randomly at each level to build each tree. The proximity of an instance to a class is the
average fraction of trees in the bagged ensemble for which the instance lands on the same

leaf versus other instances in the same class as shown in Eq. 7.

max

P ()= Y (prox*(n,k)/N @)

keclassj

The outlier measure is identified as the inverse of the average proximity as shown in Eq. 8.

0 (n) =

P~ (n) ®)
In the proposed framework, confidence and outlier scores are used to detect outliers. The
outliers could be flow patterns generated from the same App or by other Apps. Therefore, the
framework should be able to differentiate between both cases. Making the right decision about
an outlier will drive the framework to either adapt to the normal changes in an App behavior,
or detect the abnormal behavior and act accordingly. Both scores are configurable parameters
in the framework and are set by experimental decisions. Calculating the proximity for all
classified samples is computationally expensive. Therefore, the proximity is calculated only
for samples with low confidence scores. Samples with high proximities and low confidence
scores are considered outliers from a known class. On the other hand, instances with low
proximities and low confidence scores are considered outliers from unknown classes that
might be malicious. Using this technique the framework would be able to detect abnormalities
in traffic flows. However, classifying these abnormalities as malicious or non-malicious is
part of future work.

S Experimental setup

Using the experimental setup shown in Fig. 3, we study the behavior of 6 mostly downloaded
Apps as listed in Table 2. Android smartphones running Lollipop 5.1 are used in the experi-
ment. Nine participants took part in the experiment and they interacted with each App for an
hour using their personal accounts when needed. To collect traffic, a virtual access point is
created on a PC connected to the Internet through a cable. The PC is configured to forward
the traffic to the Internet through the wired network. Simultaneously, Wireshark is configured
to run and collect the traffic into packet dumps. To label the packets, the connections that are
generated by each App are logged using Network connections which is a tool that runs on
Android and logs connections established or received by running Apps. The logs are used to
filter packet dumps and extract Apps traffic.

First, the setup performs packet dumping to create a training dataset, which will be used
to train the classifier. Traffic dumps are pre-processed to include flows that represent each
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Fig. 3 Experimental setup

Table 2 Experimental apps # App name Version Category
1 Facebook 64.0.0 Interactive browsing
2 8 Ball Pool 3.5.0 Games
3 Skype 6.22.0 Video calling
4 Viber 5.8.0 VOIP
5 WhatsApp 2.12.45 Text & Multimedia messaging
6 YouTube 11.04.56 Video streaming

App. Established and received network connections of each App are logged using Network
Connections, and the logs are sent to the network core to label the collected packets. This
technique is used in the training phase only while the detection phase does not involve any
tool installation. Privacy concerns may be raised during this phase. However, most of the
traffic generated by the Apps is encrypted, and no payload information is used to extract the
features.

Note that traffic dumps are collected under similar network conditions. However, changes
in network QoS may affect some features values, e.g., having a router problem anywhere
in the network core. Therefore, in a real network setup we can perform data collection on
multiple periods to include different measurements for the same features. This will help in
obtaining the normal ranges of these features. Furthermore, we can choose a selected group
of known benign users to contribute in creating the initial dataset, which will be considered
as a reference profile for the running Apps on the network.

The experiment resulted in a total of 18,051 flows. Each flow had different measurements
according to its length using an idle time of 5s. Each flow measurement is represented by a
set of extracted features. Figure 4a shows flow count for every App based on a 2 s sampling
rate. The 5sidle time and 2 s sampling rate are explained later.

For some Apps, there is a noticeable difference between the number of flows and the
number of measurements. This is due to the varying flow length among the Apps. Apps with
long flows had more measurements than Apps with short flows. Figure 5 shows the difference
in flow length among the Apps as a box plot.
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6 Results and analysis

6.1 Feature extraction

A 55 idle time with a 2s sampling rate are used to separate between the flows and take
measurements. Since there is no criteria to set such values, we tried different options. For
each value for the idle time and the sampling rate ranging from 1 to 10 by increments of
1, the 28 features listed in Table 3 are extracted for each sample of the flow. Using these
samples, a DT classifier is trained. Then, the accuracy of the DT classifier is evaluated
using fivefold cross-validation. At each evaluation iteration, the data which resulted from the
feature extraction phase at specific values for the idle time and the sampling rate are used.
Figure 6 shows the overall accuracy of the DT classifier for the chosen intervals. We can
notice that a sampling interval of 2's achieved high detection accuracy with a low false alarm
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Table 3 Extracted and

aggregated features # Feature
1 Packets Out Count
2 Packets In Count
3 Packets Out/Packets In ratio
4 Bytes Out Count
5 Bytes In Count
6 Bytes Out/Bytes In ratio
7 Average difference of Inter-arrival time of incoming packets
8 Average difference of Lengths of incoming packets
9 Average difference of Inter-arrival time of outgoing packets
10 Average difference of Lengths of outgoing packets
11 Median of Inter-arrival time of incoming packets
12 Median of Lengths of incoming packets
13 Median of Inter-arrival time of outgoing packets
14 Median of Lengths of outgoing packets
15 Variance of difference of Inter-arrival time of incoming packets
16 Variance of difference of Lengths of incoming packets
17 Variance of difference of Inter-arrival time of outgoing packets
18 Variance of difference of Lengths of outgoing packets
19 Average of Inter-arrival time of incoming packets
20 Average of Length of incoming packets
21 Average of Inter-arrival time of outgoing packets
22 Average of Length of outgoing packets
23 Variance of Inter-arrival time of incoming packets
24 Variance of Lengths of incoming packets
25 Variance of Inter-arrival time of outgoing packets
26 Variance of Lengths of outgoing packets
27 Inter-arrival Time between outgoing packets bursts
28 Inter-arrival Time between incoming packets bursts

rate compared to a 10s sampling interval. Thus, it is chosen to extract flows’ samples to train
and evaluate the classification model.

The classification accuracy is evaluated using the True Positive Rate (TPR) versus the
False Positive Rate (FPR) and the Receiver Operating Characteristics (ROC) space, where
the aim is to increase the TPR and decrease the FPR. The accuracy at this stage refers to the
accuracy of the DT classifier. Additionally, we computed the F1 score of the classification
model, which is expressed in Eq. 9.

B 2T P
" QTP+ FP+FN)

where TP is the True Positive count, FP and FN are the False Positive and False Negative
counts, respectively. The F1 score is computed for each class; then, we take the average to
express the overall score.

We can notice that this phase resulted a total of 56081 samples which forms an imbal-
anced dataset as shown in Fig. 4b. This is normal since some Apps generate more traffic

F1 )
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Fig. 6 Sampling interval accuracy

than others. For example, the messaging App, WhatsApp, had less traffic exchanged than the
video streaming App YouTube. There are two general approaches to deal with such cases.
The first approach is sensitive learning, and the second one is to use sampling techniques with
classification ensembles [7]. SVM, for example, handles such datasets with class-weighted
classification, which is a form of sensitive learning. It changes the misclassification penalty
per class. Minority classes classification penalty would be chosen to be larger than major-
ity classes [24]. Other studies on neural networks showed that the performance over an
imbalanced dataset depends on how well the classes are separated [21]. Since the proposed
approach depends on taking samples for each flow at a fixed interval, we follow the classifi-
cation ensembles method. As such, we have to define a template model to be used in building
the classification ensemble.

6.2 Training the classification model
6.2.1 A comparison among supervised classification models

To verify Bagged Trees selection as a classification model for the proposed framework a
comparison is performed. The aim of the comparison is to show that Bagged Trees outper-
forms two of the most widely used machine learning algorithms which are SVM and artificial
neural networks (ANN).

Table 4 shows the hyperparameters that were chosen for each classifier. The values of
each model’s hyperparameters are set to prevent overfitting the training data based on some
experimental knowledge. The models are evaluated using fivefold cross-validation. Two
approaches are followed to evaluate the classifiers. The first approach is using an imbalanced
dataset. The second approach is extracting a balanced dataset by taking an equal number of
samples for each class (App).

Table 5 shows the evaluation results for both imbalanced and balanced datasets. The
Average Accuracy and F1 score for the 6 classes are reported. In the first dataset, samples’
ratios are different among the classes. We can notice that the Bagged Trees model had the
highest accuracy over the imbalanced dataset. Moving to the second approach, we can also

@ Springer



Mobile Apps identification based on network flows 785

Table 4 Models’

Model Parameters
hyperparameters

SVM Kernel = Polynomial
Polynomial order = 2
Kernel scale = auto
Box constraint = 1

ANN Hidden layers = 3
Neurons count = 30
Penalty function = cross entropy
Learn function = gradient descent
a=0.1

Bagged trees T =50
Max. number of splits = 20

Table 5 Classification models Model

! Imbalanced dataset Balanced dataset
evaluation results
F1 (%) Accuracy F1 (%) Accuracy (%)
SVM 86.02 87.85 86.65 87.28
ANN 79.59 80.52% 80.36 82.06
Bagged trees 93.78 94.02% 94.06 94.80

notice that SVM and ANN reported a better evaluation accuracy. However, Bagged Trees
reported a higher accuracy outperforming both SVM and ANN.

As stated in Sect. 3.2, the Bagging Algorithm builds Trees from Bootstrap samples formed
by uniformly distributing instances from the training set and replacing them. Thus, the grown
Trees are based on small balanced datasets. Following this approach allowed to evade the
complexity of sensitive learning. Additionally, the majority voting technique increases the
prediction accuracy and prevents the model from over fitting the training data. This explains
why Bagged Trees outperformed SVM and ANN in both evaluation approaches.

6.2.2 Evaluating bagged trees classification model

Bagged Trees model is evaluated using two approaches. The first approach is K -folds cross-
validation, where K is chosen to be 5. All samples in the dataset are used to train and
cross-validated a Bagged Trees classifier by fivefold using MATLAB Statistics and Machine
Learning Toolbox. The hyperparameters are defined as shown in Table 4. Figure 7 shows the
ROC curve for a fivefold cross-validation for all the classes (Apps). The reported average
overall accuracy for the cross-validation is around 94%.

Table 6 shows the confusion matrix of the 6 Apps classes. We can notice a minimal ratio
of misclassified samples for all classes. Some errors are due to a action between Apps types,
e.g., browsing for video on Youtube, and browsing content on Facebook. Apps with common
actions would generate similar flows which are classified in a single class randomly. Other
errors are simply outliers generated by the background actions of Apps. These outliers are
mostly filtered when picking flows that have statistically significant number of packets, but
some of the outliers remain in the dataset. However, we can notice that Bagged Trees keeps
a high detection accuracy of 93.78% measured by the F'1 score.
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Table 6 Confusion matrix (samples ratio %)
Class Facebook 8-Ball Skype Viber WhatsApp Youtube
Facebook 87.10 1.42 0.04 0 7.69 3.75
8-Ball 2.79 94.85 0.02 0 0.90 1.44
Skype 0.35 0 98.25 0.46 0.92 0.02
Viber 0.06 0 0.27 99.65 0.02 0
WhatsApp 8.86 0.74 0.06 0.09 89.31 0.94
Youtube 4.88 0.96 0.02 0 0.71 93.43

The second evaluation approach is used to prove that the classification model is robust
against introducing new flows which do not have samples in the training set. The classification
model’s accuracy is evaluated by folding over the experiment’s users. The evaluation is
implemented by iterating for 100 times, and at each iteration the users are split randomly
into two groups. Using the first group we form the training set, and the second group forms
the testing set. Then, using the training and testing sets, a Bagged Trees classifier is trained
and evaluated using the hold out approach. In this approach, the training samples are picked
from the training set only, and the testing samples are picked from the testing set to form a
new dataset that has 70% of training samples and 30% of testing samples. Figure 8 shows the
density function of the F1 score for all 100 iterations. We can notice that the F1 score averages
around 91% which shows that the classification model is able to classify unknown flows. This
evaluation approach shows that the classification model’s accuracy is not associated with users
count or type. At each iteration the users were split randomly into two groups with preserving
the 70:30 ratio for training and testing samples.
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To lower the computational complexity and classification time, the Bagged classifier is
pruned and the number of trees is decreased. Using all samples in the dataset, we trained mul-
tiple Bagged classifiers while decreasing the number of trees. Figure 9a shows the decrease
in the accuracy of the fivefolds while decreasing the number of used trees. We can notice that
the overall accuracy slightly decreased even when we reached 20 Trees. This slight decrease
in the accuracy is accompanied with a remarkable increase in the time performance. The
classification model which is decreased 60% in size is able to achieve 99% of the accuracy
using 61% less time as shown in Fig. 9b.

6.3 Feature selection

Each sample in the dataset is expressed using the feature vector shown in Table 3. However,
the general trend in machine learning is to decrease the size of the feature vector for better
performance and to eliminate possible noisy features. Therefore, in this phase, we target a
reduced set of features, which increases time performance and at the same time preserves
the accuracy. The Information Gain algorithm which discussed in 3.2 is used to rank the
original set of features. To rank the features, we use a balanced dataset that includes an equal
number of samples from each class. Then, we split the balanced dataset into a training and
tuning set that forms 70% of the dataset, and a testing set that forms the rest. The tuning set is
used to rank the features using Information Gain algorithm. Figure 10 shows the normalized
rankings of all features in the original feature vector. We can notice that some features do not
introduce any gain at training phase, e.g., Feature #17. Other features have a low impact on
the classification decision, e.g., Features #25 and #27. Thus, to eliminate weak features, we
sorted all features according to their rankings in a descending order. Then, starting from the
weakest feature, we eliminate the last feature in the list and evaluate a Bagged Trees classifier
with fivefold cross-validation using the tuning set.

Figure 11b shows the decrease in the classification accuracy measured by the F'1 score. We
can notice that when the feature vector size is decreased to 9 features, the Bagged Classifier
preserves 98% of the reported classification accuracy before reduction at 91.56%. Figure 11a
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Table 7 Classification accuracy of bagged classifier using the reduced feature vector
Measure/class Facebook 8-Ball Skype Viber WhatsApp Youtube
FPR 0.042 0.014 0.0009 0.002 0.019 0.019
TPR 0.833 0.9135 0.970 0.996 0.851 0.917
Fl1 0.819 0.922 0.983 0.993 0.858 0.917

shows that using nearly one third of the feature vector size will improve time performance
by 44%. To validate the new feature vector, we trained and evaluated the Bagged classifier
once again using the training and testing sets with the Hold Out technique. Table 7 shows
TPR, FPR, and F1 score for all the classes.

The aim in the feature reduction phase is to preserve at least 80% detection accuracy and
above for all classes while achieving a significant increase in the performance. Thus, feature
elimination stopped when the detection accuracy of Facebook dropped below 80% measured
by the F'1 score. Based on that, we decided to use the reduced feature vector expressed by the
top 9 features in the outlier detection phase. Eliminating noisy features will help in increasing
the detection accuracy of outlier-samples coming from unknown classes.

We can notice from features ranking (Fig. 10) that the packet length is an important feature.
Top five features in the ranked set of features are derived from the packet length. Figure 12
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Fig. 12 Packet length stats. a Packets-in average length and b packets-out average length

shows the boxplot of outgoing and incoming packet lengths. We can see that each App differs
in the incoming and outgoing packet lengths from other Apps.

6.4 Outlier detection

The proximity score of Bagged Trees is used to detect possible outliers. However, due to the
complexity of such process, the confidence score is used to identify these possible outliers first
and decide whether the proximity score should be computed or not. To evaluate the proposed
outlier detection mechanism, we installed another famous social media App, Snapchat, on
a single testing device. The App was used for 15min to extract some labeled traffic. Then,
the labeled packets are processed to get a total of 359 samples. To calculate the proximity, a
Bagged Trees classifier is trained using a balanced dataset of samples extracted from known
classes (Apps). Then, the proximity of Snapchat samples is calculated against each known
App samples. Additionally, we calculate the proximity of some testing samples which are
extracted from known Apps and form 30% of the training set. Next, the proximity and outlier
score are compared between samples of known Apps and the newly extracted samples of
Snapchat. The proximity and outlier score are calculated for all samples in the testing set
regardless of the classification result.

Figure 13 shows the confidence score density plot of the known classes and Snapchat
samples. We can notice that Snapchat samples scores average around 0.4. The majority of
samples had their highest confidence score between 0.2 and 0.7. On the other hand, classified
instances from known classes had a higher confidence score that averages around 0.95. Thus,
using the confidence score can limit proximity calculations to instances having their score
distributed outside the range defined by known classes’ confidence score. This threshold
is a tunable parameter which is controlled by the administrator. The threshold represents
a tradeoff between complexity and detection accuracy. If the administrator selects a high
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value for the threshold, more samples will be candidates for the outlier score calculation
since they fall outside the known classes’ range. The framework will have a high detection
accuracy since it calculates the outlier score for a wider range of samples. On the other hand,
if the confidence score threshold is set to a low value, a narrower range of samples will be a
candidate for outlier score calculation and the F'N rate will increase. In this implementation,
we did not set a value for this threshold since we needed to calculate the outlier score for
all the samples and report the outlier detection accuracy. However, setting the threshold is
presented as part of the analysis.

Figure 14 shows the difference in the normalized outlier score distribution for the classi-
fied samples. The outlier score is calculated for each class testing samples versus Snapchat
samples. From the boxplot, we can notice that the outlier score of known samples averages
around a lower value compared to Snapchat samples. To differentiate between known and
unknown samples, we have to set a decision-making threshold based on the outlier score
distribution. To detect the best threshold, we plot the FPR vs. TPR of each threshold value
from 1 to zero with decrements of 0.05. Figure 15 shows the ROC curve resulting from all
iterations on the threshold value. By examining the TPR and FPR of each decision threshold,
the value is set to achieve best detection accuracy and lowest false alarm rate. The decision
threshold is set differently for each App. The best reported detection accuracy is 94% with
a false alarm rate of 5% at a normalized decision threshold of 0.017. This value is picked at
the point where the detection rate started to converge slowly while having increased jumps
in the false alarm rate. Eventually, the decision threshold value is a tunable parameter and
can be optimized for new types of unknown flows.

The proposed classifier is able to detect Snapchat flows and differentiate them from
samples of known classes. This would provide the proposed framework with the ability
to make a decision, dynamically, whether to consider new outliers from known classes or
to discard them. The framework can be adaptive to normal changes that may occur in Apps
behavior, or the it can consider the detected flows as abnormalities caused by anonymous
flows on the network. Since the detection mechanism succeeded in detecting new flows
and distinguish them from flows of known classes, the framework should be able to detect
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changes in flows within the same class. The verification of this feature is left for future
work.

7 Conclusion

In this work, we successfully designed and implemented a classification component that
can be used in App identification. The proposed framework accuracy measured by the F1
is 93.78% with a false alarm rate less than 0.5%. The Bagged Classifier size is reduced by
pruning the number of trees while preserving 99% of the classification accuracy. Additionally,
we were able to reduce the feature vector by more than 50% of the original size while keeping
nearly the same detection accuracy. The framework can be trained by a group of chosen
benign participants to detect abnormal behavior of similar Apps across the network. The
abnormal behavior is detected using an outlier detection mechanism with 94% accuracy. The
outlier detection proved the ability to differentiate between anonymous patterns and known
classes. The complexity of such a process is controlled by taking the confidence score into
consideration. The proposed framework has many parameters to be set such as the idle time
of flows, the sampling interval, the flow length, the decision making threshold, and other
parameters such as the various network conditions to perform data collection, and the initial
group of benign users who will create the base profile. As for future work, we are planning
to devise an algorithm that defines all these parameters, which is considered as a security
extension. The algorithm should also define an adaptive framework that can handle outlier
detection more efficiently. An adaptive framework would consider normal changes in Apps
behavior while preserving the ability of detecting anonymous flows that could be malicious.
This approach needs crowd interaction to query suspicious Apps, which is implemented in
[30]. Game theory is applied on crowd interactions on certain Apps and identified malicious
activities by comparing users feedback. This way, the information provided by the crowd can
be used to detect real malicious Apps on the network, or identify benign Apps that have been
infected.
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