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Abstract It is a practice that users or customers intend to share their comments or reviews
about any product in different social networking sites. An analyst usually processes to reviews
properly to obtain any meaningful information from it. Classification of sentiments associated
with reviews is one of these processing steps. The reviews framed are often made in text
format. While processing the text reviews, each word of the review is considered as a feature.
Thus, selection of right kind of features needs to be carried out to select the best feature
from the set of all features. In this paper, the machine learning algorithm, i.e., support vector
machine, is used to select the best features from the training data. These features are then
given input to artificial neural network method, to process further. Different performance
evaluation parameters such as precision, recall, f-measure, accuracy have been considered
to evaluate the performance of the proposed approach on two different datasets, i.e., IMDb
dataset and polarity dataset.

Keywords Document-level sentiment analysis - Machine learning algorithm - Support
vector machine (SVM) - Artificial neural network (ANN) - Performance evaluation
parameter

1 Introduction

Considering the case of marketing management, the review comments on any product help
not only the customer to buy the best product available in the market but also the seller, to
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know the good or bad features related to their product. These reviews are mostly available
in the text format in an unstructured way and those need to be classified properly in order to
provide any useful information to both customer and seller. Thus, the process of classification
plays an important role in analysis of reviews [1-3]. The concept of sentiment analysis, also
known as opinion mining, analyzes people’s opinion as well as emotions toward different
entities such as products, organizations and their attributes [4].

In general, sentiment analysis has been investigated by various researchers mainly in
three levels such as document level, sentence level and aspect level [5]. Document level
classifies as to whether the whole opinion document expresses a positive or negative sen-
timent. Sentence level determines whether the sentence expresses any negative, positive
or neutral opinion. Aspect level focuses on all sentiments as expressions present within
given document and the aspect to which it refers. Aspect-based sentiment analysis is mainly
concerned to a particular aspect of the topic or product [4]. When the analysis of the doc-
ument is carried out based on aspect basis, the document may provide positive polarity,
while for other aspect, it may provide the negative one. Thus, the polarity of the docu-
ment depends upon the aspect considered for analysis. Again, expressions associated with
sentiment are mainly the words or features which express the sentiment of the text, i.e.,
the adjective and adverb words [48]. Thus, during the process of analysis of the reviews
the sentiment words are collected and based on the polarity values of those sentiment
analysis are carried out. But as the type of the words is not fixed throughout the text,
it is difficult to analyze the polarity of text. In positive—negative polarity, i.e., two class
problem, the document is analyzed properly to provide the sentiment polarity of the text.
During the course of this study, document-level sentiment analysis has been taken into
consideration.

There are mainly three types of machine learning techniques which are very often used
in sentiment analysis, i.e., supervised, unsupervised and semi-supervised learning. In the
supervised learning category, the dataset is labeled and is trained to obtain a reasonable
output that helps in proper decision making [6]. Unlike supervised learning, unsupervised
learning process does not provide any label data; hence, they cannot be processed at ease. In
order to solve the problem of processing of unlabeled data, clustering algorithms are applied
[7]. The semi-supervised approach is used, where there is a small volume of labeled data
for training and a large volume of unlabeled data for testing. The main purpose of semi-
supervised approach is to label the large size unlabeled data with the help of labeled data
whose size is small [8]. This study presents the impact of supervised learning method on
labeled data.

In order to analyze sentiment reviews, it is observed that various machine learning tech-
niques have been considered by researchers and practitioners. In this study, both support
vector machine (SVM) and artificial neural network (ANN) algorithms are used in combina-
tion for classification. SVM helps to select the best features from the set of features. These
features are then considered for input to ANN, which in turn helps classify the testing reviews
into positive or negative group.

The contribution of the paper can be stated as follows:

i. Two different movie review datasets IMDb [9] and polarity [2] are considered for senti-
ment classification. The IMDb dataset has separate data for training and testing purpose
but as polarity dataset has no such separation, tenfold cross-validation technique is used
for classification.

ii. After removal of stop words and unwanted information from the training data in both
datasets, the rest words are considered as features for sentiment classification. The senti-
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ment values of each words are calculated using SVM; then, for feature selection purpose,
the words having sentiment values higher than mod(0.009) are considered.

iii. These selected features/words are then given input to ANN, which tests the testing data
based on selected features and classifies the review dataset into either positive or negative
polarity.

iv. During the analysis using ANN, the number of hidden nodes is kept on changing in order
to find out the best possible solution. With the help of confusion matrix and other perfor-
mance evaluation parameters like “precision,” “recall,” “f-measure” and “accuracy,” the
performance of the proposed approach is accessed and then compared with the results
obtained by different authors as reported in the literature and it is observed that the result
obtained by the proposed approach performs more accurately.

The organization of the paper is as follows: The next section discusses on the articles
as available on the literature and justifies the use of proposed approach. Section 3 indicates
the methodologies used in sentiment classification. Section 4 informs about the setup for
the present approach. Section 5 indicates the performance evaluation of proposed approach.
Section 6 finally concludes the paper.

2 Literature survey

It is observed that articles of good number of authors are available in the literature that is
quite rich on sentiment classification of textual reviews. The datasets which are used in this
study are mostly considered to be of movie reviews i.e., Internet movie database (IMDb) [9]
and polarity dataset [2]. The following subsection is concerned with the literature review on
document-level sentiment classification, which is very much relevant to this study.

2.1 Document-level sentiment classification

Pang et al. [1] have undertaken the sentiment classification with three standard algorithms,
i.e., Naive Bayes classification, maximum entropy classification and SVM applied over the
n-gram technique. In this paper, the techniques of unigram, bigram and their combination
are considered and the analysis is made on features such as frequency and presence. Pang
and Lee [2] have labeled the sentences of a document as either subjective or objective. They
have implemented machine learning classifier to the subjective group which prevents polarity
classification from considering useless and misleading data. They have explored extraction of
methods on the basis of minimum-cut formulation that provides effective way for integration
of intersentence-level information with bag of words. Matsumoto et al. [11] have considered
the syntactic relationship among words as a basis of document-level sentiment analysis.
Frequent word subsequence and dependency subtrees are extracted from sentences, and they
act as features for SVM algorithm. They have used unigram method, bigram method and
combination of both as the methods for classification.

Moraes et al. [12] have made a comparison between SVM and ANN regarding document-
level sentiment analysis. They have adopted feature selection technique and weighting in
bag-of-words (BOW) model. Their experiment indicates that application of ANN shows
superior result in comparison with SVM. Tang has suggested that learning sentiment-specific
semantic representation of document is important for document-level sentiment analysis [13].
He decomposes the review documents into four constituents, i.e., word representation, sen-
tence structure, sentence composition and document decomposition. He used three different
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versions of sentiment-specific word embedding (SSWE), i.e., SSWE,,, SSWE,. and SSWE,,
along with neural network for classification. They used Twitter sentiment classification on the
benchmark dataset from SemEval 2013. Tu et al. [14] have used sequence and convolution
kernels using different types of structures for document-level sentiment classification. They
use both sequence and convolution kernels for analysis. For sequence kernels, they have used
a sequence of lexical words (SW), POS tags (SP) and combination of sequence of words and
POS (SWP). For dependency kernel, they have used word (DW), POS (DP) and combined
word and POS settings (DWP) and similarly for simple sequence kernels (SW, SP and SWP).
They used vector kernel (VK) in a bag of words as baseline. Their approach of VK + DW
has shown the best result among all the proposed result. They have used polarity [2] dataset
for analysis.

Liu and Chen [15] have proposed different multi-label classification on sentiment clas-
sification. According to the authors, the multi-label classification process performs the task
mainly in two ways, i.e., problem transformation and algorithm adaptation. In problem trans-
formation, the problem is transformed into multiple single-label problems. During training,
the system learns from these transformed single-label data and during testing, the trained
classifier makes prediction at a single label and then translates it to multiple label. Zhang et
al. have proposed the classification of Chinese comments based on word2vec and SVMPet
[16]. Their approach mainly consists of two part. In first part, they have considered the
word2vec tool to cluster similar features in order to capture the semantic features in selected
domain. Then in second part, the lexicon-based and POS-based feature selection approaches
are adopted to generate the training data.

Luo et al. [17] have proposed an approach to convert the text data into low-dimension
emotional space (ESM). They have annotated small size words which have definite and clear
meaning. They have used two different approaches for assigning weight to words by emotional
tags. The total weight of all emotional tags are calculated, and based on these values, the
messages are classified into different groups. Niu et al. [18] have proposed a multi-view
sentiment analysis dataset including a set of image-text pair with manual annotation collected
from Twitter. Their approach of sentiment analysis can be categorized into two parts, i.e.,
lexicon based and statistic learning. In case of lexicon-based analysis, a set of opinion words
or phrases is considered which has a predefined sentiment score, while in statistic learning,
various machine learning techniques are applied with dedicated textual features. Tripathy
et al. [19] have used n-gram machine learning technique to perform sentiment classification
using IMDDb dataset. They have applied Naive Bayes, maximum entropy, SVM and stochastic
gradient descent method for classification using n-gram techniques such as unigram, bigram,
trigram, unigram + bigram, bigram +trigram, unigram + bigram + trigram. Among all these
approaches, they find out that SVM with unigram + bigram has shown best result among
other approaches.

Table 1 provides a comparative study of different approaches adopted by authors con-
tributed to document-level sentiment classification.

2.2 Sentiment classification using hybrid machine learning approach

Section 2.1 discusses about the literature where the classification is carried out using different
machine learning techniques. There are few authors who have also used hybrid methods i.e.,
combination of two or more machine learning algorithms to perform classification. This
section discusses few literature that uses this hybridization approach.

Govindarajan [20] has proposed sentiment classification method using the hybridization
of Naive Bayes and genetic algorithm. He used the concept of number of occurrence of word
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i.e., the count as feature selection. The words that occur more than three times in text are only
considered for further analysis. They also used best first search (BFS) approach to evaluate
the classifier result. Abbasi et al. [21] have proposed an algorithm known as entropy-weighted
genetic algorithm (EWGA) which is a hybridized genetic algorithm. They have combined
EWGA with SVM for classification of web forums in different languages i.e., English and
Arabic.

Balage Filho et al. [22] have adopted a hybrid classification using three classification
approaches: rule based, lexicon based and machine learning. They also suggest that pipeline
approach is used by them to extract best feature from each classifier. Their approach can be
divided into two subtasks, i.e., expression-level classification and message-level classifica-
tion. Jagtap and Dhotre [23] have proposed hidden Markov model (HMM) and SVM-based
hybrid classification, along with advent feature extraction model. They have used voting
mechanism to classify the reviews. In voting mechanism, the classifier votes for the polarity
of the review. The reviews which get highest vote belong to the polarity i.e., either positive or
negative. Wang et al. [24] have proposed a hybrid method based on category distinguishing
ability of words and information gain is adopted for feature selection. They have performed
the classification using feature selection and SVM, and their best result obtained with feature
dimension equal to 3000.

Table 2 provides a comparative study of different approaches adopted by various authors
using hybrid machine learning technique.

2.3 SVM as feature selection

It is observed from Sects. 2.1 and 2.2 that for sentiment classification of reviews different
machine learning techniques or hybrid approaches have been considered by a good number
of authors. As SVM is used in this paper for feature selection, the present section discusses
about the use of SVM as feature selection.

Neumann et al. [26] have proposed four novel continuous feature selection approaches
which intends to minimize classifier load. They include linear and nonlinear SVM classi-
fier. Their focus is mainly on embedded approach, which minimizes training errors of a
linear classifier. Then, they have fixed up an objective to minimize the feature selection for
nonlinear SVM classifier. Lozano et al. [27] have used three different techniques for texture
classification using feature selection. The subgroup-based multiple kernel learning technique
performs feature selection by down-weighting or removing subsets of features having similar
characteristics. Two different conventional feature selection techniques such as recursive fea-
ture elimination with different classifier and a genetic algorithm-based approach with SVM
are used as decision function. These classifiers work according to tenfold cross-validation
technique. Maldonado et al. [28] have used feature selection by penalizing each features
that are used in dual formulation. Their approach known as Kernel penalized SVM (KP-
SVM) eliminates features having low relevance for the classifier. KP-SVM also employs
stopping condition which avoids the negative affect of feature elimination on classifier’s
performance.

Zheng et al. [29] have used feature selection for Chinese online reviews. They have used N-
char-grams as well as N-POS-grams approach for potential sentimental features. Improved
document frequency method is used for feature subset selection and Boolean weighting
method for calculation of feature weight. Finally, Chi-square test is carried out to test signifi-
cance of experimental result. They have used LIBSVM, a SVM classifier developed by Taiwan
University to conduct experiment. Sharma and Dey [30] have used five different feature selec-
tion methods such as information gain (IG), gain ratio (GR), Chi statistics (CHI), Relief-F and

@ Springer



A. Tripathy et al.

812

qom oy
WOIJ PIJI[0D ST SMIAIAI
Ied JuaIegyIp 1 jo sndio)

douewtojrad
SI9YOL) SUIPLAI JUIPNS
WOIJ PIJI[[0 SMIIATY

WSLIIRSH [ OTIONIM],
P10Z[PUINOLIAIT
PIOTIONIML

‘€T10ZSIAS ‘€10TINIML
swnioj gom dnoid
JSTWANX? UI)SBH [PPIA
pue isroewaidns g pue

JOSBIBP MIIARI AIAOW A

saded qom s Sued og woiy
PIPBO[UMOP SMITAI SIAOJA!

0F'+38 :ures uoneurIojuy

C'C8 ‘ININH + INAS

6£'S9 : 195TIEp PTOTINIML,
“1€'9G 119seIRQ £10TIOMIML

7606 ‘WnIOy uIdsey
S[PPIA PUEB 9°()6 -WNIOY
SN ‘L' 16 :MIIAI AIAON

8°€6 VDN PHALH

ures uoneuLIOjul
pue spiom jo Ajjiqe
SurysmsunsIp Jo puqiH

(INIAH) [opowt
AOMIBJA] USPPIY PUE JNAS

yoeoidde paseq-uoorxay
pue paseq-a[ni
PIA JNAS [ouIY Jeaur]

INAS Pue YOMH Jo pqly

VD pue gN jo pLakH

UoNeOYISSE[d
JUSWITIUSS JOJ PAONPONUT ST
ureS uoneWLIOJUT PUE SPIOM
Jo Lqiqe Surysmsunsip
K1039180 U0 paseq poyjow

3unog[es aIjeady pLqAy oy,

SMOIAI A} 0] AjLrejod
Ky10ads o[ni1 urw—xew pue
wstueyodw Junoa suisn
uay) pue Apjuopuadopur
SMIIAJI A} AJISSL[O
0} pasn JNJNH Pue JNAS 24L
SMOTAQI 9] KJISSE[O 0} Paseq
SuruIes| QUIYORW PUB Paseq
UOJIXI ‘paseq d[nI 't
‘soyoeordde uoneoyisserd
JUQIQIJIP 92IY) Pas()
SMIIAQI
oY) AJIsse[d 0) INAS Ui
Suore wyyLIo3[e o1ouad
paySram-Adonua pasn

uoneoyIsse[ uoyrad
01 YD pue gN Jo puqgAy pasn

[ve] ‘210 Suem

[¢Z] anoy( pue deiSer

[zel ‘e v ouptg

[12] "2 10 152qqy

[0Z] ueferepurron

pasnjasereq

(9 Koranooe) jnsa1 paurelqO

pasn w03y

yoeolrddy

loyny

onbruy9) Surtures] suryoew prLIGAY 3UISn UONEIYISSL]D JUSWNUIS J0J sioyine Aq pasn soyoeordde jo uosuredwo) g d[qey,

pringer

as



Document-level sentiment classification using hybrid machine... 813

document frequency (DF) along with seven machine learning techniques, i.e., Naive Bayes,
SVM, maximum entropy, decision tree, K-nearest neighbor, Winnow and Adaboost for senti-
ment analysis of movie reviews. Their result shows that GR provides a better result for feature
selection and SVM performs better than all other machine learning techniques. Hardin et al.
[31] have used SVM-based feature selection. They have assigned zero weight to irrelevant
variables by linear SVM. After assigning zero weights to the variables, they do not play any
active role in classification; thus, feature selection is carried out and finally SVM is used for
classification.

Table 3 provides a comparative study of different approaches adopted by authors using
SVM as feature selection technique.

2.4 Motivation for proposed approach

The above-mentioned literature survey helps to identify some possible research areas which
can be extended further. The following aspects have been considered for carrying out further
research.

i. A number of authors have used the concept of part-of-speech (POS) tags or count of
the occurrence of the word as a criteria for feature selection. But it is observed that
the POS tag for a word is not fixed and it changes as per the context of their use.
For example, the word “book” can have the POS “noun” when used as reading mate-
rial, whereas in case of “ticket booking” the POS is verb. Again the occurrence of a
particular word mainly depends upon the author’s writing style. Thus, it may not be
suitable for using feature selection. Hence, in this paper, the sentiment values of each
word are calculated and feature selection is carried out on the basis of these sentiment
values.

ii. Different authors have used a single machine learning technique for both feature selection
and classification purpose. Thus, it is found out that the shortcoming of the techniques
biases the final classification result. To solve this issue, in this paper SVM is used as
feature selection, whereas ANN is used for sentiment classification. Hence, the bias of
any algorithm does not affect the result of classification.

iii. Most of the machine learning algorithms work on the data represented as matrix of
numbers. But the sentiment data are always in text format. So, it needs to be con-
verted to number matrix. Different authors have considered TF or TF-IDF to convert
the text into matrix on numbers. But in this paper, in order to convert the text data
into matrix of numbers, the combination of TF-IDF and CountVectorizer has been
applied. The rows of the matrix of numbers represent a particular text file, whereas
its column represents each word/feature present in that respective file which is shown in
Table 4.

3 Methodology

Sentiment classification techniques may be categorized into two types, i.e., binary sentiment
classification and multi-class sentiment classification [32]. In binary classification, each doc-
ument d; in D where D = {d,..., d,} is classified as a label C where C is a predefined
category set C = {Positive, Negative}. In multi-class sentiment analysis, each document d;
is classified as a level in C* where C* = {strong positive, positive, neural, negative, strong
negative }. The result of binary classification helps to present an indication of quality of one
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Table 4 Matrix generated under CountVectorizer scheme

Feature 1 Feature 2 Feature 3 Feature 4 Feature 5
Sentence 1 1 1 1 0 0
Sentence 2 1 1 0 1 0
Sentence 3 1 1 0 0

product over others. In this paper, study on binary sentiment classification has been carried
out.

3.1 Text data to numerical data conversion technique

The task of conversion of text data into numerical data is carried out using following functions
such as:

1. CountVectorizer (CV) It converts the text document collection into a matrix of token
counts [10]. This function generates a sparse matrix of the counts.

— Calculation of CountVectorizer Matrix: Suppose we have three different documents
containing following sentences.
“Book is good.”
“Book is average.”
“Book is nice.”
Matrix is generated of size 3*5, because we have 3 documents and 5 distinct features
such as book, is, good, average and nice. The elements of matrix can be represented
as 4.
where each “1” in a row corresponds to the presence of a feature and O represents
absence of a feature from particular document.

2. Term frequency-inverse document frequency (TF-IDF) Reflects the importance of a word
in the corpus or the collection [10]. TE-IDF value increases with increase in frequency
of a particular word which appears in document. In order to control the generality of
more common words, the term frequency is offset by the frequency of words in corpus.
Term frequency is the no. of times a particular term appears in the text. Inverse document
frequency measures the occurrence of the term in all document.

— Calculation of TF-IDF value: Suppose a movie review contains 100 words, wherein
the word Awesome appears 10 times. The term frequency (i.e., TF) for Awesome is
calculated as (10/100) = 0.1. Again, suppose there are 1 million reviews in the
corpus and the word Awesome appears 1000 times in whole corpus. Then, the inverse
document frequency (i.e., IDF) is calculated as log(1,000,000/1,000) = 3. Thus,
the TF-IDF value is calculated as 0.1 * 3 =0.3.

3. word2vec Word2vec was created by a team of researchers led by Tomas Mikolov at
Google. Word2vec is a group of related models that are used to produce word embeddings
[49]. Word2vec takes as its input a large corpus of text and produces a high-dimensional
space, with each unique word in the corpus being assigned a corresponding vector in the
space. Word vectors are positioned in the vector space such that words that share common
contexts in the corpus are located in close proximity to one another in the space [51].
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In this paper, the CV and TF-IDF functions are used to transform the text document into
a numerical vector, which is then considered as input to supervised machine learning tech-
niques. However, it is observed that few authors have applied word2vec to transformation
words in the text into vector form but in document-level sentiment analysis, the machine
learning techniques need the vector representation of whole document. Thus, CV and TF-
IDF are more suitable over word2vec for transformation of the text into numerical vectors.

3.2 Used dataset

In this paper, two different datasets are considered for sentiment classification. The datasets
are as follows:

1. aclIMDb dataset The acl Internet movie database (IMDb) consists of 12,500 positive
labeled test reviews and 12,500 positive labeled train reviews. Similarly there are 12,500
negative labeled test reviews and 12,500 positive labeled train reviews [9]. Apart from
labeled supervised data, an unsupervised dataset is also present with 50,000 reviews.

2. polarity dataset The polarity dataset consists of 1000 positive reviews and 1000 negative
labeled reviews [2]. Though the database contains both negative and positive reviews, it
is not separately partitioned for training and testing. In order to perform the classification,
the cross-validation method is being used for this dataset.

3.3 Sentiment classification technique

As mentioned in Sect. 3.2, two different datasets are used for sentiment classification. Thus,
the techniques used for classification are also different in both cases.

— The IMDb dataset has separate data for training and testing [9]. Thus, the training data
are used by the machine learning classifier for training purpose and on the basis of this
training result, the testing data are classified. Different performance evaluation parameters
along with confusion matrix are used to evaluate the performance of the classifier.

— The polarity dataset does not have separation between the testing and training data [2].
Thus, in order to perform classification, cross-validation technique is used. The cross-
validation technique is used to partition the dataset into two parts, i.e., learning and
validate [33]. These two sets are designed to crossover in successive rounds so that
each data point must be validated. k-Fold cross-validation is the basic cross-validation
method. In k-fold validation, dataset is partitioned into k different folds. Among these
k-folds, (k — 1)-folds are used for training and onefold is used for testing. Tenfold cross-
validation is most commonly used in machine learning and classification problems, by
different authors.

3.4 Application of machine learning techniques

In this paper, the following two machine learning techniques are used.

1. Support vector machine method (SVM) This method analyzes data and defines decision
boundaries by having hyperplanes. In two category cases, the hyperplane separates the
document vector in one class from another class, where the gap of separation is kept as
large as possible.

For a training set with labeled pair (x;, y;),i = 1,2, ... where x; € R" andy € {1, 0},
the SVM required to solve the following optimization problem [34] may be represented
as:
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1 i=1
in-Wi'w+cC ;
minyWIW+C) s

subject to yi(wl p(X;) +b) > 1—&,
& > 0. M

here training vector X; is mapped to higher-dimensional space by ¢. SVM requires input
in the form of a vector of real numbers. Thus, the reviews of text file for classification
may be converted to numeric value before it can be made applicable for SVM. After the
text file is converted to numeric vector, it goes through a scaling process which manages
the vectors in order to have the values in the range of [1, 0].

In SVM the kernel is used for pattern analysis. Mostly four different types of kernels are
used for analysis in SVM. These are as follows:

(a) Linear kernel: The linear kernel function can be represented as follows
K(x,-,xj):x;rxj )

where x; and x; are the input space vector and xl.T is the transpose of x;.
(b) Polynomial kernel: For degree “d,” the polynomial kernel can be defined as

K(xi, xj) = {x]x; 4 ¢} A3)

where x; and x; are the input space vector i.e., the features computed from training
sample, “c” is a parameter used for the trade-off between the highest order and
lowest order polynomial. Polynomial kernel with degree = 2 is mainly used in binary
sentiment classification.

(¢) Gaussian radial basis function (RBF) kernel: The RBF is a real-valued function,
whose value depends upon the distance from the origin. The RBF kernel can be

defined as follows
K (x;, xj) = exp(=yllxi — x;|) fory >0 “4)

where x; and x; are the input space vector and the value of y can be used as Flz

where o2 is the variance of input data.
(d) Sigmoid kernel: The sigmoid kernel can be defined as follows

K(xi, xj) = tanh(axl-ij + b) (5)

where x; and x; are the input space vector, a>0 is the scaling parameter for the input
data, and b is a shifting parameter that controls the threshold of mapping.

The text classification problems are mostly linearly separable [45]. The linear kernel
shows better result, when there is a presence of good number of features as mapping the
data to a higher space does not affect the performance. In text classification, the number of
documents and features is mostly large, i.e., for IMDDb dataset the total number of reviews
including both training and testing is 50,000 and the features present are 159,438, while
for polarity dataset the total number of reviews including both training and testing is 2000
and the number of features is 25,579. Thus, in this paper, the linear kernel is preferred to
other kernels while using SVM.

2. Artificial neural network (ANN) Neural network method used for classification can be
represented as a mapping function such as

F:AY — A™ (6)

@ Springer



Document-level sentiment classification using hybrid machine... 819

Input layer (n1) Hidden layer (n2) Output layer (n3)

Wi Woh
Class 1

O Class 2

Fig. 1 A typical neural network

where “d”’-dimensional input is submitted to network and “m” vector output is obtained
with classification result. Following Fig. 1 shows the structure of a neural network. The
input layer of neural network consists of “d”” neurons that represent “d” pieces of input
signal (Independent variable). The number of neurons in the hidden layer is chosen by the
user. Finally the output layer consists of “m’ number of neurons (considered as dependent
variables) [35].

In the input layer, the state of each neuron is determined by input variable. For other
neurons the state of neurons is evaluated using values associated with previous neurons as:

1
aj =) XiW;i )

i=1

where a; is the net input of neuron j, and X; is the output value of neuron; in previous layer.
W is the weight factor of the connection between neuron i and neuron j.
The neuron’s activity is usually determined via a sigmoid function.

1

_— 8
1 +exp™4 ®)

gla;) =

In backpropagation technique, each iteration tries to minimize the error. The adjustment

of weight is started from output layer to input layer [36]. Error correction is carried out using
following function:

AW;i = né; F(a;) (€))

where AW;; is the adjustment of weight between neuron j and 7, 1 is the learning rate, §;
depends on the layer, and F'(a;) is the output of network “i.” The training process is carried
out till the error is minimized. After the completion of training process, the performance of
ANN is tested using the input data and the result is compared using the confusion matrix.
Deep learning approaches are mainly used for analysis of the problems where there is
presence of multiple types of features, i.e., for analysis of video data, images and sound all
thing to be taken care [46]. Convolutional neural network (CNN) is a kind of ANN where
the weight shares the network structure [47]. In CNN, continuous bag of words (CBOW) are
considered for analysis. But, in this case each word is considered as a single separate unit.
So, when the continuous words are considered they change the accuracy. Again, ANN is a
special type of deep learning method which is mainly used when all the features are of the
same time. In this paper, while classifying the reviews, the features obtained are all of the
same type and as each word is considered as a separate feature and combining them impacts

@ Springer



820 A. Tripathy et al.

Table 5 Confusion matrix Correct Labels

Positive Negative
Positive TP (true positive) FP (false positive)
Negative FN (false negative) TN (true negative)

the accuracy result. Thus, ANN is preferred to CNN and most of the general deep learning
techniques.

3.5 Performance evaluation parameters

Confusion matrix also known as contingency table is typically used in supervised machine
learning techniques in order to allow visualization of performance of algorithm. From classi-
fication point of view, its element such as true positive (TP), false positive (FP), true negative
(TN), false negative (FP) are used to compare label of classes [37]. True positive represents
the reviews that are positive also classified as positive by the classifier, whereas false positive
are positive reviews but classifier classifies it as negative. Similarly, true negative represents
the reviews which are negative also classified as negative by the classifier, whereas false
negative are negative reviews but classifier classifies it as positive (Table 5).

The elements of confusion matrix can be used to find the values of some of the evaluation
parameters such as precision, recall and accuracy that indicates the performance of classifier.

1. Precision: It measures the exactness of the classifier result. It is the ratio of number of
examples correctly labeled as positive to total no. of positively classified example.

. TP
Precision = —— (10)
TP + FP
2. Recall: It measures the completeness of the classifier result. It is the ratio of total no. of
positively labeled example to total examples that are truly positive.

TP
Recall = ———— (an
TP + FN

3. Accuracy: It is the most common measure of classification accuracy. It can be calculated
as the ratio of correctly classified example to total number of examples.

Accuracy = P+ IN (12)
YT TP+ TN+ FP+FN

4 Proposed approach

The IMDD and polarity datasets are preprocessed in order to remove the stop words and
unwanted information from dataset. The processed textual data are then used to transform
into matrix of numerical vectors using vectorization techniques. Further, the dataset goes
through a feature selection step, which selects the features depending upon some conditions.
The dataset is classified based on the feature selected. Stepwise elaboration of the approach
is described in Algorithm 1.
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Algorithm 1 Algorithm for the proposed approach

Input: Two movie review datasets IMDDb and polarity are considered for classification.

Output: Reviews classified into two polarity groups i.e., positive and negative.

1: Dataset analysis is carried out to determine whether the general approach of training and based on that
testing is carried out or K-fold cross-validation approach is used.

2: Preprocessing of the reviews are carried out to remove unwanted information such as stop words, numerical
and special characters, URL and HTML tags, and finally stemming is carried out to obtain the root word
using Porter Stemmer.

3: The preprocessed text reviews are then transformed into numerical vectors using CountVectorizer and
TF-IDF approach.

VRN

: for Each Feature f; in review; the sentiment score is calculated using SVM do
if The sentiment score of the feature is greater than mod (0.009) then

Selected the feature for next level of analysis

else

The feature is rejected

end if

10: end for
11: The selected features are then given input to ANN for classification. Using varying number of hidden
nodes, the accuracy of the proposed system is found out until the best possible result is obtained.

The detailed description of Algorithm 1 is presented as follows:

Step 1.

Step 2.

Step 3.

The two datasets used for classification are as follows:

The IMDD dataset consists of 12500 positive and 12500 negative reviews for training,
and the same amount of reviews is there for testing [9].

The polarity dataset consists of 1000 positive and 1000 negative reviews for analysis,
where the reviews are not separated into test and training reviews [2].

It is observed that the text reviews consist of absurd information, which need to
be removed from the original reviews before it is considered for classification. The
absurd information is

Stop words: Stop words do not play any role in determining the sentiment and thus
may be removed. The list of the stop words are collected from the site “http://norm.al/
2009/04/14/list-of-english-stop-words/,” and then a list of those words being created
and if the words appear in the text reviews, then they are removed considered them
as the stop words.

Numeric and special character: In the text reviews, there are different numeric
(1,2,...,5, etc.) and special characters (@, #, $,%, etc.) present, which do not have
any effect on the analysis, but they create confusion while conversion of text file to
numeric vector.

URL and HTML tags: This information also needs to be removed as they do not play
any role in finding out the sentiment.

After the absurd information is removed, the stemming process is carried out, i.e.,
the process of getting the root word from any word. For example, the root word for
reading is read. For the stemming purpose, PorterStemmer tool is used. It is used to
remove the common morphological and inflexional endings from words in English
[50].

After the preprocessing of text reviews, they need to be arranged into a matrix form
of numeric vectors. The algorithms for conversion of text file to numeric vectors are
as follows:
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— CV: It converts the text reviews into a matrix of token counts. It implements both
tokenization and occurrence counting.

— TF-IDF: It suggests the importance of the word to the document and to the whole
corpus. Term frequency informs about the frequency of a word in a document, and
IDF informs about the frequency of the particular word in whole corpus.

Step 4. After the text reviews are converted to numeric vectors, this information is then
considered for the process of feature selection using SVM algorithm. The steps for
feature selection for different datasets are shown as follows:

(a) The IMDb dataset has 12,500 positive reviews and 12,500 negative reviews for train-

ing and the same amount of reviews present for testing purpose. For the purpose of
feature selection, only the training data are considered.
The polarity dataset has 1000 positive and 1000 negative reviews. As tenfold cross-
validation technique is used for classification, 900 positive and negative reviews are
considered as input for feature selection. As the step of feature selection is mainly
carried out on training data.

(b) After the preprocessing stage, when the unwanted words or information is removed,
rest of the words are then considered as feature. After preprocessing, the total number
of features obtained from IMDb dataset is 159438 and from polarity dataset is
25579 features.

(c) Then a matrix is generated, where the row specifies the file and the column specifies
the feature with its occurrence.

X11 X12 X13 Xln 23]
X21 X22 X23 “ee X2n (%]
Xml  Xm2 Xm3 .. Xmn Qp

Each element x (i, j) represents the occurrence of feature j in review i, and «; is a
random variable multiplied with the feature.

[apxy,1 +a2xy2 +a3xy 3+ ...+ 025579X1 25579 ]
a1x2,1 +a@ax22 +3x23 + ...+ 025579X2,25579
o1x3,1 +a2x32 +@3x3,3 + ... + ®25579X3,25579

®1X2000,1 + ®2X2000,2 - - - + ¥25579X2000,25579

As the review is supervised, it is known that whether the sum of the product of o
and x; ; is turning out to be positive or negative. If the sum total of the product is
positive, then its review is considered to be of positive polarity or else it is of negative
polarity. As the value of «; is considered at random, sometimes the polarities do not
match; in that case another set of o is considered. These o values finally show the
polarity value of the respective features.
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Table 6

different number of hidden nodes

Result obtained using Number of Precision Recall Accuracy

hidden neurons

on IMDb dataset Positive Negative Positive Negative
100 .67 .76 73 .70 714
200 .82 .83 .83 .83 .83
300 .84 .83 .83 .84 .84
400 .88 .86 .86 .88 .87
500 .88 .89 .89 .88 .884
600 .99 91 .92 .99 95
700 92 9 9 .92 91
800 .88 .88 .86 .88 .87
900 79 91 9 .81 851
1000 .89 79 81 .88 .84
2000 .88 78 .89 .87 .83
The bold value shows the highest 3000 82 83 83 83 83
accuracy obtained by the 4000 .67 .76 73 v 713
proposed method on IMDb and 5000 81 6 67 76 705

Polarity dataset

(d)

Step 5.

Thus, for each of features, the polarity value is obtained, but all words do not affect
the polarity of review in the same order. In this present paper, the features are selected
whose sentiment value is greater than mod(0.009). Thus, the set of features is reduced
to0 19,729 from 159,438 for IMDb dataset and to 3199 from 25,579 for polarity dataset.

After the feature selection is complete, then the input data are considered for testing.
For classification, the tenfold cross-validation is being used i.e., 90% of the review
are used for training i.e., already being done. Then for the testing of the rest, 10 %
of reviews are carried out. The result is being analyzed using various performance
evaluation parameters like precision, recall and accuracy. The number of hidden
neurons depends upon the user to obtain improved value of accuracy; so, in this
paper, the numbers of hidden nodes are considered to be order of 100, 200, 300,
400, 500, 600, 700, 800, 900, 1000, 2000, 3000, 4000 and 5000. The input matrix
considered for IMDD dataset is of size 25,000 x 19,729, and the output has two
neurons, i.e., either positive or negative. The input matrix considered for polarity
dataset is of size 1800 x 3199, and the output has two neurons, i.e., either positive
or negative.

Following Tables 6 and 7 show the result obtained using ANN classification on
IMDb dataset and polarity dataset, respectively.

From Table 6 and Fig. 2, it can be observed that the hidden nodes of ANN are kept
on changing until to best possible result is obtained for IMDD dataset. It is observed
that the accuracy of the proposed system is in a increasing mode till the 600 hidden
node. After 600 nodes, the accuracy of the system is stable or in a decreasing mode
due to the overfitting of the machine learning algorithm.

From Table 7 and Fig. 3, it can be found that the accuracy of the proposed system is
in an increasing mode up to a specific number of hidden nodes i.e., up to 500 hidden
nodes the accuracy of the system increases and after that the accuracy of the system is
either stable or decreases. Thus, the hidden nodes are kept up to 5000. The accuracy
of the system decreases due to overfitting of the machine learning algorithm.
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Table 7 Result obtained using

different number of hidden nodes Number of Precision Recall Accuracy

hidden neurons

on polarity dataset Positive Negative Positive Negative
100 .689 714 732 .67 701
200 .869 .865 .863 .87 .867
300 .867 .857 .855 .869 .862
400 902 914 915 901 908
500 97 958 957 97 964
600 958 967 967 958 963
700 934 931 931 934 933
800 931 947 .948 .93 939
900 928 933 933 928 93
1000 902 .899 .899 902 9
2000 905 .906 .906 905 905
The bold value shows the highest 3000 909 914 914 909 =
accuracy obtained by the 4000 .882 .866 .863 .885 874
proposed method on IMDb and 5000 83 84 842 828 835

Polarity dataset

Comparison of results obtained uisng different number
of hidden nodes on IMDb Dataset

1 T T T % T T T T T T T
09 ) S i
P B e A

ol ¥ N

0.6 B

0.5 J

Accuracy

03 B

02 B

100 200 300 400 500 600 700 800 900 10002000 30004000 5000
Hidden Nodes

Fig. 2 Result obtained using different number of hidden nodes on IMDb dataset

5 Performance evaluation

Table 8 and Fig. 4 show the comparison of accuracy values using the proposed approach
with other approaches as available in literature using IMDD dataset. It can be observed from
both figure and table that most of authors have preferred either NB, SVM or combination
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Comparison of results obtained using different number
] of hidden nodes on Polarity dataset
I I I I I I I I I I I I

09 f | "] T e s 1

0.8 | 1
07| 4/ ]

0.6 1

Accuracy

04 | 1
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0.1 1

100 200 300 400 500 600 700 800 900 10002000 300040005000
Hidden Nodes

Fig. 3 Result obtained using different number of hidden nodes on polarity dataset

Table 8 Comparative result obtained by different literature using IMDb dataset

Author Machine learning techniques used Accuracy

Pang et al. [1] Naive Bayes (NB), SVM NB =0.815, SVM =0.659
Salvetti et al. [38] NB NB =0.796

Mullen and Collier [39] SVM SVM =0.86

Beineke et al. [40] NB NB = 0.659

Matsumoto et al. [11] SVM SVM = 0.883

Proposed approach Hybrid of SVM and ANN SVM + ANN =0.95

of them for classification. But, in the proposed approach of combining SVM and ANN, the
result obtained by the proposed approach is found out to be better than that results obtained
by other authors. Different authors have considered all words for classification, but when
feature selection is carried out, the obtained result is found out to be more accurate.

Table 9 and Fig. 5 show the comparison of accuracy values using the proposed approach
with other approaches as available in the literature using polarity dataset. It is observed from
both table and figure that most of the authors have preferred NB, SVM for classification.
Mores et al. [12] have used ANN along with NB and SVM for classification. It is evident
from the figure and table that the proposed approach has shown value with better accuracy
as compared to result of other literature. As there is no separation between testing and
training data in polarity dataset, cross-validation technique is used by different authors for
classification. The authors have used tenfold cross-validation technique where 90% of dataset
are used for training and rest 10% are used for testing. Again, as in the proposed approach,
instead of using all feature which is done by authors, the features with best sentiment values
are considered for classification.
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Comparative result obtained by different
authors using IMDDb Dataset

1 T T T
0.9 N i
M [ Ins
0.8 |- ] — [ Iswm
I sVM+ANN
0.7 | B
0.6 B
>
]
= 05 i
=
3
< 04f .
0.3 i
0.2 | i
0.1F R
0 \ \ \
Pang et.al. Salvetti Mullen and Beineke Matsumoto Proposed
et.al. Collier et.al. et.al. Approach
Authors
Fig. 4 Comparative result obtained by different literature using IMDDb dataset
Table 9 Comparative result obtained by different literature using polarity dataset
Authors Machine learning techniques used ~ Accuracy
Pang and Lee [2] Naive Bayes (NB), SVM NB =0.864 , SVM =0.872
Whitelaw et.al. [41] SVM SVM =0.902
Matsumoto et.al. [11] SVM SVM =0.937
Aue and Gamon [42] SVM SVM = 0.905
Read [43] NB, SVM NB =0.789, SVM = 0.815
Kennedy and Inkpen [44] SVM SVM =0.862
Moraes et.al. [12] NB, SVM, NB =0.803, SVM = 0.841, ANN = 0.865
Proposed approach Hybrid of SVM and ANN SVM + ANN = 0.964

5.1 Managerial insights based on result

The managerial insight based on the obtained result can be explained as follows:

— It was almost an observed practice that sellers send questionnaires to the customers, about
the feedback of the product they have bought. But nowadays buyers or users share those
views through reviews or blogs.

— The reviews can be collected and given input to the proposed approach for qualitative
decisions.

— The proposed approach classifies the reviews into either positive or negative polarity and
hence is able to guide the managers properly about the shortcoming or good features of
the product for future decision making.
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Accuracy

Fig.

Comparative result obtained by different authors using Polarity dataset
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Authors

5 Comparative result obtained by different literature using polarity dataset

Every product needs improvement in course of time, and also updates are needed for the
product to be useful in all circumstances. But for that reason, the comments about the
product must be obtained from the users.

The users share their comments after use. The comments are collected and as they are
not labeled one or if labeled mostly in five-star rating. The reviews are analyzed properly
that suggest the issue related to the product to keep it up to date.

By collecting the reviews about the product with in a specific time interval, analyzing it
and then implementing them keep the quality of the product which help the product to
be successful in the competition market.

6 Conclusion and future work

In this present study, an attempt has been made to combine two different machine learning

alg

orithms, i.e., SVM and ANN, in order to classify the sentiments of review data associated

with movies. As the SVM method analyzes most of the features, i.e., words present in the
review, it provides a sentiment value to it. Then using the sentiment value as criteria, it selects

the

best features from the list of features. By varying the no. of neurons in the hidden layer

of ANN, the value of accuracy is found out. The final output indicates whether the review
is of positive or negative in nature. The accuracy obtained in this method is found to be
comparably better than the results obtained by other authors.

The present study has also some limitations as mentioned below:

The Twitter comments are mostly small in size. Thus, the proposed approach may have
some issues while considering these reviews.
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— Different reviews or comments contain symbols like (©, &, I]fé [@) which help in
presenting the sentiment, but these images are not taken into consideration in this study
for analysis.

— In order to give stress on a word, it is observed that some persons often repeat the last
character of the word a number of times such as “greatttt, fineee.” These words do not
have a proper meaning, but they may be considered and further processed to identify
sentiment. However, this aspect is also not considered in this paper.

In future, all of above-mentioned limitations may be considered for the future work, in
order to improve the quality of sentiment classification. Again an attempt may be made to
add few linguistic features while performing the classification of reviews.
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