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Abstract Research into text mining has progressed over the past decade. One of the main
challenges now is gauging the difficulty of taking advantage of outside knowledge in the dis-
covery process. In this work, to address the limitations of the traditional bag-of- words model
and expand the search scope beyond the document collections at hand, we present a new text
mining approach incorporating Wikipedia as the background knowledge. Various semantic
kernels are built out of the extensive knowledge derived from Wikipedia and applied to the
search scenario of detecting potential semantic relationships between topics.We demonstrate
the effectiveness of our approach through comparing with competitive baselines, as well as
alternative solutions where only part of Wikipedia resources (e.g., the Wiki-article contents
or the associated Wiki-categories) is considered.

Keywords Semantic relatedness · Cross-document knowledge discovery · Document
representation

1 Introduction

Fast-growing text information offers an excellent opportunity for text mining, i.e., the auto-
matic discovery of knowledge.Mining semantic relationships/associations between concepts
from text is important for inferring new knowledge and detecting new trends. More com-
monly, text documents are represented as a bag-of-words (BOW), and semantic relatedness
between words is measured by statistical information gathered from the corpus such as term
frequency (TF), inverse document frequency (IDF), and the widely used Cosine similar-
ity weighting scheme, referred to as vector space model (VSM) [9,10,23]. Clearly, this
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is a considerable oversimplification of the problem because a lot of the semantics in a
document is lost when just replacing its text with a set of terms, such as the order of
terms/concepts (“terms” and “concepts” are used interchangeably in this paper) and the
frontiers between sentences or paragraphs. While entities could be treated as concepts
and represented by index representation, the correlation between entities is lost. Due to
the lack of an effective way of capturing semantics in texts, for certain tasks, especially
fine-grained information discovery applications, such as mining relationships between con-
cepts, the traditional VSM demonstrates its inherent limitations. In this work, we present
a new approach that attempts to address the above problems by utilizing the Wikipedia
repository as background knowledge. Through leveraging Wikipedia, the currently largest
human-built encyclopedia, we provide a better semantic representation of any text and a
more appropriate estimation of semantic relatedness between concepts. Meanwhile, this
integration also sufficiently complements the existing information contained in text corpus
and facilitates the construction of a more comprehensive representation and retrieval frame-
work.

1.1 Problem definition and motivation

Our previous work [9,10] introduced a special case of text mining focusing on detecting
semantic relationships between two concepts across documents, which we refer to as concept
chain queries (CCQ). Formally, a CCQ involving concepts A and B (e.g., “George W. Bush”
and “Bin Ladin”) has the following meaning: find the most plausible relationship between
concept A and concept B assuming that one or more instances of both concepts occur in the
corpus, but not necessarily in the same document. The proposal of this new interpretation
is based on the observation of the inherent limitations of current Web search engines and
domain special search tools. A traditional search involving, for example, two person names,
will attempt to find documentsmentioning both of these individuals. In the event that there are
no documents containing both names, either no documents are returned or just documents
with one of the names ranked by relevancy. Even if two or more interrelated documents
contain both names, the existing search tools cannot integrate information into one relevant
and meaningful answer. The goal of this research is to explore automated solutions to sift
through these extensive document collections and automatically discover these significant
but unapparent links.

Previous attempts for solving CCQ or similar problems [1,3,9–11,18,23,24,26] have not
exploited any background or external knowledge, and all the discovered results are lim-
ited to the existing information in the given document collection. In this work, we propose
a new model to answer CCQ through constructing semantic kernels to embed extensive
knowledge from Wikipedia to complement or enhance the existing information. Conceptu-
ally, the semantic kernels proposed here define a quantitative representation that provides a
better estimation of semantic relatedness between concepts and can effectively alleviate the
semantic loss problem of the traditional VSM in representing texts. Under this context, any
texts can be represented as a weighted mixture of a predetermined set of natural concepts
from Wikipedia, which are provided by humans themselves and can be easily explained.
We believe this integration will have impact far beyond the proposed context and benefit a
wide range of natural language processing applications in need of large scale world knowl-
edge.
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1.2 Research contributions

The contributions of this work can be briefly summarized as follows:

1. A newWiki-enabled cross-document knowledge discoverymodel has been proposed and
implemented which effectively complements the existing information contained in any
document collection at hand.

2. Semantic kernels are introduced to embed extensive knowledge fromWikipedia. Differ-
ent information resources (e.g., Wikipedia article contents, categories, and anchor texts)
can be selected as the foundation of building corresponding kernels based on the user’s
interest. Although the discussion in this paper focuses on relationship discovery, we also
envision applying the proposed semantic kernel methods to other important problems
such as classification and clustering.

3. A better document and query representation framework are provided through incorpo-
rating a high-dimensional space of natural concepts derived from Wikipedia. Note that
the space of terms and relationships considered now is not limited to those present in
the document collection. Instead, it can be significantly enriched by incorporating rel-
evant concepts and associations that span all Wikipedia articles, thus more background
knowledge can be integrated. Additionally, this solution can also alleviate the seman-
tic loss problem of the traditional text representation using vector space model through
incorporating semantic information captured from Wikipedia.

The remainder of this paper is organized as follows: Sect. 2 discusses related work. Sec-
tion 3 introduces the general approach of incorporating Wikipedia knowledge to answer
concept chain queries. In Sect. 4, we discuss the proposed semantic kernels in detail. Exper-
imental results are presented and analyzed in Sect. 5. Section 6 concludes this work and
describes future directions.

2 Related work

There have been a number of text mining algorithms for capturing relationships between con-
cepts [9,10,18,20,23]. However, those approaches are built on the traditional bag-of-words
(BOW) representation with no or little background knowledge taken into account, which
inevitably exist the above-mentioned limited search scope. Bollegala et al. [2] developed an
approach for semantic relatedness calculation using returned page counts and text snippets
produced by a Web search engine. Salahli [16] proposed another Web oriented method that
calculated semantic relatedness between terms using a set of determiners (special words
that are supposed to be highly related to terms of interest). However, the performance of
these approaches highly relies on the generated output from search engines and has not
reached the satisfying level. Suchanek et al. [22] introduced a system called SOFIE for
extracting ontological facts from natural language documents. They leveraged the knowl-
edge of an existing ontology to gather and reason about new fact hypotheses and reported
a high precision even from unstructured documents. Lehmann et al. [12] developed a tool
called RelFinder for exploring connections between objects in a Semantic Web knowledge
base. Hahn et al. [6] introduced Faceted Wikipedia Search in concern of the incapability
of searching infobox data using Wikipedia’s search engine. Hotho et al. [8] exploited the
WordNet to improve the BOW text representation, and Martin [13] developed a method
for transforming the noun-related portions of WordNet into a lexical ontology to enhance
knowledge representation. These WordNet-based techniques have shown their advantages
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of improving the traditional BOW-based representation to some degree but suffer from
relatively limited coverage and painful maintenance. Hoffart et al. [7] built YAGO2, an
extended version of YAGO, from Wikipedia, GeoNames, and WordNet. Gabrilovich and
Markovitch [4] appliedmachine learning techniques toWikipedia andproposed a newmethod
to enrich document representation from this huge knowledge repository. However, with the
process of feature generation so complicated, a considerable computational effort is required.
Wang and Domeniconi [25] embedded background knowledge derived from Wikipedia into
a semantic kernel to enrich document representation for text classification. It is able to
capture the semantic closeness of synonyms and perform word sense disambiguation for
polysemous terms. The empirical evaluation demonstrates that their approach successfully
achieves improved classification accuracywith respect to the BOW technique. However, their
method is based on a thesaurus built from Wikipedia and constructing the thesaurus itself
requires a considerable amount of effort. Milne [14] proposed a Wikipedia-based link vector
model (WLVM) to improve semantic relatedness computing using only the link structure
and titles of articles, while ignoring their textual content. But subsequent experiments done
by other researchers have shown that solely relying on the hyperlink structure of Wikipedia
and article titles makes this approach fall well behind the explicit semantic analysis (ESA)
[5] technique and only outperform some of the measures provided by Strube [21]. ESA
proposed by Gabrilovich and Markovitch [5] is a smart method for fine-grained semantic
representation of unrestricted natural language texts. It represents the meaning of any text
as a weighted mixture of Wikipedia-based concepts (articles), which they built the so-called
interpretation vector to capture and measures semantic relatedness according to the cosine
distance between the two interpretation vectors built for two text fragments. Their analy-
sis is explicit in the sense that ESA manipulates manifest concepts derived from Wikipedia
compared with [3]. But at the same time, they also pointed out the problem of possibly
containing noise concepts in the built vector, especially for text fragments containing multi-
word phrases (e.g., multi-word names like George W. Bush). Our approach is motivated by
Gabrilovich andMarkovitch’s proposed Explicit Semantic Analysis technique, and we adapt
the original technique to better suit our relationship discovery context. When constructing
an interpretation vector for topic representation, we have also developed a series of heuris-
tic techniques to filter out the noisy and irrelevant concepts as mentioned in their original
paper.

3 Concept chain queries involving Wikipedia

As mentioned in Sect. 1.1, given two topics of interest (topics are also concepts. They are
called topics simply because they are concepts specified by the user), concept chain queries
(CCQ) is interpreted in our work as finding the best concept chain across multiple documents
that may connect these two topics. Here, we add another level of intelligence: If no relation-
ships are identified in the existing document collection, is there a connection betweenA andB
that can be discovered from theWikipedia knowledge base? The query output takes the form
of chains of entities, as in A → C1 → C2 →, · · ·,→ B, each relating to and connecting
to other concepts in the chain that partially answer the user’s information need. Figure 1
below shows an example for the relationship query involving “Bin Ladin” and “Omar Abdel
Rahman”. The identified connection is Bin Ladin → Al Qaeda → Abdullah Yusuf Azzam
→ Omar Abdel Rahman. In this example, discovered links may tell a story that “Bin Ladin”
who inspired the September 11 attacks founded “Al Qaeda”; “Abdullah Yusuf Azzam”, an
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Paragraph 1:
Osama bin Mohammed bin Awad bin Laden was the founder of al-Qaeda, the 
Sunni militant Islamist organization that claimed responsibility for the September 
11 attacks on the United States, along with numerous other mass-casualty attacks 
against civilian and military targets.

Paragraph 2:
In 1989, after the Soviets pulled out of Afghanistan, Azzam and his deputy Osama 
bin Laden decided to keep their movement permanent and founded the Al Qaeda.
… … 
However, it was reported that Bin Laden and Azzam also had a major dispute on 
where Al Qaeda should focus their operations
… … 
Azzam is thought to had influence on jihadists such as al-Qaeda with the third 
stage of his "four-stage process of jihad"

Paragraph 3:
Although Abdel-Rahman was not convicted of conspiracy in the Sadat 
assassination, he was expelled from Egypt following his acquittal. He made his 
way to Afghanistan in the mid-1980s where he contacted his former professor, 
Abdullah Azzam, co-founder of Maktab al-Khadamat (MAK) along with Osama 
bin Laden. 
… … 
Rahman built a strong rapport with bin Laden during the Soviet war in 
Afghanistan and following Azzam’s murder in 1989 Rahman assumed control of 
the international jihadists arm of MAK/Al Qaeda.

Fig. 1 Relationships discovered between “Bin Ladin” and “Omar Abdel Rahman” from Wikipedia articles:
“Osama bin Laden”, “Abdullah Yusuf Azzam” and “Omar Abdel Rahman”

Islamic scholar and theologian, was also one of the founders of “Al-Qaeda”; Azzam is Abdel
Rahman’s former professor and he built a strong rapport with bin Laden during the Soviet war
in Afghanistan. Notice this chain spans three relatedWikipedia articles: “Osama bin Laden”,
“Abdullah Yusuf Azzam” and “Omar Abdel Rahman” and cannot be discovered solely based
on the existing document collection.

4 The proposed technique

The proposed solution includes exploration of both of the existing document collection and
the Wikipedia data. In the following, we detail the algorithms used for each component.

4.1 The proposed framework

4.1.1 Concept extraction and ontology mapping

The 9/11 counterterrorism corpus is used as the dataset for this research. This involves
processing a large open source document collection pertaining to the 9/11 attack, includ-
ing the publicly available 9/11 commission report. Concept extraction involves running an
information extraction engine, Semantex [19] on the corpus. Semantex tags named entities,
common relationships associated with person and organization, as well as providing subject-
verb-object (SVO) relationships. We extract as concepts all named entities, as well as any
noun or noun phrases participating in SVO relationships. All named entity instances are
retained as instances of their respective named entity concept category. Concepts that are
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Table 1 Portion of terrorism ontology

Semantic type Instances

Human action Attack, killing, covert action

Leader Vice president, chief, governor

Country Iraq, Afghanistan, Pakistan, Kuwait

Diplomatic building Consulate, Pentagon, UAE Embassy

Government Bush administration, White house, National security council

Person Deputy national security adviser, chairman, executive director

not names entities undergo filtering and mapping phases. Table 1 illustrates some portion of
concept-ontology matching information that is extracted by the system.

4.1.2 Concept profiles

Profiles for the two input topics are built respectively. A profile is essentially a set of concepts
that together represent the corresponding topic. Related concepts are extracted from relevant
documents which co-occur with the topic in the sentence level. They are further grouped and
ranked by their belonging semantic types. This results in a vector of concept vectors, one for
each semantic type.

Profile(Tj ) = {{w j,1,1m1,1, . . . , }, . . . , {w j,2,1m2,1, . . . , }} (1)

where mx,y represents the concept my that belongs to the semantic type x , w j,x,y is the
computed weight for mx,y . To calculate weights, we used a variation of TF∗IDF weighting
scheme and then normalize the weights:

w j,x,y = u j,x,y/highest(u j,x,d) (2)

where d = 1, 2, . . . , l and there are totally l concepts for semantic type x , and u j,x,y =
n j,x,y∗log (N/nx,y). Here, N is the number of sentences in the collection, nx,y is the number
of sentences in which mx,y occurs and n j,x,y is the number of sentences in which topic Tj

and concept mx,y co-occur. The weight is then normalized by the highest u j,x,d , the highest
value observed for the concepts with semantic type x , producing weights that are in [0,1]
within each semantic type.

4.1.3 Generating paths between concepts

This stage finds potential conceptual connections in different levels, creates the concept chain
and ranks them according to the weight of the corresponding selected concept. The algorithm
is composed of the following steps where the user input is two topics of interest designated,
A and C. This stage finds potential conceptual connections in different levels, creates the
concept chain and ranks them according to the weight of the corresponding selected concept.
The algorithm is composed of the following stepswhere the user input is two topics of interest
designated, A and C.

1. Conduct independent searches for A and C. Build the A and C profiles. Call these profiles
AP and CP, respectively.
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2. Compute a B profile (BP) composed of terms in common between AP and CP. The
weight of a concept in BP is the sum of its weights in AP and CP. This is the first level
of intermediate potential concepts.

3. Expand the concept chain using the created BP profile together with the topics to build
additional levels of intermediate concept listswhich (1) connect the topics to each concept
in BP profile in the sentence level within each semantic type, and (2) also normalize and
rank them.

Output: Levels of potential concepts ranked by their weights within each semantic type. A
potential conceptual connection between A and C is a path starting from topic A, proceeding
through sequential levels of intermediate concepts until reaching the ending topic C.

4.2 The proposed framework using Wikipedia data

This section details how we perform concept chain queries on Wikipedia. In comparison
with the method developed by Yan [28,30], different types of semantic kernels are designed
to incorporate different kinds of Wikipedia knowledge into CCQ. The overall procedure
for this integration is described in Fig. 2. Given two topics of interest A and C, we first
generate multiple levels of semantic profiles connecting A and C using the techniques pre-
sented in Sect. 3, and then those profiles are further enriched by the inclusion of relevant
Wikipedia concepts. The weights for each intermediate concept identified from the document
collection are also re-ranked through incorporating more semantic knowledge derived from
Wikipedia.

DocumentDocument

Concept Chain Queres
Profile Enrichment with Wiki Knowledge

Input: 2 topics of interests

Enrichment with 
Wiki articles

Enrich semantic profile 
with relevant Wiki 

knowledge

Enrichment with Wiki 
categories

Enriched semantic 
profile

Concept Weighting with Kernel Method

Computing semantic 
relatedness between 
concepts using the 

kernel method

Building concept chains 
between the enriched 

semantic profiles

Semantic profile 
building

Domain 
ontology/
lexicon

Information 
extraction

Fig. 2 Answering concept chain queries using kernel methods on Wikipedia
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4.2.1 The kernel methods

This section introduces semantic kernels, aiming to alleviate the problem of semantic loss in
using the traditional bag-of-words and associated vector space model, where term weights
are evaluated only by considering statistical information collected from the document col-
lection such as term frequency (TF), inverse document frequency (IDF). The basic idea of
kernel methods is to embed the data in a new suitable feature space (with more information
integrated), such that solving the problem in the new space is easier (e.g., linear). To be
exact, the new space here stands for the space that incorporates Wikipedia knowledge, and
the kernel represents the semantic relationship between two concepts/topics uncovered from
this new space.

Given a topic T of interest, the profile of T is now represented as profile(T ) =
〈w1, w2, . . . wn, c1, c2, . . . cm〉 where wi represents concepts from the document collection
and ci represents the new concepts identified from Wikipedia. In the following, we will
introduce semantic kernels used to achieve this enrichment.

Given a dictionary containing N number of concepts, a topic T of interest can be repre-
sented using a weighted vector as shown below:

φ : T �→ φ(T ) = (t f (t1, T ), t f (t2, T ), . . . , t f (tN , T )) ∈ R
N (3)

where t f (ti , T ) represents the co-occurrence frequency of concept ti and topic T in the
sentence level. Based on this representation, we define the semantic kernel capturing the
relationship between any two topics T1 and T2 as follows:

k(T1, T2) = φ(T1)φ(T2)
T

= (t f (t1, T1) t f (t2, T1) . . . t f (tN , T1)) ×

⎛
⎜⎜⎝

t f (t1, T2)
t f (t2, T2)

. . .

t f (tN , T2)

⎞
⎟⎟⎠

=
N∑
i=1

t f (ti , T1)t f (ti , T2) (4)

With the above representation, we are able to measure semantic relatedness between two
topics/concepts using a linear kernel [17]. However, two semantically equivalent topics may
be mapped to dissimilar feature space if they differ a lot in their co-occurring vocabularies,
and thus being classified as irrelevant due to the lack of capability of capturing the underlying
semantic meaning of concepts. To address this problem, we propose to embed proper back-
ground knowledge into this topic representation. We introduce kernel matrixM that attempts
to incorporate outside knowledge from Wikipedia to enriching this representation through
φ̃(T ) = φ(T )M . A semantic kernel between topics T1 and T2 is then defined as below:

k(T1, T2) = φ(T1)MMTφ(T2)
T

= φ(T1)M(φ(T2)M)T

= φ̃(T1)φ̃(T2)
T (5)

The semantic matrix M can be constructed by creating a sequence of successive embed-
dings to add additional refinement to the semantics of the representation. One possible
solution for M is:

M = RP (6)
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where R is a diagonal matrix representing the concept importance or relevance, and P is
a proximity matrix defining semantic relatedness between concepts. Giv-en that φ(T ) is
composed of a number of real values indicating the number of oc-currences of each concept,
R can be defined as the inverse document frequency and φ(T )R forms a variation of the
TF-IDF weighting. The proximity matrix P can be defined to address the semantic loss of
the TF-IDF weighting scheme by relating semantically related concepts together.

Pi, j =
{
non-zero if i �= j, and ti and t j are semantically related
1 if i = j

(7)

Formally a semantic kernel between two topics T1 and T2 is defined below:

k(T1, T2) = φ(T1)RP(RP)Tφ(T2)
T

= (φ(T1)R)PPT (φ(T2)R)T

= φ̃(T1)PPT φ̃(T2)
T

= ˜̃
φ(T1)(

˜̃
φ(T2))

T (8)

In the following, we will introduce how to build proximity matrices to capture different
knowledge contained in Wikipedia.

4.2.2 Proximity matrices for capturing article contents and categories

There are different sources of information from Wikipedia to be used as the basis to
construct the proximity matrix P . In this work, we take advantage of Wikipedia arti-
cle contents and Wikipedia categories. As introduced in Sect. 4.2.1, given a topic T of
interest, we now represent it as a weighted vector containing related concepts identified
from the existing document collection, along with relevant Wikipedia concepts: φ(T ) =
〈〈w1, w2, . . . , wn〉, 〈c1, c2, . . . , cm〉〉 where wi is a topic-related word identified from the
document collection, and ci is a relevant Wikipedia concept retrieved. The proximity matrix
for the topic T is then defined as follows, which is composed of four sub-matrices:

• The word-to-word sub-matrix: the upper left sub-matrix in Fig. 3 is a symmetrical matrix
with all of the diagonal entries being 1 and off-diagonal entries representing the similar-
ities between words appearing in the documents.

• The word-to-concept (or concept-to-word) sub-matrix: the upper right and lower left
matrices represent the similarities between a word in the document collection and a
concept retrieved from Wikipedia. Note that they are actually equivalent as we have
similarity(wi , c j ) = similarity(c j , wi ).

• The concept-to-concept sub-matrix: the lower right matrix capturing the similarity
between two Wikipedia concepts, which is also a symmetrical matrix with diagonal
entries being 1 and off-diagonal entries being the similarities between two Wikipedia
concepts.

The value of each entry in the 4 sub-matrices is calculated using the adapted Explicit
Semantic Analysis technique onWikipedia article contents [27] or on theWikipedia categori-
cal information [29],which is basically the cosine similarity between respective interpretation
vectors built for each pair of entities in the sub-matrices, and then normalized by the highest
value in off-diagonal elements in each sub-matrix.
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Fig. 3 Proximity matrix with enriched features
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Fig. 4 Hybrid proximity matrix

4.2.3 The hybrid proximity matrix

Suppose the proximity matrix built using the content of Wikipedia articles is Pcontent, and the
proximity matrix built using the categorical information derived fromWikipedia is Pcategory,
we further define a hybrid proximity matrix as shown in Fig. 4, which attempts to integrate
the information from both Wikipedia articles and categories through multiplying the two
proximity matrices PH = PcontentPcategory. Here, we do not distinguish between the words
in the document collection and the concepts from Wikipedia in the hybrid proximity matrix
PH .

Pi, j =
{
1 if i = j
SimH (ci , c j )/Sim_MaxH if i �= j

(9)

where SimH (ci , c j ) = ∑n
i, j=1 Simcontent(ci , c j ) · Simcategory(c j , ci ) is the combined simi-

larity between ci and c j from Pcontent and Pcategory, and Sim_MaxH is the maximum value
in P in off-diagonal elements.
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Table 2 Concept vector for the topic “Abdel Rahman”

Abdullah_Azzam Bin_Ladin New_York_City_
Landmark_Bomb_Plot

Maktab_al-
Khidamat

Abdel Rahman 0.22 0.12 0.0 0.0

4.2.4 Kernel methods applied to topic representation enrichment

We now demonstrate how the kernel methods can be used to enrich the topic representation
with Wikipedia knowledge.

4.2.4.1 Topic representation enrichment with the content-based proximity matrix Suppose
a topic T is represented by a weighted vector of words from the document collection and
concepts from Wikipedia:

φ(T ) = 〈〈tfidf(w1), tfidf(w2), . . . , tfidf(wn)〉,
〈tfidf(c1), tfidf(c2), . . . , tfidf(cm)〉〉 (10)

where tfidf(wi ) is the TF-IDF value of the word wi in the document collection and tfidf(ci )
is the TF-IDF value of Wikipedia concept ci over Wikipedia data. Before concept enrich-
ment is conducted, the TF-IDF values of all relevant Wikipedia concepts, if they do not
appear in the document collection, are initialized to zero as shown in Table 2. For exam-
ple, the initial concept vector for the input topic “Abdel Rahman” is illustrated below.
The first entry “Abdullah_Azzam” is a highly influential Palestinian Sunni Islamic scholar
and theologian. He is also known as a teacher and mentor of Osama bin Laden who was
the founder of al-Qaeda and responsible for the September 11 attacks. The third entry
“New_York_City_Landmark_Bomb_Plot” is a planned follow-up to the February 1993World
Trade Center bombing designed to inflict mass casualties on American soil by attacking well
known landmark targets throughout New York City in the USA. “Abdel Rahman” is one of
the conspirators of it. The last entry “Maktab_alKhidamat” was the forerunner to al-Qaeda
which was founded in 1984 by Abdullah Azzam and Osama bin Laden to raise funds and
recruit foreign mujahidin for the war against the Soviets in Afghanistan. The last two entries
do not appear in the document collection, so their corresponding TF-IDF values are set to
zero.

We now define the proximity matrix using Wikipedia knowledge to update the above
topic representation vector using the techniques introduced in Sect. 4.2.2. After obtaining
the proximity matrix for the given topic “Abdel Rahman”, which is shown in Table 3, we
multiply its initial concept vector by this proximity matrix and then get the new concept
vector with enriched concepts derived from Wikipedia along with their respective relevance
scores with regard to the topic, as shown in Table 4.

4.2.4.2 Topic representation enrichment with the category-based proximity matrix Similarly,
Wikipedia categories can also beutilized to enrich the topic representation. For example, given
the topic: “Blind Sheikh”, the corresponding document-level concept vector is constructed
as below in Table 5.

The first two entries “Khallad” and “Salameh” have nonzero TF-IDF values as they occur
in the document collections, whereas the last two entries do not. The proximity matrix using
the Wikipedia categories is shown in Table 6. We then multiply the initial concept vector for
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Table 3 Article content-based proximity matrix built for the topic “Abdel Rahman”

Abdullah_Azzam Bin_Ladin New_York_City_
Landmark_Bomb_Plot

Maktab_al-
Khidamat

Abdullah_Azzam 1 1 0.0006 0.0024

Bin_Ladin 1 1 0.0009 0.0021

New_York_City_
Landmark_Bomb_Plot

0.0006 0.0009 1 0.0

Maktab_al-Khidamat 0.0024 0.0021 0.0 1

Table 4 Enriched concept vector for the topic “Abdel Rahman”

Abdullah_Azzam Bin_Ladin New_York_City_
Landmark_Bomb_Plot

Maktab_al-
Khidamat

Abdel Rahman 0.34 0.34 0.0002 0.0008

Table 5 The concept vector for the topic “Blind Sheikh” built from the document collection

Khallad Salameh Islamic_Terrorism Jihadist_
Organizations

Blind Sheikh 0.20 0.16 0.0 0.0

Table 6 Category-based proximity matrix for the topic “Blind Sheikh”

Khallad Salameh Islamic_Terrorism Jihadist_
Organizations

Khallad 1 0.73 0.82 0.39

Salameh 0.73 1 1 0.53

Islamic_Terrorism 0.82 1 1 0.81

Jihadist_Organizations 0.39 0.53 0.81 1

Table 7 Enriched concept vector for the topic “Blind Sheikh”

Khallad Salameh Islamic_Terrorism Jihadist_
Organizations

Blind Sheikh 0.32 0.31 0.32 0.16

“Blind Sheikh” by the built proximity matrix, and obtain a new concept vector incorporating
new concepts from Wikipedia that are categorically related to the topic of interest as shown
in Table 7.

4.2.4.3 Topic representation enrichment with the hybrid proximity matrix The hybrid prox-
imity matrix introduced in Sect. 4.2.3 can also be employed for this purpose, which has
both the content of Wikipedia articles and categorical information embedded. For example,
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Table 8 Concept vector for the topic “Ayman Zawahiri”

Bin_Ladin Essam_al-
Qamari

Ali_Sayyid_
Muhamed_
Mustafa_
al-Bakri

Abdullah_
Yusuf_
Azzam

Afghan_Civil_
War

Ayman Zawahiri 0.71 0.0 0.0 0.0 0.0

Table 9 Hybrid proximity matrix for the topic “Ayman Zawahiri”

Bin_Ladin Essam_al-
Qamari

Ali_Sayyid_
Muhamed_
Mustafa_
al-Bakri

Abdullah_
Yusuf_
Azzam

Afghan_Civil_
War

Bin_Ladin 1 0.82 0.97 1 0.53

Essam_al-Qamari 0.82 1 0.35 0.36 0.15

Ali_Sayyid_Muhamed_
Mustafa_al-Bakri

0.97 0.35 1 0.66 0.38

Abdullah_Yusuf_Azzam 1 0.36 0.66 1 0.50

Afghan_Civil_War 0.53 0.15 0.38 0.50 1

Table 10 Enriched concept vector for the topic “Ayman Zawahiri”

Bin_Ladin Essam_al-
Qamari

Ali_Sayyid_
Muhamed_
Mustafa_
al-Bakri

Abdullah_
Yusuf_
Azzam

Afghan_Civil_
War

Ayman Zawahiri 1.66 1.37 1.62 1.66 0.87

suppose our topic of interest is “Ayman Zawahiri”, and its original document-level concept
vector is as follows in Table 8.

The first entry “Bin_Ladin” is a concept appearing in the document collection and has a
nonzero TF-IDF value of 0.71. The second and third entries are relatedWikipedia articles, and
the last two entries are relevant Wikipedia categories. We then compute the hybrid proximity
matrix based on the technique described in 4.2.2, which is shown below in Table 9.

Similarly, through multiplying the initial concept vector by the hybrid proximity matrix,
we obtain a new concept vector with four enriched features as illustrated in Table 10. Note
that using the hybrid proximity matrix, the newly identified Wikipedia concept, “Abdul-
lah_Yusuf_Azzam”, who has deep influence on “Bin Ladin” and is considered as the Father
of Global Jihad, is weighted as the top related concept to “Ayman Zawahiri” who is in the
list of FBI most wanted terrorists.

4.3 Expediting construction of proximity matrix using map-reduce

As the proximitymatrix is built frommillions ofWikipedia articles and categories,wepropose
to expedite this process using a distributed Map-Reduce framework. In particular, we use
an efficient single-pass in-memory indexing technique on Wikipedia resources to speed up
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/* Concept vector C is: 1 x n, proximity matrix is: n x n. Elements in C are stored in the format 
(“C”, 0, j, C_0j) where 0 is row #, j is column #, and C_0j is the value of the element. Similarly, 
elements in M are stored in the format (“M”, j, k, M_jk). The map function emits a line in the file 
to the reduce function. */
function map (Key : lineNum, value : lineContent)
    // value is either ("C", 0, j, C_0j) or ("M", j, k, M_jk)
    if value[0] == "C":
        j = value[2]
        C_ij = value[3]
        for k = 0 to n - 1:
            emit((0, k), (C, j, C_0j))
    else:
        j = value[1]
        k = value[2]
        M_jk = value[3]
        emit((0, k), (M, j, M_jk))

reduce(key, valueList):
    // key is (i, k), valueList is a list of ("C", j, C_0j) and ("M", j, M_jk)
    for each x in valueList
          if (x[0] == “C”)
              put <x[1], x[2]> into hash_C
          else
              put <x[1], x[2]> into hash_M
    result = 0
    for j = 0 to n - 1:
        result += hash_C[j] * hash_M[j]
    emit(key, result)

Fig. 5 Map-reduce algorithm for computing the product of a concept vector and its proximity matrix

the construction of concept vectors and then apply a map-reduce solution to improve the
computation of vector-matrix product in a parallel manner. Appropriate “Map” and “reduce”
functions are designed and illustrated in Fig. 5. Basically, the concept vector and proximity
matrix are stored in a file as follows: suppose ei, j is an element of the concept vector C (1 by
n) or the proximity matrix M (n by n), then ei, j is stored as one line in the file in the format
of “C/M, i , j , ei, j”. The detailed algorithm is shown below.

5 Empirical evaluation

A challenging task in the evaluation was constructing an evaluation data set, since there are
no standard data sets available for quantitatively evaluating concept chains. The objectives of
this section are to evaluate how the various semantic kernels proposed perform in capturing
the semantic relationships between concepts.

5.1 Processing Wikipedia dumps

Wikipedia offers free copies of the entire content in the form of XML files. It is an ever-
updating knowledge base and releases the latest dumps to interested users regularly. The
version used in this work was released on April 05, 2011, which was separated into 15
compressedXMLfiles and altogether occupied 29.5GBafter decompression.An open source
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tool MWDumper [15] was used to import the XML dumps into our MediaWiki database,
and after the parsing process, we identified 5,553,542 articles and 794,778 categories.

5.2 Evaluation data

An open source document collection pertaining to the 9/11 attack, including the publicly
available 9/11 commission report was used in our evaluation. The report consists of Executive
Summary, Preface, 13 chapters, Appendix and Notes. Each of them was considered as a
separate document resulting in 337 documents. The whole collection was processed using
Semantex [19], and concepts were extracted and mapped to the counterterrorism domain
ontology. A variety of query pairs were selected by the assessors covering various scenarios
(e.g., ranging from popular entities to rare entities) and used as our evaluation data.

We chose pairs of topics covering various scenarios in the counterterrorism corpus and
the topics were mostly named entities. For each topic pair, the relevant paragraphs for either
topic, respectively, were manually inspected: We selected those where there was a logical
connection between the two topics. This process generated 34 query pairs in 9/11 corpus.
After achieving agreement among all annotators, we then selected chains of lengths ranging
from 1 to 4 in terms of the number of associations. This process resulted in 37 chains in 9/11
corpus which were used as truth chains for later experiments.

5.3 Experimental results

We have implemented a baseline model based on Srinivasan’s closed text mining algorithm
[20]. We run the aforementioned 34 query pairs using 4 methods to generate concept chains:
the VSM-based method, theWiki-article content-based kernel, the Wiki-category-based ker-
nel and the hybrid kernel. For a more detailed efficiency analysis, the main computation
time was spent on building the proximity matrix. The performance of constructing the prox-
imity matrices for each query pair is further tested under a test cluster containing 3 nodes
on Ubuntu 14.04 LTS 64-bit, and 1 master and 3 slaves (the master also takes a role as a
slave in some cases) are adopted. Each node has 4 Intel(R) cores (each @ 2.53GHz), and

Fig. 6 Runtime analysis for building the proximity matrices for query pairs
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Fig. 7 Average rank of detected concept chains

Table 11 Effect of using the
article-content-based kernel

Baseline/article-content-based kernel

S5 S10 S15 S20 S30 S40

L1
Baseline 0.8844 0.8689 0.8700 0.8668 0.8597 0.8546

W5 0.9048 0.8861 0.8842 0.8808 0.8798 0.8798

W10 0.9074 0.8889 0.8870 0.8836 0.8826 0.8826

W15 0.9086 0.8902 0.8884 0.8850 0.8840 0.8840

W20 0.9067 0.8886 0.8868 0.8834 0.8825 0.8825

L2
Baseline 0.9174 0.9081 0.8998 0.8959 0.8917 0.8888

W5 0.9155 0.9106 0.9007 0.8974 0.8945 0.8928

W10 0.9226 0.9139 0.9075 0.9041 0.9011 0.8995

W15 0.9272 0.9184 0.9120 0.9087 0.9057 0.9040

W20 0.9306 0.9217 0.9154 0.9120 0.9090 0.9074

L3
Baseline 0.9180 0.9109 0.9003 0.8964 0.8922 0.8893

W5 0.9157 0.9109 0.9009 0.8976 0.8946 0.8930

W10 0.9228 0.9142 0.9077 0.9044 0.9014 0.8997

W15 0.9275 0.9187 0.9123 0.9090 0.9059 0.9043

W20 0.9309 0.9220 0.9157 0.9124 0.9093 0.9077

L4
Baseline 0.8444 0.8265 0.8109 0.8027 0.7919 0.7865

W5 0.8456 0.8271 0.8115 0.8023 0.7932 0.7901

W10 0.8473 0.8279 0.8119 0.8031 0.7941 0.7916

W15 0.8479 0.8290 0.8127 0.8041 0.7967 0.7933

W20 0.8562 0.8295 0.8135 0.8055 0.7985 0.7965
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Table 12 Effect of using the
category-based kernel

Baseline/category-based kernel

S5 S10 S15 S20 S30 S40

L1
Baseline 0.8844 0.8689 0.8700 0.8668 0.8597 0.8546

W5 0.9202 0.9030 0.9011 0.8979 0.8969 0.8969

W10 0.9347 0.9195 0.9175 0.9148 0.9138 0.9138

W15 0.9437 0.9299 0.9280 0.9255 0.9246 0.9246

W20 0.9497 0.9370 0.9352 0.9329 0.9320 0.9320

L2
Baseline 0.9174 0.9081 0.8998 0.8959 0.8917 0.8888

W5 0.9185 0.9103 0.9042 0.9012 0.8987 0.8974

W10 0.9252 0.9168 0.9106 0.9076 0.9050 0.9037

W15 0.9297 0.9211 0.9150 0.9120 0.9093 0.9080

W20 0.9329 0.9282 0.9183 0.9152 0.9126 0.9113

L3
Baseline 0.9180 0.9109 0.9003 0.8964 0.8922 0.8893

W5 0.9185 0.9102 0.9037 0.9005 0.8976 0.8960

W10 0.9253 0.9167 0.9103 0.9071 0.9041 0.9025

W15 0.9298 0.9211 0.9148 0.9116 0.9086 0.9070

W20 0.9331 0.9283 0.9181 0.9149 0.9120 0.9104

L4
Baseline 0.8444 0.8265 0.8109 0.8027 0.7919 0.7865

W5 0.8469 0.8268 0.8111 0.8023 0.7911 0.7871

W10 0.8498 0.8289 0.8127 0.8034 0.7959 0.7891

W15 0.8532 0.8301 0.8141 0.8056 0.7988 0.7937

W20 0.8583 0.8323 0.8153 0.8084 0.8015 0.7995

the cluster has a total memory of 48G and 12 cores. Figure 6 shows the runtime compari-
son of building the proximity matrices for each of the 34 query pairs in different execution
environments (i.e., environments with 1 node, 2 nodes, and 3 nodes, respectively). The X-
axis represents the runtime measured by minutes, and Y-axis corresponds to the query pairs.
From Fig. 6, it is obvious to see that the main factor affecting the runtime is the number of
CPU cores and the computation time is significantly reduced with the increase of CPU cores.
The average runtime for processing all query pairs in the 3-node environment is about 8.7
minutes.

The evaluation then looks at (1) whether the target chains were found as the top choice by
different models, and (2) if not the top choice, the ranks of the found truth chains. The query
evaluation resulted in the discovery of 24 truth chains by each method. Then, we divide the
24 detected chains into 4 groups according to their lengths, and compute the average rank
for each of the 4 groups as follows:

rank(groupt ) = 1

s

s∑
q=1

rank(chainq)
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Table 13 Effect of using the
hybrid kernel

Baseline/hybrid kernel

S5 S10 S15 S20 S30 S40

L1
Baseline 0.8844 0.8689 0.8700 0.8668 0.8597 0.8546

W5 0.9267 0.9104 0.9084 0.9054 0.9044 0.9044

W10 0.9402 0.9259 0.9239 0.9213 0.9204 0.9204

W15 0.9482 0.9353 0.9334 0.9311 0.9302 0.9302

W20 0.9522 0.9403 0.9385 0.9364 0.9355 0.9355

L2
Baseline 0.9174 0.9081 0.8998 0.8959 0.8917 0.8888

W5 0.9168 0.9121 0.9057 0.9033 0.8994 0.8980

W10 0.9263 0.9173 0.9144 0.9090 0.9058 0.9041

W15 0.9332 0.9285 0.9194 0.9162 0.9101 0.9092

W20 0.9334 0.9295 0.9190 0.9173 0.9147 0.9139

L3
Baseline 0.9180 0.9109 0.9003 0.8964 0.8922 0.8893

W5 0.9199 0.9168 0.9055 0.9013 0.8988 0.8972

W10 0.9273 0.9188 0.9130 0.9097 0.9061 0.9037

W15 0.9298 0.9233 0.9167 0.9144 0.9093 0.9085

W20 0.9354 0.9297 0.9187 0.9162 0.9134 0.9122

L4
Baseline 0.8444 0.8265 0.8109 0.8027 0.7919 0.7865

W5 0.8435 0.8261 0.8116 0.8021 0.7938 0.7893

W10 0.8479 0.8285 0.8129 0.8038 0.7973 0.7927

W15 0.8525 0.8328 0.8143 0.8069 0.8022 0.7988

W20 0.8592 0.8374 0.8162 0.8093 0.8050 0.8017

where t = {1, 2, 3, 4}, s is the number of chains in groupt , rank(chainq) = 1
n

∑n
i=1 rank(ci ),

where n is the number of concepts in chainq , and ci is one of the concepts constituting
chainq . Figure 7 illustrates the improvement of the average rank of the concept chains by the
kernel method compared with the VSM-based method. The X-axis indicates the 4 groups,
and the Y-axis indicates the average rank of truth chains detected in each group. VSM
indicates the VSM-based method, and Kernel-C, Kernel-A and Kernel-H indicate the mod-
els using Wiki-article-based kernel, the Wiki-category-based kernel and the hybrid kernel,
respectively.

Tables 11, 12, 13 make a comparison between the search results of our baseline where
the corpus-level tf-idf-based statistical information is used to generate chains without the
involvement of Wikipedia and various Wiki-enabled models proposed in this work. The
table entries can be read as follows:SN /WN means the top N concepts are kept in the search
results (SN for the concepts appearing in the documents and SN for the concepts derived from
Wikipedia). LN indicates the resulting chains of length N . The entries in the three tables stand
for the precision values defined as follows. For example, the entries in the row “Baseline” in
Table 11 represent the precision ratios when the top 5, 10, 15, 20, 30, 40 concepts are kept,
respectively, in the ranked list of all detected concepts.
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Table 14 Instances of key semantic relationships

Chain length Query pair Resulting chain

L2 (Length 2) abdel_rahman : : blind_sheikh abdel_rahman →
new_york_city_landmark_bomb_plot →
blind_sheikh

george bush : : bin_ladin george_bush → richard_a._clarke → bin_ladin

alexis : : lloyd_salvetti alexis → janice_kephart_roberts → lloyd_salvetti

adel : : ffi adel → afghanistan → ffi

marty_miller : : oakley marty_miller → unocal → oakley

gore : : stephen_hadley gore → clarke → stephen_hadley

donovan : : wall_street donovan → intelligence_group → wall_street

L3 (Length 3) atta : : dekkers atta → mohammed_atta_al_sayed →
marwan_al-shehhi → dekkers

amal : : sudanese amal → bahrain → cia → sudanese

karachi : : usama_asmurai karachi → june_14_terrorist_attack_outside_us_
consulate_in_karachi →
may_8_bus_attack_in_karachi → usama_asmurai

binalshibh : : pistole binalshibh → fbi → minneapolis → pistole

martha_stewart : : saudi_arabia martha_stewart → al_jawf,_saudi_arabia →
khaled_of_saudi_arabia → saudi_arabia

L4 (Length 4) kenya : : mohamed kenya → mihdhar_hazmi → afghanistan →
shanksville → mohamed

gore : : stephen_hadley gore → suicide_hijackings → white house →
national_security_council → stephen_hadley

crawford : : khalilzad crawford →bill_clinton → afghan →
deuty_secretary_state_richard_armitage →
khalilzad

P = Concepts found and relevant

Total concepts found

where N is the number of query pairs used in our experiments. We chose various pairs
of topics covering various scenarios in the counterterrorism corpus, and the topics were
mostly named entities. For each topic pair, the relevant paragraphs for either topic,
respectively, were then manually inspected: We selected those where there was a logical
connection between the two topics. This process generated 34 query pairs in 9/11 cor-
pus.

Specifically, Table 11 shows the improvement achieved by integrating the Wiki-article
content-based kernel over the baseline. Table 12 presents the result when the relevant Wiki-
categories are used to build the semantic kernel. Table 13 demonstrates the overall benefit
when utilizing the hybrid semantic kernel where both article content and categories are incor-
porated. It is easy to observe that the search performance is improved with the integration
of Wikipedia knowledge, and the best performance is observed when both the Wiki-article
content and categories are involved.

Table 14 shows newly discovered semantic relationships where linking concepts can only
be acquired by integrating information from multiple documents or fromWikipedia knowl-
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Fig. 8 Adapted MAP for chains of length 1

edge (i.e., not contained in the existing document collection). For instance, for the query
pair: “Atta : : dekkers”, two intermediate important persons connecting them were identi-
fied: “Mohammed_Atta_al_Sayed” was an Egyptian hijacker and one of the ringleaders of
the September 11 attacks and “Marwan_al-Shehhi” was the hijacker-pilot of United Airlines
Flight 175, crashing the plane into the South Tower of the World Trade Center as part of the
September 11 attacks.

We also used the adapted MAP measure as shown in the below formula:

AdaptedMAP(Q) = (�P(ks,w))/|Q|

where Q is a set containing all query pairs, s = {5, 10, 15, 20, 30, 40} and w =
{5, 10, 15, 20} indicate the top N concepts were kept in the search results (s for the con-
cepts appearing in the documents and w for the concepts derived from Wikipedia). P(ks,w)

is the precision where the top s concepts from documents and the top w concepts from
Wikipedia were kept.

Figures 8, 9, 10, 11 interpret the search results using the MAP measure. SN where
N = {5, 10, 15, 20, 30, 40} and WN where N = {5, 10, 15, 20} have the same mean-
ing as in Tables 11, 12, 13. The baseline is the VSM-based model. For WN-X where
X = {A,C, H}, A indicates the article content-based kernel, C indicates the category-
based kernel and H indicates the hybrid kernel. We observe that the kernel-based approach
consistently achieves better performance for different lengths than the baseline solu-
tion, and the hybrid kernel achieves the highest MAP values for chains of different
lengths.
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Fig. 9 Adapted MAP for chains of length 2

Fig. 10 Adapted MAP for chains of length 3
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Fig. 11 Adapted MAP for chains of length 4

6 Conclusion and future work

In this work, we propose a new solution for cross-document knowledge discovery through
building semantic kernels that integrate different background knowledge from Wikipedia.
The kernel methods focus on providing a best estimation of semantic relatedness between
concepts in a new space that embeds different information resources from Wikipedia.
Over 5,000,000 Wikipedia articles and 700,000 Wikipedia categories are explored, which
expands the relationship search scope beyond those appearing in the document col-
lection at hand literally. Specifically, the explicit semantic analysis (ESA) technique is
adapted to help measure concept closeness and a Wiki-content-based semantic kernel and
a Wiki-category-based semantic kernel are built to capture semantic relatedness between
concepts in terms of relevant Wikipedia article contents and associated categories, respec-
tively. Moreover, a hybrid semantic kernel integrating both Wiki-articles and categories is
also designed and evaluated. Empirical evaluation demonstrates the proposed approaches
achieve much broader and well-rounded coverage of significant relationships between con-
cepts.

In addition to the relationship discovery scenario, the proposed semantic kernels can also
be easily applied to various important data mining tasks such as classification and clustering.
Other than articles and categories in Wikipedia, we will also be exploring and evaluating
the usage of other valuable resources in Wikipedia, e.g., anchor texts and infoboxes, in
contributing to this task in our future work.
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