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Abstract We study the problem of predicting likely places of visit of users using their past
tweets. What people write on their microblogs reflects their intent and desire relating to most
of their common day interests. Taking this as a strong evidence, we hypothesize that tweets of
the person can also be treated as source of strong indicator signals for predicting their places
of visits. In this paper, we propose a novel approach for predicting place of visit within a
given geospatial range considering the past tweets and the time of visit. These predictions
can be used for generating places recommendation or for promotions. In this approach,
we analyze use of various features that can be extracted from the historical tweets—for
example, personality traits estimated from the past tweets and the actual words mentioned in
the tweets. We performed extensive empirical experiments involving, real data derived from
twitter timelines of 4600 persons with multi-label classification as predictive model. The
performances of proposed approach outperform the four baselines with accuracy reaching
90 % for top five predictions. Based on our experimental study, we come up with general
guidelines on building the prediction model in terms of the type of features extracted from
historical tweets, window size of historical tweets and on the optimal radius of query around
the place of visit at a given time.
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1 Introduction

We are living in an era of microblogging, which revolutionize the way people reflect their
interests and intents. One of the most popular among those is twitter; at the time of writing
this paper there are 302 million users with significant presence in 33 countries.! People share
their interests and opinions on this microblogging site [6,8,9]. Twitter processes 500 million
tweets per day, each of which contain a maximum of 140 characters. The contents of twitter
timeline feeds of users are used as indicative measure of their mood and interests, as stated
by Golder et al. [15].

Development in wireless communication and location-acquisition technology allows us to
create location-based social network (LBSN) like Foursquare, Gowalla. On these networks
people can feed their location along with tips related to location in structured format. Recently,
these networks are exploited to develop recommender systems especially for suggesting
points of interest (POI). Intent of utilizing LBSN feeds attributed upon structured information
(check-in, check-out, tips etc.) in social networks. In spite of this valuable information, as
of May 2015, the number of users on Foursquare are 55 million,> which are very few in
comparison with Twitter users (300 millions).

Considering frequently produced voluminous feeds of unstructured text by users on twit-
ter, we propose a novel approach of predicting next place(s) of visit by user using her recent
tweets. Here we regarded common perception and hypothesis that there is a strong interrela-
tion between user’s intent and their place(s) of visit; however this hypothesis is later justified
through machine learning techniques too. As per our knowledge predicting next place(s) of
visit using past tweets presented in this article is first of its kind. In this paper, we are only
studying the predictive power of tweets on the location of user at given time. It can be used
either to create an offer or recommendation. In real system, (1) other information on the
user and/or the merchants can be used, (2) a business logic may need to be added to identify
recommendations or offers. For example, a bank can also use the customer tweets to send
appropriate offers to meet their business objectives. However, user’s offer preferences need
to be learned over time. For example, some users are very loyal to some merchants that any
offer can not make them go to other merchants in the category. The beauty of this approach
is not to use any user related personal information (e.g., age, gender), and it is mainly based
on unstructured information.

Our approach mainly consists four steps. The first one being finding places that a given user
visited in the past from Twitter user timelines.? This task is very challenging mainly because
of unusual vocabulary and short messages (140 character limit) on twitter timelines. We
apply different NLP techniques in finding visited places from past tweets. Other information
like location/geo-coordinates and time of tweet is also inferred from structured information
associated with tweets using these NLP techniques. The second step constitutes the extraction
of various signals from twitter timelines that indicate user’s next place of visit. The challenge
here is to understand the intent and mood of user at a given time by using vocabulary in past
tweets. The mood reflects state of mind and has a vital role in deciding the activity done by
user. Also, vocabulary in past tweets can capture latent factors like age, sex, personality trait
etc. [34], which again has impact on the person choosing an activity. The third step of our
approach involves building models on various sets of features extracted from users’ timelines.
Last step includes using additional contextual information, in terms of spatial and temporal

! https://about.twitter.com/company.
B https://foursquare.com/about.

3 User timeline is the sequence of past tweets blogged by the user on Twitter.
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factors, in refining predictions. As time of the day and spatial range has major influence on
type of the activity one does, this information is also incorporated in enhancing the accuracy
of model.

We perform extensive experimentation using Twitter timelines data. By analyzing tweets
for mentions of place of visit and information from Google Places API, we extract ground
truth from tweets obtained from over 4600 user timelines. We extract various features from
user timeline including textual features, personality traits and temporal features. We build
models to predict the categories of places of visit instead of the actual place of visit. The main
motivation behind predicting the categories is for personalized promotions and/or recommen-
dations. We do performance analysis of various learning models and associated features. As
no existing work address this problem, we define four baselines to understand the perfor-
mance of proposed approach. We show that the models in the proposed approach consistently
perform better than four baselines. These baselines are defined more to highlight the non-
obvious nature of the proposed approach. In our experiments, the best model yields about
90 % accuracy for top five predictions when queried within 300 meters radius. We also analyze
the performance of the proposed approach on a set of users that are not included in training.
We show that proposed approach performs equally well on new users thus addressing cold
start problem.

The major contribution of this paper are:

(1) Generation of ground truth data for predicting places of visit using structured and
unstructured data in the tweets,

(2) Building generic models for predicting places of visit from tweets, and

(3) Study of various factors contributing to predicting places of visit.

The rest of the paper is organized as follows: Sect. 2 presents our proposed approach
in detail for predicting location of interest. Detailed discussion of results and data sets for
experiments are given in Sect. 3. In Sect. 4, related work is summarized. Finally, Sect. 5
concludes this paper.

2 Proposed approach

To restate the problem that is considered in this paper, we want to predict the category of the
location that a user will most likely to visit in an area, given her twitter handle and time of the
visit. There are two points we want to mention before explaining the four steps of proposed
approach to the problem. Firstly, we build the generic prediction model that captures the
relationship between vocabulary used in past tweets and visited places, without considering
user’s demographics. The main advantage of this approach is that we do not need individual
specific training data.

Secondly, our focus would be the category of the establishment like restaurant, supermar-
ket, pub, gym, rather than the specific establishment (location name). By doing this, both
establishment owners and users can get mutual benefits. For example, if proposed system is
predicting restaurant and shopping for user in a given spatial proximity, then all the owners of
restaurants and shops in that proximity can send the user their available offers for promotions.
Along with this, user can also have an option to choose a place according to her own suitable
interest.
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"created": "Tue Apr 29 21:49:46 +0000 2014",

"content": "u'Fuckin with younghollywooddre New York is serious with Park
t.co/0hxsafj7es'",

"geo" : [40.745086550000003, -73.988538259999999] }

’

"created": "Tue Apr 29 18:42:27 +0000 2014",
"content": "'Hi jayz @ ICHECHSN http://t.co/TIXNmMByKh'",
"geo" : [40.743114030000001, -73.989175290000006] }

’

"created": "Tue Apr 29 16:52:41 +0000 2014",
"content": "'About to smash this @ White Rose System http://t.co/MX3PMAwvV
"geo" : [40.643140350000003, -74.239397030000006] }

’

"created": "Tue Apr 29 16:15:34 +0000 2014",
"content": "u'Pole studio almost finished @XYZ follow now and stay updat
"geo" : null }

Fig. 1 Sample tweet tagged with geo-coordinates and having some location information
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-
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Fig. 2 GPA response to a query

2.1 Assign locations to tweets

‘We want to mention that from here onwards, we use location and visited place interchangeably
in this paper. Assigning locations to tweets is a two-step process. In the first step, we filter
all those tweets from the timeline which have location information and tagged with geo-
coordinates. For location information we identify tweets using regular expression (“I'm at”
or “@ 7). Figure 1 shows a sample tweet tagged with geo-coordinates and having location
information.

In the second step, we use Google Place API (GPA) [16] to get all the places around that
tweet geo-coordinates with in a given radius. GPA typically returns about 60 places around
the given geo-coordinates with in a given radius (in meters). Figure 2 shows the response
from GPA for the sample tweet in Fig. 1. By using simple similarity matching algorithm,
we can check the similarity of the place given by GPA and the text in the tweet. We extract
three words after the regular expression match in tweet and match these words with place
names from GPA. Here we assume that most of the places’ names are of three words. The
similarity between the GPA place name, s1, and the words in the tweet, s> is computed as the
fraction of the number of common word between s and s, in the number of words in s;. If
the similarity is more than a threshold «, then we tagged that tweet with the location given
by GPA and refer this tweet to as a location tweet.
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NI NN

User Timeline
Fig.3 Location tweets (upwards arrow) and usual tweets (non-location tweets) (vertical line) on a given user
timeline. Location tweets contains phrases like “I am at ABC”, where ABC is close to tweets geo-coordinates

At the end of these two steps, we would get the places visited by the user along with the
time of visit from the Twitter timelines if appropriate information is present. As mentioned
earlier, we consider only the categories of places returned by GPA. You may note that each
location tweet can be assigned to more than one category, as the corresponding locations
could belong to more than one category.

2.2 Extract features

Figure 3 shows graphical representation of a typical user timeline. The tweets shown by
arrow 1 are the location tweets and tweets shown by | are the usual tweets (non-location
tweets).

We extract various features from the historical tweets by the user, shown as shaded portion
on the timeline in the figure, that could help in predicting the future place of visit (i.e., place
visited by user just after the shaded window) of user. We consider two sets of features in this
paper as follows.

2.2.1 Past tweets for feature extraction

The intuition of using past tweets as feature for training the model is explained as follows: If
people are feeling hungry they usually tweet about how they are feeling like “Feeling hungry”
or “Mouth watering for Pizza” similarly if they are looking for some outdoor activity their
tweet would look like “Boring day!!! Looking for some fun :(”. By using these past tweets
we can predict the place of visit according to their intent and needs. But the obvious question
comes to our mind what could be the length of the window (past tweets) to predict the place
of visit for a user. To address this problem we use window length based on time interval. In
this approach, we concatenate all tweets in given time window as text document and used
it for predicting next place of visit. For example, considering all tweets within 12h before
location tweet for predicting place of visit in location tweet.

2.2.2 Personality traits as features

We use System U [4] for deriving big five personality traits, fundamental needs and basic
human values from the past tweets in a window as explained in Sect. 2.2.1. The big five
personality traits include openness, conscientiousness, extraversion, agreeableness, and neu-
roticism. The profiles from System U contains only numerical value corresponds to these
factors in the scale of [0, 1]. Similarly these System U profiles are also used to predict the
place of visit for a user. We hypothesize that the personality traits of people could indicate
where they visit.
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2.3 Building models

As mentioned in Sect. 2.2, we have two types of feature vectors. (a) Tweets from past window
labeled by categories of location visited by user just after tweeting these past tweets. As men-
tioned earlier categories could be more than one. (b) System U profile vectors derived form
the past window also labeled by multiple location categories visited by the user. Therefore,
we apply two different techniques for each of these feature vectors for building models which
are explained as follows.

Window of past tweets We consider past tweets in a given window as a single document
(concatenation of tweets with in window) which is used to predict future place of visit. By
modeling each document as mixture of underlying topics (categories) where each word is
generated from one topic, we can infer future places of visit by using words in tweets. This
assumption of modeling the document is very similar to LDA [7] despite topics in our problem
are constrained by total number of categories available. This supervised modeling of topic
by constraining the number of topics is know as Labeled LDA and was proposed by Ramage
et al. [30]. Graphical model of labeled LDA is shown in Fig. 4.

Labeled LDA assumes each label k£ € {1,...,|Al|} can be described by multinomial
distribution B; over all words in the corpus. The model assumes that each document d
uses only subset of labels A, denoted by A4, and that document d prefers some labels to
others as represented by multinomial distribution 6; over A,4. Each word w in document
d is derived from the word distribution of S, where z € A,. The word is derived using
both preferences that is how much the document prefers the label 6, ; and how much label
prefers the word S; ,,. Therefore, from this generative process assumption, an approximate
inference algorithm can be used to reconstruct the distribution 6, over labels, starting from
the document itself. For more details on learning and inference in Labeled LDA that we use
in this work please refer [30]. Similarly in our case, labels are the categories, and document
is the concatenation of past tweets in given window. Therefore, the distribution given by
labeled LDA on labels for given test document will give us the confidence for the prediction
of each category. Hence, we used labeled LDA for building the models.

We want to mention that when we use SVM and Naive Bayes for our problem (i.e., multi-
label classification) as described by [36], we got low accuracy in comparison with labeled
LDA. The reason may be that in case of tweets we are having very sparse feature vectors
which are used for modeling the SVM and Naive Bayes models. For example, the dimension
of feature vector is 700,000 (approx.) because of vocabulary size in corpus but available
words in that vector are very few, i.e., approx. 100 (words in a given window). On the other
hand, Labeled LDA use less sparse space by using dimensionality reduction technique like
topic modeling (Latent Dirichlet Allocation) which gives better accuracy in comparison to
SVM and Naive Bayes.

n

Fig. 4 Graphical model of labeled LDA. « are the parameter of the Dirichlet prior on the per-document topic
distributions (64), n are the parameter of the Dirichlet prior on the per-topic word distribution (S ), ¢ is the
vector represents the labels prior (Ay) for document d
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Input features Input feature in case of labeled LDA is a tuple consist a list of word indices
w = (wy, wa, ..., wy) and alist of binary presence/absence indicators A = (I1, I, ..., k),
where each w; € {1,...,V} and each [} € {0, 1}. Here N is the string (concatenation of
tweets in given widow) length, V is the vocabulary size (approx. 700,000) and K (=100) the
unique labels in the corpus. [y in A set to 1 for those categories(labels) which are visited by
user after a given window and O otherwise.

System U profiles We obtain personality traits also referred as System U profiles using
System U. System U profile of a user is represented by vector of D dimensions where each
dimension contains a value of corresponding trait between 0 and 1. As explained earlier, this
System U profile is labeled by visited categories by user which may be more than one. Hence
a multi-label classification problem. As vectors are having numerical values we can not use
Labeled LDA. Therefore, we use standard method widely know binary relevance method
(BRM) [36] used for multi-label classification. BRM transforms the multi-label problem
into one or more single label (i.e., binary or multi-class) classification problems. It learns K
binary classifiers one for each label present in corpus. It transforms the original dataset into
K binary data sets D;, j € {1, ..., K} that contain all examples of original data set, labeled
positively if label set of original example contained j and negatively otherwise. Test instance
is classified as the union of labels that are positively predicted by K classifiers. BRM also
rank the labels based on test instance relevance to particular label. For more details on BRM
please see [36]. We have used SVM as a binary classifier for classification in BRM.

Input features For each user, System U profile contains 78 different personality traits
having values in [0, 1]. Therefore, feature vector used for training the model have 78 different
attributes having values between 0 and 1. This feature vector is labeled by a binary vector
A= (1,lp,...,lg), where K = 100 (total labels in our data set) and each [ € {0, 1}. [} in
A set to 1 for those categories(labels) which are visited by user and 0 otherwise.

2.4 Considering additional constraints

To generate final predictions, we consider two additional constraints—radius and time.

2.4.1 Radius of query

Area in which we want to predict is important factor for accurate prediction of user’s place
of visit, as we do not want to search on all places around the world. Hence, we restrict the
place of search. We first use GPA to identify all the places around the given geo-coordinates.
We consider the predictions by classification models only within these places identified
using GPA. In experiments, we vary radius of search in computing the accuracies of various
approaches.

2.4.2 Time of the query

Time is the critical factor in predicting the place of visit for user. As it is very likely for a user
to visit some place at particular time. For example, many prefer to visit park in the morning
and bar in the evening. In order to use the time of visit in the prediction, we estimate the
probability of visiting a place at a given time from the training data. Let P(C;/t) represent
the estimated probability of any person visiting place C; at a given time ¢. Let P(C;/ Win)
represent the probability of visiting place C; by user using her past tweets denoted by Win.
In other words P (C;/Win) is the posterior distribution obtained from the models mentioned
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Textual Clues P(C[Win)
Training P(C|Win,t)
Data
Temporal P(CIt) Geo Filter ———
Analysis

Area of Interest (Radius)

Fig. 5 Block diagram of proposed system

in Sect. 2.3. We combine these two factors under the assumption of independence. We refer
the combined classifier as P(C/Win,t) for the sake of brevity.
PWin,1/Ci) P(Ci)

P(Ci/Win,t) = P(Win. 1) (D

Assuming Win and ¢ are independent, we can write the Eq. (1) as follows:

P(Win/C;)P(t/C;)P(C;)

P(Ci/Win,1) = POWin P(1) (@)
P(Ci/Win)P(Win) P(Ci/1)P@) .
Pl(réi) - P(Ci) P(Cl) (3)
P(Win)P(t)

after simplifying Eq. (3), we have the following equation

PCi/Win, 1) = 2E/ V;?é)‘i)%c,- /1) o

where, P(C;) represent the prior probability of visiting category C; by any user. For more
detail on exact computation of P(C;) and P(C;/t) from the training, please refer to Egs. 5
and 6 respectively.

Block diagram of proposed system is shown in Fig. 5. Using textual clues in past tweets as
explained in Sect. 2.2, we obtain probability P(C/Win) by models mentioned in Sect. 2.3.
Along with textual clues, probability P(C/t) obtained by temporal analysis is also used for
refining the predictions. Finally after combining both probabilities P(C/Win) and P(C/t)
under independent assumption as explained in Eq. 4, we get P(C;/ Win, t). Now to generate
predictions in area of interest, we use method mentioned in Sect. 2.4.1.

3 Experiments

3.1 Data set

3.1.1 User timelines

We crawled Twitter data which is publicly available by using Twitter search API [37]. We

have randomly chosen 4606 users of Twitter whose average tweet rate is at least 20 tweets
per day and who have at least tweeted once from New York City between April 24, 2014 and
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April 29, 2014. We have collected Twitter timelines of these users containing about 3200
recent tweets.

3.1.2 Identification of location tweets

Among the tweets in the timelines, we identify location tweets using the method described
in Sect. 2.1. We have used different value of o between interval [0.66, 1]. We found that
when o = 1, tagging accuracy is approximately 100 %. For evaluation we have taken 100
users’ timelines and evaluated it manually. For o = 0.75 tagging accuracy is approximately
98 % and for @ = 0.66 the accuracy is more than 80 %. For our experiments we have used
a =0.75.

The distributions of locations associated with the location tweets in the data set is shown
in Fig. 6. Even though we have started with the people tweeted from NYC, you may observe
that these people have traveled all over the globe.

Among 4606 users, the number of location tweets available on timelines is highly variable.
The distribution of the number of location tweets on users timeline is shown in Fig. 7. Please
note that each of these location tweets could act as a data sample in our experiments.
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Fig. 6 Distribution of locations associated with the location tweets in the data set
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Table 1 Division of users

. . Data set Number of users Number of location
according to number of location
tweets on their timelines Data set 1 1706 ~60
Data set 2 2900 <60

Table 2 Data sets for training and testing

Data set # Samples Detail

Training data set 260,423 Oldest n — 50 location of each user from data set 1
Testing data set 1 84,470 Latest 50 location of each user from data set 1
Testing data set 2 56,774 All location of each user from data set 2

3.1.3 Training and test sets

For the sake of evaluation, we divided the users into two subsets as shown in Table 1.

(1) Data set 1 In this set, we considered only those users who are having more than 60
location tweets present on their timelines. Total number of users in this set are 1706.
(2) Data set 2 In this set we considered the remaining users viz., 2900 users.

Training data set We derive the training data from Data Set 1. We form training data set by
using oldest n — 50 location tweets for creating feature vectors, where n is the total number of
location tweets available on users’ timeline. Tweets are ordered according to the time when
they were generated.

Testing data set We have used two different test data sets named as Test Data Set 1 and
Test Data Set 2 in our experiments.

(1) Test data set 1 We considered only latest 50 location tweets from each user’s timeline
from Data Set 1 for constructing feature vectors. Then these feature vectors are used to
predict the location.

(2) Test data set 2 We considered all location tweets available on each user’s timeline in
Data Set 2. This data set is used to evaluate the performance of models on users not seen
during the training phase.

These data sets are summarized in Table 2.

3.1.4 Insights into data sets

The total number of location categories we found in our data is 100 which are as follows:

casino, hindu_temple, night_club, subway_station, storage, restaurant, pharmacy, univer-
sity, aquarium, plumber, taxi_stand, post_office, park, car_wash, painter, general_contractor,
lodging, health, home_goods_store, roofing_contractor, place_of_worship, city_hall, bank,
transit_station, bar, store, local_government_office, meal_delivery, travel_agency, finance,
art_gallery, accounting, spa, lawyer, hair_care, car_dealer, hospital, school, veteri-
nary_care, book_store, hardware_store, physiotherapist, embassy, police, car_repair, mov-
ing_company, funeral_home, movie_rental, dentist, museum, cemetery, liquor_store, sta-
dium, bus_station, bicycle_store, insurance_agency, beauty_salon, courthouse, bakery,
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cafe, synagogue, church, florist, natural_feature, shopping_mall, grocery_or_supermarket,
car_rental, convenience_store, locksmith, amusement_park, electronics_store, library,
fire_station, gym, jewelry_store, mosque, campground, furniture_store, gas_station,
meal_takeaway, clothing_store, train_station, bowling_alley, atm, parking, department_store,
airport, movie_theater, electrician, real_estate_agency, food, pet_store, rv_park, doctor, zoo,
shoe_store, laundry, recreation_center, discotheque.

The distribution for some of the top categories in training data set is shown in Fig. 8. You
may note that the distribution of categories is very skewed.

3.2 Computing for additional constraints

We also understand the number of location categories that users visit on average. The higher
the number, the higher the complexity of the prediction problem. Figure 9 shows the distri-
butions for Training Set, Test Set 1, and Test Set 2. You may observe that the mode of the
distributions corresponding to Training Set and Test Set 1 is 17 and that of Test Set 2 is 5.

Considering radius We have used GPA for finding out places near the target location
tweet’s geo-coordinates. We can fetch approximately 60 places around the geo-coordinate
with in specified radius in meters (for example: 50, 300, 1000, 2000). For each place L, we
have set of categories L.. Therefore, total number of categories around the geo-coordinate
are union of L, where i is the iy, place around the geo-coordinate. We have done exhaustive
experiments for predicting place of visit among these union of categories by setting different
radii.

Considering time As mentioned in Eq. (4), we use P(C;/t), the probability of any person
visiting place C; at a given time ¢. To estimate, we need to find out the time of the day at which
user visited a given place. The time stamps of tweets are according to standard time (GMT).
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We convert this standard time into local time of that place from where tweet is generated. This
involves finding the timezone of the place from where tweet is generated and then computing
the local time of the tweet. We discretize the time into 1 h slots for computing the estimates.
Let n(Cj, t) be the number of times users visited the place C; at time ¢, then:

n(Cj, t)

PN =

5)
3.3 Evaluation method

Since we have the ground truth for test sets as well, we compute the accuracies of models
as follows: (a) For every test instance we consider only top N categories returned by used
model. (b) If ground truth is recovered from top N categories, then we considered that test
instance as accurately classified. Therefore, if total number of test instances are M, and
number of accurately classified test instances are K, then the prediction accuracy of model
can be defined as follows.

K
Acc@N = —
M

We denote various models mentioned in Sect. 2 as follows:

(1) P(C/SystemU): Predictions using binary relevance method (BRM) on features formed
using System U. We have used MULAN implementation [27] of BRM.

(2) P(C/Win): Predictions using Labeled LDA over the text in the historical window of
tweets. We have used JGibbLabeledLDA [24] implementation to build the model. All
the parameters of the algorithm are set to their default values except the number of most
likely words for each topic. We set this parameter to 100.

(3) P(C/Win,t): Predictions using Eq. (4) in which P(C;/ Win) is computed as in (2). Please
refer to Sect. 3.2 for more details.

We compare our results with four baselines which are explained as follows. We want to
mention that we are using these baselines, as there is no relevant work present in state of art
to the best of our knowledge. These baselines are defined to highlight the non-obvious nature
of the proposed approach.

— Baseline Model I (Nearest): We considered categories in ascending order according to the
distance from the target location tweet’s geo-coordinates. It is used to show the preference
of user from query point according to distance.

— Baseline Model 2 (Google Popularity): In this baseline, we considered the categories in
the order returned by GPA. GPA returns places in the order of their popularity which is
calculated using reviews by users on a given place.

— Baseline Model 3 (P(C)): In this baseline, we have considered the popularity of a category
in the training data. Let n(C;) be the number of times users visited the category C; in the
training set, Then,

n(Cy)

P(C)=—=————
) Zv]‘”(cj)

(6)

— Baseline Model 4 (P(C/t)): We use estimates computed as mentioned in Eq. (5) to calculate
the accuracies given only the time.
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Fig. 10 Performance of P(C/Win) on different window size. a Results on test set 1 (Radius: 300; Window
size: 24 h). b Results on test set 2 (Radius: 300; Window size: 24 h)

3.4 Results

We conduct three sets of experiments. Section 3.4.1 presents the analysis of first set of
experiments, where we compare the performances of various models in the proposed approach
with those of the four baselines. In the second set of experiments performed in Sect. 3.4.2, we
evaluate the impact of user history on performance of the proposed approach. In Sect. 3.4.3,
third set of experiments evaluates the performance of the proposed approach with respect to
various radii of the search space. The objective is to understand the behavior of the proposed
approach under various circumstances.

3.4.1 Comparison with baselines

The experiments in this subsection are conducted using window length of 24 h, i.e., consider-
ing all tweets within 24 h before location tweet. This window size is chosen mainly because
System U requires 100 words to profile a user. The accuracies of various algorithms are
shown in Fig. 10, where Acc@N represents the accuracy using top N categories given by the
algorithm.

The performance of our proposed approach is better that of all four baselines. The results
show that models P(C/Win) and P(C/Win,t) have performed consistently better than
P(C/SystemU) and four baselines across top 1 to top 5 predictions. These results indicate
that the historical tweets by people are indicative of their immediate future activity. We have
extracted the frequent words that people use in their tweet history before visiting different
categories of locations. These words are shown in Table 3. The categories in the first column
of the table are visited by the users, and the indicative words are those words which are
extracted from their historical tweets just before visiting these categories. We can see that
most of the words are indicative of their intent and present state of mind along with their
activity performed after that.

Experiments also validate that, our proposed approach can be applied to wide variety of
people because of its performance on Test Set 2. Hence, this could be the right solution to
the cold start problem in a very general and simplified sense.

We observed that using only System U features for predicting categories is not useful, in
contrary to the usefulness of System U features for people recommendations [4].

We also observe that using all words available on timelines are more predictive in nature in
comparison to technique where some predefined set of words are used for deriving personality
traits (example Linguist Inquiry and Word Count (LIWC), System U). The reason would be
that using all words on timeline explores more latent factors that are not captured by predefined
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Table 3 Word category relation captured by labeled LDA model

Category Indicative keywords

Restaurant Dinner, diner, coffee, food, lunch, donuts, dunkin, bakery, sushi, burger,
casino, kitchen, night, orange, family, haven, reached, happy, fire, great,
deli

Food Love, time, like, good, today, photo, will, night, great, happy, tonight,
thanks, work, going, best, birthday, well, next, ready, friends, drinking

Movie_theatre Others, just, center, time, union, theater, love, night, posted, show, best,
still, arts, movie, party, well, amazing, nice, ready, watch, performing

Health Time, fitness, workout, gym, club, life, well, hill, great

Church Church, toms, cancer, saint, massapequa, hall elementary, presbyterian,

sagittarius, baptist, mary, fields, might, cathedral, citadel, christ, light,
please, prayers, recovery

Park Morning, walk, nice, work, better, river, green, summer, music, live

Shopping_mall Shopping, mall, shop, next, best, grand, free, sale, nice

set of words. We have done our experiment with and without using stop words and found out
that including stop words are giving little better results.

Also we can see that besides the most preferable categories by people, time plays bigger
role in deciding the activity. This can inferred by comparing the results of P(C) with P(C/t).
Therefore, while predicting location we used time as additional constraint with past tweets.
Results have shown that by considering time, accuracy of model can be enhanced. This can
be observed by comparing P(C/Win) and P(C/Win,t), where P(C/Win, t) has given
better results.

3.4.2 Performance with respect to various lengths of windows of historical tweets

In this experiment, we considered different window sizes that are 6, 12, 24, 36 h. Results
are shown in Fig. 11, where WinN represents the size of window, N € {61224 36}. We
find that the optimum length of the window is 12h in both Test Set 1 and Test Set 2 for
better prediction. By observing the text of window carefully we found that when size of the
window is greater than 12h, sometimes tweets make less sense in predicting the place of
visit. For example tweet like “T am feeling hungry” tweeted 24 h ago has nothing to do while
predicting place of visit now. Contrary to this, some tweets like “Feeling bored, looking for
some fun” tweeted 12h ago could help in predicting place of visit now. On the other hand,
while considering window size of 6 h, we found that sometimes there are very few tweets in
window (i.e., 2 or 3), which made erroneous prediction because of very few words. By these
results analysis we found that the more the recent information of user we have, the better the
results will be in predicting place of visit for the user. The model used here is P(C/Win).

3.4.3 Performance with respect to various radius of queries

In third set of experiments, we consider P(C/Win) and P(C/Win, t) for different radii—50,
300, 1000, 2000 (in meters). Figure 12 demonstrate results for different models. The overall
performance trends are the same for Test Set 1 and Test Set 2. P(C/Win, t) is performing
better at radius 300 in comparison to all other spatial ranges considered in experiment except
for the top 1 suggestion. Similarly prediction accuracy of P(C/Win) is also highest except
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Fig. 11 Performance of P(C/Win) on different window size. a Results on test set 1 using radius 300 m.
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Fig. 12 Performance of models on various spatial ranges (i.e., Radius) by given models. a Performance of
P(C/Win) on test set 1. b Performance of P(C/Win, t) on test set 1. ¢ Performance of P(C/Win) on test
set 2. d Performance of P(C/Win, t) on test set 2

for top 1 and 2 suggestions at the same radius i.e., 300 m. We analyzed that with the increase
in spatial range more categories appear as candidate places of visit for user. Many times
likelihood of distant places are greater than nearer places. Therefore while ranking according
to likelihood for top N predictions, most of the distant places appeared. As we noticed that
user generally preferred near by location (approx. within 300 m) from the search point (geo-
coordinate) in data set. Hence results in erroneous predictions. For better understanding of
above situation lets take an example. If user is more interested in watching movie since
morning, then most of her tweets contain information relevant to movie only. However in
evening, if she discovers that she has to spend large amount of time in traveling to movie
theater because of distance/traffic, then she would prefer activity in her approach. Hence,
tweeted less about that activity in comparison with movie due to less time. Now when
we predict future places of visit for this user using her past 12-h tweets, we get higher
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confidence of movie than preferred activity because of difference in activity relevant tweets.
We empirically found out that the optimum scope of search should be optimal (300 m in this
case) for better prediction. It should not be very small or very large.

4 Related work

We categorize the literature related to our work into three buckets. They are (a) Twitter
data for prediction. (b) Predicting Locations Using LBSN. (c) Deriving personality traits
from microblog text for prediction. We review these efforts in the following subsections and
contrast with the proposed work wherever it is appropriate.

4.1 Twitter data for predictions

Twitter data has been widely explored for predictions. Yuan et al. [40] proposed a probabilistic
model to discover individual users’ mobility behavior from spatial, temporal and activity
aspects using twitter data. Lichman et al. [23] model human location data with mixture of
kernel densities and predict a spatial distribution for an individual. In comparison to our work,
the model proposed by Lichman and Smyth [23] works for only those users which are seen
by model and give the likelihood probability of user at given coordinate. Sadilek et al. [33]
proposed a system nEmesis, which is used to identify the restaurants not to be visited. nEmesis
ranked restaurant as negative or positive by tracking the activities of user after that restaurant
visit. Abel et al. [1] proposed a frame work in which user timelines from twitter are used to
model the user profile. Results shows that by considering temporal dynamics and exploiting
tweet-news relationship better recommendation systems can be made. Similarly [19,28] also
proposed the system for new recommendation by using twitter. Buza et al. [10] have shown
that their proposed approach may be useful for prediction tasks in the financial domain. For
this they collected only financial tweets and tried to predict the yield of particular stocks
based on those tweets. Similar to our work, Ritterman et al. [32] have shown that Twitter
encodes the belief of people about some concrete statement about the world. They used these
beliefs with prediction market to predict a swine flu pandemic.

In contrast to our approach where we predict POI such as shop, church, restaurant based
on intent of user by using past vocabulary, Han et al. [17] predict user location (i.e., country or
region) by identifying location indicative words (i.e., frequent word used at specific location).
Lee et al. [21] used Foursquare to predict the location of tweets. They build probabilistic
models using unstructured text coupled with semantic locations. Ramasamy et al. [31] tried
to infer the user interest from tweet times. Simple heuristic behind this work is that user
often tweet at larger rate during the happening of event in interest, in respect to non-event
time. Which shows their interest in that particular event. Similarly Budak et al. [9] address
the problem of inferring user interests from Twitter based on their utterances and interaction
in the social networks. Novel probabilistic generative model is proposed to based on user
utterances that encapsulate both user and network information. Bhatacharya et al. [6] infer
users’ topic of interest by the followee list of twitter users’. They observe that user generally
follow experts on various topics of her interest. By deducing the followee expertise area, user
interest can be inferred.

Bollen [8] study the correlation of public mood derived from large scale collection of
tweets to stock market index. Results has shown that prediction accuracy can be improved
significantly by the inclusion of public mood dimension. Asur et al. [3] predicts box-office
revenues of movies in advance of their release by using tweets using linear regression
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model which out performs Hollywood stock exchange predictions. In contrast, Gayo-Avello
et al. [13] contradicts the predictive power of tweets. In their study, they contradict the pre-
viously published results that claims that predicting electoral outcomes from social media
data is feasible.

Blogs used for prediction Yin et al. [39] proposed a model where each region is char-
acterized by a topic distribution, and represented by a bi-variant Gaussian distribution
over coordinates. Modeling geographical topics includes location-driven model, text-driven
model, and Latent Geographical Topic Analysis that combines both location and text infor-
mation. Both [18,38] mine the relationship between location and words usage at that location
using probabilistic graphical models.

4.2 Predicting locations using LBSN

Mathew et al. [26] predict future location of an individual by capturing the sequential rela-
tions between places visited in given time period by using Hidden Markov Models. In this
approach locations are clustered according to their characteristics and latter used for train-
ing an HMM for each cluster. Bao et al. [5] proposed location-based and preference-aware
recommendation system using sparse geo-spatial networking data from Foursquare without
considering temporal information. This approach is similar to our proposed approach as they
have considered categories for recommendation except that [5] could not address the cold
start problem in case of new users. Yuan et al. [42] proposed a graph-based point-of-interest
recommendation system using temporal and geographical influences. In given approach,
Yuan et al. [42] have used category of place rather than the name of place considering tem-
poral factor, though data is used from Foursquare. For point-of-interest recommendation,
algorithm has been proposed based on following observations (a) users tend to visit nearby
places (b) users’ visit different places at different time slots. But contrary to our approach
this system recommend only if the user history is available but not for new user (cold start
problem). Yuan et al. [41] proposed a system using collaborative filtering that exploits both
temporal and spatial information specific to point of interest for recommendations for each
individual. Gao et al. [12] used matrix factorization technique for exploring temporal effects
on location-based social networks for recommendations which again results in cold start
problem for new place and people.

4.3 Deriving personality traits from microblog text for prediction

Lexicon used by person is a representation of his personality which is confirmed by research
work done in last decade [20,29,35]. Common approach of analyzing the personality of
person is to count the words falling in particular category given by Linguist Inquiry and
Word Count (LIWC) [29].

Chen et al. [11] used social media word for understanding individuals’ personal values.
They have shown that personal values can influence word usage and also words usage contains
predictive information for person’s values which can be used for other meaningful prediction
tasks. Golder et al. [15] used million of tweets for finding out the diurnal and seasonal mood
rhythms at individual level. In their study they have shown that by lexical analysis we can
predict the state of mind of individual such happy, sleepy. Study has shown that age and gender
of person can be inferred by analysis the usage of words in their utterances over blog, emails,
social networking sites etc. [2,14]. Mahmud et al. [25] proposed a model that can identify the
strangers over twitter who are eligible and willing to provide the required information. Lee
et al. [22] addressed the problem of identifying the stranger on twitter for propagating the

@ Springer



162 A. Chauhan et al.

information by re-tweeting the desired tweet. Badenes et al. [4] also used tweets for deriving
personality traits by using System U and then used them for people recommendations.

All these approaches has been used extensively in analyzing personality traits, but it has
also shortcomings of predefined word category correlation.

Open-vocabulary approach Schwartz et al. [34] used rather different approach for using
vocabulary know as open-vocabulary technique (using all set of words available on social
media) in comparison with closed-vocabulary technique, Linguistic Inquiry and Word Count
(LIWC) [29], where some predefined set of words are used for deriving the personality traits.
In their study they have shown that by using open-vocabulary approach they got higher state-
of-art accuracy in predicting gender in comparison to LIWC by exploring latent factors that
are not captured by closed-vocabulary approach. Motivated by this approach we have used
all words available on timelines for modeling the users’ behavior.

5 Conclusion

This paper presents prediction of users’ location using their twitter handle. We identified
tweets within user timelines that contain location information that the user would have visited.
Thus, we have created a large amount of training data. We extracted two types of features
from the past tweets viz., System U profiles and actual text in a window of historical tweets.
We found out that, using System U profiles only are not very encouraging for predicting
locations. Text from the tweets preceding a location tweet are concatenated, labeled with the
category of the location and this data used to train Labeled LDA. We found that Labeled
LDA captures the relationship between the words used by user and location visited by him
in future. This also validate our hypothesis that vocabulary can be used to capture the intent
and present state of mind which majorly decides the activity done by user in future. One
of the major contributions of our work is in finding the sequence of places people have
visited using their twitter timeline. This has helped us gain many insights into behavior of
various prediction models and the associated parameters. We compared the performance of
the proposed approach with four baselines. The models in our approach performed better
than all these four baselines. The highest accuracy of one of the proposed model is over 90 %
for the top five suggestions. We found that the behavior of the proposed approach is very
similar to both seen and unseen users. This indicates a solution to cold start problem in very
unique way, both for new users or location which are unseen by the model.

We conclude this paper by explaining a few technical challenges relating to the proposed
work. We have tested our approach on a random sample of people. Can this approach work
for all those that we want to predict locations for? In order words, how do we identify class
of people that a single model can be applied to?

Some of the immediate extensions to the present work that we are looking at are as
follows. People may start tweeting for longer duration before visiting a place of higher
significance in their lives. For example, people may tweet about attending a soccer match for
over a month before the match, whereas they may tweet only a day before visiting a good
restaurant. In this paper, we consider a fixed window of past tweets for all the categories. It
will be interesting to design classifiers that can consider category-adaptive size of window
of tweets. Also, we assume in the current work the next location of visit is independent of
the current activity/location. However, the current place of a person could influence where
she visits in the next time interval. For example, the likelihood of a person going on a
roller-coaster ride immediately after a meal is very small. It will be interesting to infer the
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dependence of past locations on the future locations from the training data and use it in
generating recommendations. Moreover, in this work we predict the place of visit assuming
the knowledge of user’s current location at given time but it would be more interesting to
first estimate the user’s location after a given time and then predict the place of visit around
that estimated location. Further to show the predictive power of tweet for predicting place
of visit of user, we use different sizes of widow, but for the real time system the appropriate
size of the window should be determined using the training data only which is also include
in our future work. Also, scalability of the system is also to be explored on large level like
considering users of different countries or continents at a time. Because sometimes people
at different location use different type of dialects for the same purpose and vice versa which
may effect the performance of the system.
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