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Abstract Frequent itemsets (FIs) mining is a prime research area in association rule mining.
The customary techniques find FIs or its variants on the basis of either support threshold
value or by setting two generic parameters, i.e., N (topmost itemsets) and Kmax (size of
the itemsets). However, users are unable to mine the absolute desired number of patterns
because they tune these approaches with their approximate parameters settings. We proposed
a novel technique, top-K Miner that does not require setting of support threshold, N and
Kmax values. Top-K Miner requires the user to specify only a single parameter, i.e., K
to find the desired number of frequent patterns called identical frequent itemsets (IFIs).
Top-K Miner uses a novel candidate production algorithm called join-FI algorithm. This
algorithm uses frequent 2-itemsets to yield one or more candidate itemsets of arbitrary size.
The join-FI algorithm follows bottom-up recursive technique to construct candidate-itemsets-
search tree. Finally, the generated candidate itemsets are manipulated by the Maintain-Top-
K_List algorithm to produce Top-K_List of the IFIs. The proposed top-K Miner algorithm
significantly outperforms the generic benchmark techniques even when they are running with
the ideal parameters settings.
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1 Introduction

Frequent itemsets (FIs) mining has been among the most challenging researched areas in
association rule mining (ARM) over the past decade. ARM is a two steps process; (1) finding
the FIs from the data sets on the basis of support followed by (2) deduction of association rules
from the already mined FIs [1]. The FIs discovery process is a NP-Complete problem that
demands extensive computational resources [2]. FIs generation is useful in many computing
problems such as consumer market basket analysis [1], network intrusion detection [3], Web
page access-log analysis [4], document analysis [5], telecom data analysis [6], and biological
data analysis [7].

Agrawal et al. [1] in his seminal work on ARM proposed Apriori algorithm to compute
the frequent itemsets (FIs). Apriori algorithm discovers set of all FIs that qualify a given
support threshold using bottom-up strategy. The promising feature of this algorithm is the
Apriori property, i.e., all subsets of FIs are also frequent. Thus resultant frequent itemset
search space includes all frequent itemsets including frequent sub-itemsets. The subsequent
researchwork introduced different variants of FIs to reduce the result set. Themain categories
of these variants include maximal frequent itemsets (MFIs) [8–10], closed frequent itemsets
(CFIs) [11–14], maximal length frequent itemsets (MLFIs) [15], and colossal patterns [16–
18].

A FI having support greater than the given support threshold value and is not subset of any
other FI is calledMFI [8].Max-Miner [8] performsbreadth-first, bottom-up traversal of search
enumeration tree for mining MFIs. Burdick et al. introduced another MFIs mining algorithm
called maximal frequent itemsets algorithm (MAFIA) [9]. This method performs depth first
traversal of the search space with parent equivalence, look ahead, and superset frequency
pruning in order to enhance performance. Anothermethod called GenMax discovers allMFIs
using backtrack search tree method [10]. It employ items reordering to minimize the size of
the combine set and to remove lower frequency nodes early in backtrack search tree. GenMax
also uses progressive focusing technique making superset checking practical on dense data
sets. The second variant of FI is CFIs mining technique [11–14]. The CFI is compressed form
of FIs. An itemset X is called CFI, if there is no proper superset Y of X such that X and Y
have the same support in transaction data set D [11]. Given a support threshold any CFI and
all its subsets have the same support. Hence, a user can find CFIs and all subsets of CFIs along
with its frequency on a given data set. CLOSET is one of the primary techniques proposed to
mine all CFIs on a given support threshold value [12]. It uses frequent pattern tree (FP-tree)
structure to represent all transactions in a given data set in RAM [19]. CLOSET is a partition-
based projection and divide-and-conquer strategy to determine all CFIs. CHARMenumerates
all CFIs by using a novel Itemset-Tidset tree (IT-tree) search space structure [13]. It avoids
computation of many levels of the IT-tree by applying efficient hybrid search approach.
CHARM also uses diffsets to efficiently store the transaction id’s (tid’s) of the itemsets
in memory while searching for CFIs. MLFI is another variant of FI representing maximum
number of items in an itemset [15]. LFIMiner andLFIMinerALLareMLFIfinding techniques
using FP-growth algorithm [19]. LFIMiner finds a single MLFI, whereas LFIMinerAll finds
set ofMLFIs based on support threshold. The basic FI mining methods [1,19] and its variants
[8–14,16–18] mine traditional commercial data sets more efficiently as compared to high-
dimensional data sets. The commercial data sets have large number of transactions and
small average transaction length. Applying traditional mining methods (basic FI mining,
CFI, MFI) to high-dimensional data sets is inefficient. Only long-sized patterns persisting in
high-dimensional data sets (such as gene expression data sets in bioinformatics and program
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trace data sets in software engineering etc.) represent complete and required information.
Thus different frequent pattern mining methodologies were introduced to mine very long-
sized patterns called colossal patterns [16–18]. The colossal pattern algorithms directly mine
high-dimensional data sets to produce only the colossal patterns, ignoring the small- and
mid-sized patterns.

FIs and its variants such as MFI, CFI, MLFI, and colossal patterns techniques require
tuning of support threshold parameter [1,8–14,16–19]. Regulating the right support threshold
parameter value to get the only required frequent itemsets is considered a challenging task
for the user [20]. It is difficult to determine the ideal value of the support threshold parameter
without having prior knowledge about the characteristics of data set. Failure to tune the
right support threshold parameter can cause the whole process of data mining worthless.
Inappropriate setting of the support threshold parameter may cause the following issues.

• Analysts have to assess the resultant patterns manually to decide whether these patterns
hold significant importance for decision-making. Exponential number of frequent pat-
terns may be generated due to setting low support threshold posses great challenge for
user while using them in decision-making process.

• The user may be naïve and fail to understand role of support threshold in the mining
process. When user sets lower support threshold, it may cause an algorithm to produce
either exponential number of frequent patterns or may cause an algorithm to run out of
memory or reasonable disk space.

• The FIs mining process is used as a preliminary step for ARM. When the FIs mining
algorithm runs out of memory or disk space, then the association rule discovery step may
not be achieved.

• A very small value of support threshold may cause the FIs mining algorithm to produce
spurious patterns, not desired by the user.

• A very large value of support threshold may cause the FIs mining algorithm to skip the
desired patterns in the FIs result set.

• The generated frequent patterns may subsequently be used as input to other data mining
tasks such as clustering, classification, and outlier detection. The time and space com-
plexity of these data mining tasks may increase due to exponential number of frequent
patterns.

• The frequent itemset mining is an exploratory data mining task. The support threshold-
based FIsmining algorithm imposes our ownpresumptions and prejudices on the problem
and do not allow the data itself speak to us.

Several techniques of frequent itemsets mining have been proposed by the researchers to
avoid the support threshold parameter. For the first time Shen et al. [33] introduced Apriori-
inspired support threshold-free topmost frequent patterns mining. This algorithm finds the
N (number) of itemsets of highest frequency in a given data set. Fu et. al proposed another
Apriori-inspired support threshold-free Itemset-Loop/iLoop algorithms. These approaches
find the topmost N itemsets of highest frequency in each set of K -itemsets [22]. All the
Apriori-inspired approaches for topmost frequent itemsets mining have the same demerits as
that in Apriori approach [34]. There are other support threshold-free procedures to perform
top-K frequent itemsets mining using the classical FP-growth methodology (i.e., FP-tree)
[21,24,34–36]. Apart from the other demerits in every FP-growth inspired technique for top-
K frequent itemsets mining, they encompass two common issues. First, FP-growth-inspired
top-K frequent itemsets mining scan the given data set at least twice. Second, it transforms
the entire data set to FP-tree.
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Our top-K Miner approach initiates the top-K frequent itemsets discovery process by
scanning the given data set only once. During this process top-K Miner creates a set of fre-
quent 2-itemsets. This set is sorted in descending support order. Top-K Miner then iteratively
selects frequent 2-itemset to create a CIS-tree using the join-FI procedure. This procedure
returns the set of possible candidate itemsets (along with their support count) C in CIS-tree
for a selected frequent 2-itemset. The set of candidate itemsets C is subsequently evaluated
by theMaintain-Top-K_List procedure to return the updated list of top-K FIs named Top-K-
List so far. This list is updated with the top-K FIs for every frequent 2-itemset with the set of
possible candidate itemsets C . The top-K FIs mining process is stopped when the minimum
support count of an itemset in the Top-K-List is greater than the maximum support count of
an itemset in the set of possible candidate itemsets C .

The rest of the paper is organized in the following manner. Related work is discussed in
the next section. Section 3 contains preliminaries for top-K frequent pattern mining. The
top-K Miner algorithmic description is given in Sect. 4. Experimental results are reported in
Sect. 5, also containing brief discussion over the performance trends of top-K Miner with
other benchmark techniques like BOMO [21] and FP-growth [19]. Conclusion and future
work is presented in Sect. 6.

2 Related work

Numerous algorithms have been presented in the last decade to eradicate the support threshold
parameter from frequent itemsetsmining process. The support threshold-free techniques need
minimum two parameters to tune them, which is a mind-boggling exercise for the user. To
the best of our knowledge Itemset-Loop and Itemset-iLoop were the first algorithms, to
put limits on the number of frequent itemsets obtained rather than on support threshold
[22]. Itemsets-Loop and Itemsets-iLoop algorithms are used to produce N -most interesting
itemsets. The N -most interesting itemsets is the union of N -most interesting K -itemsets for
each 1 ≤ K ≤ m [22],where N is the number ofmost interesting itemsets required by the user
andm is the upper bound on the size of interesting itemsets. Both parameters are required by
Itemsets-Loop and Itemsets-iLoop at the start.ABuild-Once andMine-Once approach named
as BOMO is used to find N -most interesting FIs. BOMO needs to tune two parameters N
and Kmax [21]. BOMO represents all transactions in the given data set in compressed format
using FP-tree structure. In mining phase, it uses NFP-Mine algorithm to extract patterns
from the already constructed FP-tree. NFP-Mine mines the patterns for each element in the
header of the tree by constructing conditional pattern base and conditional FP-tree recursively
[21]. BOMO carry out lots of recursive calls while mining N -most interesting K -itemsets
from FP-tree. COFI+BOMO is an algorithm to mine N -most interesting itemsets without
support threshold value [23].COFI+BOMOtechnique is inspiredmainly from theBOMOand
uses co-occurrence frequent-item-trees (COFI-tree) structure [24]. COFI+BOMO technique
avoids large number of recursive call while performing mining but requires two parameters
[24]. COFI+BOMO algorithm consumemorememory than BOMO at any particular instance
of time. Slam and Khayal proposed a technique to find out topmost maximal frequent itemset
(TMMFI) and top-K maximal frequent itemsets (TKMFI) [25]. TMMFI is a FI of length
equal or >3 having maximum support than all other itemsets of length equal or >3 [25].
TKMFI refers to the set of k number of maximal FIs having support greater or equal to the
other members of TKMFI set [25]. This technique mines TKMFI by adopting novel AS-
graph based approach [25]. Li et al. [26] proposed TGP algorithm to produce top-K frequent
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closed graph patterns without minimum support threshold. TGP uses a novel lexicographic
pattern net structure to store candidate graph patterns and their relation with other candidate
patterns. TGP needs two parameters, i.e., K representing number frequent closed graph
patterns and min_size representing the size of the patterns greater than the specified size
constraint. TGP is a NP-Complete problem and a graph based top-K frequent closed pattern
mining technique. TGP results significant performance degradation if applied to the data sets
with larger transaction length and produces huge graph search space [26]. Max-Clique is a
technique to find top-K maximal frequent patterns proposed by Xie and Yu[27]. Max-Clique
discovers the K number of maximal frequent patterns having largest length than the other
existing maximal frequent patterns. Max-Clique follows top-down search strategy for the
discovery of frequent patterns rather than conventional bottom-up frequent pattern discovery
approaches [27]. Okubo and Haraguchi [28] proposed branch-and-bound algorithm to mine
top-N colossal patterns. top-N colossal patterns are those maximal patterns having N (user
specified) largest length in the available maximal patterns. Candidate colossal patterns are
detected from the pattern graph as the maximum clique. These candidate colossal patterns
are subsequently evaluated using specified N and frequency threshold values to determine
top-N colossal patterns [28].

3 Ground work

TheFIs computingwithout support threshold is themost feasible choice to find out the desired
number of patterns. Based on the discussion in the previous section, it is quite obvious that
all FIs mining techniques need two types of parameters. The primitive group of FIs mining
technique demands support threshold parameter. These FIs mining techniques make use of
the support threshold parameter to generate either lesser or redundant number of FIs. The
second class of technique requires parameter other than support threshold, to generate user
specified number of FIs. But these techniques have tendency to miss some important FIs
because of user’s parameter settings. Therefore, we need to revisit user’s needed FIs finding
mechanism to produce only the user required number of patterns. For this purpose, important
definitions are given below.

Definition 1 Identical frequent itemset (IFI)
A set of frequent itemsets F = {X1, X2, X3, . . . Xm} is called IFI if Xi ∈ F, ∀i =

1, 2, 3 . . . ,m have same support count where the length of Xi is arbitrary.

Definition 2 Top-K identical frequent itemsets (Top-K IFIs)
Top-K IFIs is a set of IFIs of highest support to the K th support to be found from a given

data set D is stated as follows
{
Fj|Fj ⊂ I and support (Fi) > support (Fi+1)

}

∀ j = 1, 2, 3, . . . , K

And ∀i = 1, 2, 3, . . . , K − 1

where I is the set of all IFIs and Fi or Fj is any IFI in I . For the user desired number of K
the support (F1) > support (F2) > support (F3) > · · · > support (Fk).

Example 1 Consider the transaction data set given in Table 1 that contains six different items
A, B, C, D, E and F . The data set contains 10 transactions. For the given value of K = 7, 6, 4
the data set is mined for top-7, top-6, or top-4 IFIs as shown in Table 2.
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Table 1 Transactional data set TID Transactions

1 A B D F

2 A B F

3 A D F

4 B C D E F

5 B C D E F

6 A B F

7 A B D F

8 A B F

9 A B C D F

10 A B C E F

Table 2 Generated top-7, top-6, and top-4 IFIs

Top-7 IFIs Top-6 IFIs Top-4 IFIs

1) F = 10 1) F = 10 1) F = 10

2) B = 9,BF = 9 2) B = 9,BF = 9 2) B = 9,BF = 9

3) A = 8,AF = 8 3) A = 8,AF = 8 3) A = 8,AF = 8

4) AB = 7,FBA = 7 4) AB = 7,FBA = 7 4) AB = 7,FBA = 7

5) D = 6,DF = 6 5) D = 6,DF = 6

6) BD = 5,FBD = 5 6) BD = 5,FBD = 5

7) C = 4,AD = 4,ADF = 4

The Example 1 illustrates that the user only provide a parameter, i.e., K to find the required
number of IFIs.

It is clear from the Example 1 that the top-(K = i) are the subset of top-K IFIs for any
1 ≤ i < K . It can be deduced from Example 1 that building top-K IFIs would automatically
result construction of all previous IFIs. The number of FIs produced by the FIs mining
methods [1,8–14,16–19] entirely depends upon the support threshold parameter by the user.
If the user sets a high value of the support threshold parameter, less number of FIs will qualify.
The FIs result set produced on high support threshold setting does not contain the FIs result
set that can be obtained on low support threshold as is the case for IFIs mining. The IFIs
mining with a parameter K , is simple and straight forward approach. The exact numbers of
IFIs are discovered by specifying the number of IFIs required by the user in the form of K .
The problem of mining top-K IFIs on a given data set can be defined as follows.

3.1 Problem definition

Given a transactional data set D, every transaction is associated with a distinct transaction
identifier (tid). A set X is called an itemset. The support of an itemset X is the number of
transactions in which an itemset X appears. Let F be the set of all such X itemsets having
similar support called IFI, and I is the set of all IFIs such that F ⊂ I. For the given value of
K , the problem of mining top-K IFIs is to find the Top-K_List containing all IFIs of highest
support to the Kth support.
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4 Top-K Miner approach to find top-K IFIS

To determine top-K patterns from the transactional data set containing large number of items
is not an easy task. Most of techniques mentioned in the related work one way or the other
check every item in the data set to discover topmost FIs. Our proposed technique uses such
methodology that once all frequent 2-itemsets are found, can easily deduce top-K IFIs by
only picking few frequent 2-itemsets. To eradicate the support threshold parameter, all the
topmost FIs mining techniques utilize two parameters, i.e., N for top most patterns and Kmax

to set the size of patterns. Although the support threshold is only one such parameter in
conventional FIs mining that the user has to predict, it is difficult for the user to guess its
optimum value [20]. The previous topmost FIs mining technique has made the life of the
user little easier but still the user has to tune them with one extra parameter, i.e., Kmax hence
restricting the size of the patterns to be mined. Our top-K IFIs mining approach will not
demand for the Kmax from the user hence allowing the given data set to speak to us that what
relationship exists in the patterns at the top-K levels.

The working of the top-K Miner is based on seven steps as shown in Fig. 1. First, the
top-K Miner approach finds out all the frequent 2-itemsets that exist in the given data set D.
Secondly, the discovered frequent 2-itemsets are sorted in descending order as shown in step
2 of Fig. 1.

Example 2 Consider the transactional data set example in Table 1. For the given data set in
Table 1 with support greater than zero, all frequent 2-itemsets are as shown in Table 3.

The step 3 and rest of the steps in top-K Miner use candidate-itemsets-search tree (CIS-
tree). Before describing the remaining steps of the top-K Miner CIS-tree is defined in the
following.

Definition 3 Candidate-itemsets-search tree (CIS-tree)
A tree T is called CIS-tree if and only if every node N ∈ T is an extension of its parent

node P ∈ T with one of the item i ∈ P.Tail-Items and supp (N.Head-Itemset) ≤ supp
(P.Head-Itemset) excluding the root node of the tree T . where Head-Itemset and Tail-Items
are two fields of a node.

All nodes in CIS-tree have identical node structure. A node in CIS-tree includes five fields
as shown in the Table 4. The first two fields are Head-Itemset and Tail-Items. The Head-
Itemset field of a node is actually a candidate itemset. The Tail-Items field of a node contains
the prospective items that can be combined with the Head-Itemset field of the corresponding
node, forming Head-Itemset field of a child node. An item having highest support count is
removed from the parent node Tail-Items field. The removed item is joined to the parent node
Head-Itemset field formingHead-Itemset field of the child node. A Support-Count is the third
field of a node. It represents the support count of a candidate itemset (here as Head-Itemset).
Fourth field in every node of the CIS-tree is the list of pointers to the child nodes. Fifth field
in a node is Diff-Set. It represents the tids where Head-Itemset is not present.

Step 3 of the top-K Miner algorithm initializes the Top-K_List and Head-Itemset field
of the root node of the CIS-tree to empty (∅). The step 4 of the top-K Miner selects K
frequent 2-itemset to initialize the Tail-Items field of the root node from the set of an already
calculated frequent 2-itemsets F . The step 5 initially populates the Top-K_List with the
frequent 1-itemsets of higher support to the K th support. The Top-K_List is subsequently
adjusted with the other candidate itemsets, if their support is ranked higher or equal to the
current top-K IFIs. The step 6 extends the root node of the CIS-tree with the child nodes.
The number of items in Tail-Items field of the root node of CIS-tree represents the number

123



748 Saif-Ur-Rehman et al.

= _1 ( ( , ))

= ( , )

Algorithm Top-K Miner 
T : Candidate-Itemset-Search Tree 
F : A set of all frequent 2-itemsets 

  : Frequent 1-itemset of higher support in f 
  : Frequent 1-itemset of support less than  in f 

C  : Candidate itemsets 

, 
 : Any set of frequent 2-itemset in F 

f (xi, xj ) : A set of frequent 2-itemset 
Input: 

K: User desired number of IFIs 
D  : Transactional data set 

Output: 
           Top-K_List: Top-K list containing K-topmost IFIs 
1) foreach transaction  t 

foreach item   , = 1,2,3, … … … . . | | 1

   foreach item   , = + 1, … … … . . | |

, , 

2) Sort   in decreasing order of support 
3) T.Head-Itemset = , Top-K_List =
4) foreach frequent 2-itemset  ( , )  , = 1,2,3, … . .  { //loop start 

T.Tail-Items =T.Tail-Items  
T.Tail-Items =T.Tail-Items  

} // loop end 
5) TopK_List= Top-K_List T.Tail-Items 
6) foreach item  . { //loop start 

Create new node   N 
N.Head-Itemset = i 
N.Tail-Items = T.Tail-Items –i 
T.down_link = addressof (N) 

} // loop end 
7) foreach frequent 2-itemset  f  F { //loop start 

= MaxSupport-1Itemset (f) 
= f - ; 

=  ; 
Call Join_FI (T, Imax , Imin, C);// to find set of candidate itemsets 
If (min _ ( _ ) max _support( ))

 Maintain-TopK_List(C, Top-K_List); 
 Else  

Break; 
} // loop end 

8) Return  Top-K_List;

Fig. 1 Top-K Miner algorithm

of child nodes created in step 6. The step 7 of the top-K Miner selects frequent 2-itemset
f having maximum support iteratively from a set of frequent 2-itemsets F . The maximum
support item Imax and minimum support item Imin are deduced from f . The top-K Miner
calls the join-FI algorithm with four parameters, CIS-tree T , maximum support item Imax,
minimum support item Imin, and an empty set of candidate itemsetsC . The join-FI procedure
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Table 3 All frequent 2-itemsets Sr. no. Itemset Support

1 BF 9

2 AF 8

3 AB 7

4 DF 6

5 BD 5

6 AD 4

7 BC 4

8 CF 4

9 BE 3

10 CD 3

11 CE 3

12 EF 3

13 AC 2

14 DE 2

15 AE 1

Table 4 CIS-tree node structure Sr. no. Field name

1 Head-Itemset

2 Tail-Items

3 Support-Count

4 Ptr-List

5 Diff-Set

is designed to return a set of candidate itemsets C for a frequent 2-itemset.The returned set
of candidate itemsets C contains all possible candidate itemset having Imin as the minimum
support item. The top-K Miner callsMaintain-TopK_List procedure if the minimum support
of the K th IFI in Top-K_List is greater or equal to the maximum support of the itemsets in C .
TheMaintain-TopK_List procedure is passed a set of candidate itemsetsC and Top-K_List as
parameters. The Top-K_List contains the top-K IFIs mined so far. The Maintain-TopK_List
procedure fills in Top-K_List using a set of candidate itemsets C if the required condition is
true.

4.1 Candidate IFIs discovery using join-FI algorithm

Top-K Miner mines the candidate itemsets using join-FI approach as shown in Fig. 2. The
earliest support threshold-based FIs or topmost FIs mining techniques create lattice or tree
structure for all the itemset present in the given data set and then perform topmost FIs mining
on them [21,23]. The join-FI technique is designed to perform recursive construction of the
CIS-tree as shown in Fig. 2. The size of the CIS-tree is restricted to the selection of the
few numbers of frequent 2-itemsets until all the top-K IFIs are generated. Hence the join-FI
algorithm does not create the CIS-tree for all the items in the given data set.
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= ( )

. = . ( )

Algorithm join_FI 
Input  T : CIS-tree 

 : A node with item to be searched in CIS-tree 
  : Item to append in new node of the CIS-tree 

 C : Candidate itemsets  
Output C: Candidate itemsets   

1) For every node  
2) If  ( ( . ) <  ( ))  

Continue; /* Backtrack from this path */ 

3) If  ( ( . ) >  ( )){  

       Call _ ( , , , ); 
} 

4) If  ( ( . ) == ( )) { 
Create new node 

. = .

. = .

. = ( . )

=
 } 

5) Exit

Fig. 2 Join-FI algorithm

The CIS-tree is constructed by considering build-once-mine-many (BOMM) strategy. The
join_FI algorithm constructs CIS-tree by considering the K input. The same CIS-tree can
be reused again for other K values less than the initial K set by the user. The structure
of the CIS-tree remains the same for a data set used for mining process later on, because
the frequent 2-itemsets involved in CIS-tree construction are independent of the support
threshold parameter. Thusminingprocess canbe performedover the existingCIS-treewithout
constructingCIS-tree from scratch for different K values on a same data set. Therefore, top-K
Miner can be adopted to utilize BOMM approach.

The join-FI algorithm works with four parameters. The first parameter T points to root
node of every sub-CIS-tree. The second parameter Imax is the least support item to be searched
in the Head-Itemset field of every node in CIS-tree. The Imin is a third parameter. The Imin

is least support item in the Head-Itemset field of every new node in CIS-tree. The join-FI
creates new nodes for the given frequent 2-itemset in CIS-tree. TheHead-Itemset field of the
new node is parent node.Head-Itemset ∪Imin. The fourth parameter C is the set of candidate
itemsets. This set is updated with the Head-Itemset field of every new node as candidate
itemset. The join_FI recursively searches for the nodes having Imax as the least support item
in Head-Itemset field of every node in a given CIS-tree. The join-FI procedure detects all
such nodes recursively as shown in the step 4 in Fig. 2. A new node is appended to the found
nodes. The support ofHead-Itemset field of the new node is determined. The new node’s only
Head-Itemset field and its support are copied as candidate itemset to C . The biggest gain is
achieved while searching for the destination-parent node because of using step 2 in join-FI
procedure. If the least support of an item in Head-Itemset field of the current traverse node
is less than the support of the Imax, it means there is no chance that the given sub-CIS-tree
will contain a node having Imax as least support item. Hence the entire given sub-CIS-tree
is skipped as shown in step 2 of the Fig. 2. In step 3 if the least support of an item in the
Head-Itemset field of the current traversed node is greater than Imax, it is a clear indication
that the given sub-CIS-tree will contain a node having Imax as the least support item. Hence
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Fig. 3 Candidate itemsets production in CIS-tree

the join_FI is recursively called again with the given sub-CIS-tree as shown in step 3 of the
Fig. 2.

Theorem 1 join-FI algorithm returns at the most 2|X| candidate itemsets for every frequent
2-itemsets in a data set D containing n total number of items, where X is the set of items
arranged in descending support order.

Proof let T be a CIS-tree and R ∈ T be a root node of the CIS-tree where R.Head-Itemset=
∅,R.Tail-Items= {i1, i2, i3, . . . , iK } and all items in R.Tail-Items are in descending support
order. Any frequent 2-itemset f contains an item imax ∈ f having maximum support than
the next item imin ∈ f of minimum support. Both the itemsets belong to R.Tail-Items,
i.e., imax ∈ R.Tail-Items and imin ∈ R.Tail-Items. Let X = {

i1, i2, i3, . . . , i j
}
is a set of

1-itemset such that X ⊂ R.Tail-Items, support (im) > support (imax), ∀m = 1, 2, 3, . . . j ,
and support (il) > support (il+1), ∀l = 1, 2, 3, . . .m − 1 where j < K < n .For an item
Imax in every f , the CIS-tree contain up to 2|X| nodes or itemsets (also shown in example
3). Every node in 2|X| nodes contains Imax as the least support item in their Head-Itemset
field. The join-FI algorithm finds all such nodes containing Imax as least support item in
their Head-Itemset field using depth first traversal. The found nodes are extended by the
join-FI algorithm with the child nodes, i.e., the Head-Itemset field of the parent nodes and
imin ∈ R.tail are copied to the Head-Itemset field of the new nodes. Since all 2|X| nodes
are extended with child nodes, hence the join-FI returns 2|X| Head-Itemset field of the new
nodes as the candidate itemsets. �	
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Algorithm Maintain-TopK_List 
Input :  

Top-K_List: top-K IFIs  
 C: Candidate Itemsets 

Output:  Top-K_List 

1) If  ((min_support(C) < min_support (Top-K_List) ){
    C = C    -    _ ( _ ) _ ( )

Top-K_List = Top-K_List U C 
return Top-K_List; 
}

2) If  ((min_support(C) > min_support(Top-K_List) ){ 
Top-K_List=Top-K_List – Top- _ _ ( ) _ ( _ )

  Top-K_List = Top-K_List U C 
return Top-K_List; 
} 

3) If(((max_support (Top-K_List)<max_support(C)) && (min_support(Top-K_List)< min_support(C))){ 
   Top-K_List = Top-K_List U C 

return Top-K_List 
}

Fig. 4 Top-K_List management algorithm

Example 3 Consider a set of frequent 2-itemset in sorted form F = {AF, AB, DF, . . . AC,
DE, AE} in Table 3. TheCIS-tree constructed from F is presented in the Fig. 3. The produced
candidate itemset {FBAD,FAD,BAD,AD} are presentedwith the dotted line after positioning
the frequent 2-itemset AD in the CIS-tree as shown in Fig. 3.

4.2 Itemset support computation by join-FI

There are two most common data set representation formats, i.e., horizontal data set repre-
sentation and vertical data set representation. Horizontal data format consists of transactions.
Every transaction has associated transaction identifiers (tids) followed by list of items [29].
In vertical format every item in the data set is associated with a corresponding list of tids
representing the transactions where it appears [30]. Vertical database representation format
was proposed later. The algorithms using this format outperform the algorithms following
horizontal approach. The algorithm following vertical approach performs fast frequency
computation on sparse data sets but starts to suffer from serious demerits when applied to
dense data sets. Dense data sets have high items frequency and large number of patterns
resulting gigantic list of tids, require data compression and writing of intermediate results
to disk [31]. Therefore, the join-FI procedure in this paper follows another form of vertical
data set representation approach called diffsets avoiding the drawbacks present in the earlier
vertical data representation approach [31]. Diffsets only keeps track of the differences in
the tids of all the patterns. Diffsets not only drastically cut down the memory required for
large tids by the significant order of the magnitude but also allow extremely faster frequency
computation than tids based vertical representation approach [31].

4.3 Top-K_Li st management procedure

The Top-K_List management procedure is used to maintain updated list of the top-K IFIs
during mining process as shown in Fig. 4. When top-K Miner concludes the mining process,
the Top-K_List contains all the top-K IFIs in the given data set. The Top-K_Listmanagement
procedure is passed two parameters, the set of candidate itemsets C and the Top-K_List. The
candidate itemsets having support less than the minimum support of the IFIs in Top-K_List
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must be removed from C as shown in step 1 of the Fig. 4. The remaining candidate itemsets
in C are the IFIs of the current mining process, copied to the global Top-K_List as shown
in step 1 of the Fig. 4. If the support of one or more of the IFIs in the Top-K_List is less
than the minimum support of the candidate itemsets in C all such IFIs are removed from the
Top-K_List as shown in step 2 of the Fig. 4. In the next stepC is copied to Top-K_List to return
the actual top-K IFIs in the Top-K_List shown in step 2 of the Fig. 4. If the maximum and
minimum support of the candidate itemsets in C is greater than the maximum and minimum
support of the IFIs in the Top-K_List respectively, in this case the set of C is copied to
Top-K_List and is returned to top-K Miner algorithm as shown in step 3 of the Fig. 4.

Theorem 2 Top-K Miner takes 2

∣
∣
∣IRoot.Tailn−n′

∣
∣
∣−2|X |

time to find top-K IFIs. Where n is the
total number of items in a given data set, n′ are the items not present in Tail-Items field of
the root node of CIS-tree, and X is the set of items in descending support order.

Proof For a frequent 2-itemset the join-FI algorithm perform depth first traversal of the CIS-
tree to find all the nodes containing Imax ∈ f as the least support item in their Head-Itemset
fields. The CIS-tree is composed of the nodes representing all combinations (appear asHead-
Itemset field of the nodes) for the items in the Tail-Items field of the root node excluding
those combinations having Imin as the least support item. For a given frequent 2-itemset f
the CIS-tree contains 2|X | nodes having Imax as the least support item in Head-Itemset field
as proved in theorem 1. The 2|X | nodes are extended with a child node containing Imin as the
least support item in theirHead-Itemset field. The number of new nodes formed in a CIS-tree
for a frequent 2-itemset f are 2|X |. The total number of nodes traversed by the join-FI using

depth first search approach for a frequent 2-itemset is 2

∣
∣
∣IRoot.Tailn−n′

∣
∣
∣−2|X |

excluding the newly
formed 2|X |in the worst case. �	

5 Comparative evaluation

Top-K Miner is tested on a machine with 1.8GHZ Core 2 Duo processor running Windows
7 operating system. The data sets for the comparative evaluation are downloaded from the
FIs mining data set repository [32]. These data sets include real and synthetic data sets. The
performance of top-K Miner with other established algorithms is checked on both types of
these data sets. The specification of these data sets is given in the Table 5.

The experimental evaluation of the top-K Miner with other established techniques is
bifurcated into two phases. In the first phase we compare the results generated by top-K
Miner with FP-growth [19] and BOMO [21]. We conducted an experiment to mine different
real and synthetic data sets like chess, mushroom, connect, and T40I10D100K. To justify our

Table 5 Data sets for
comparative analysis

Database # Items Avg length # Transactions

Chess 75 37 3196

Mushroom 119 23 8124

Connect 129 43 67,557

Retail 16,469 10.3 88,162

T40I10D100K 1000 40 100,000

T10I4D100K 1000 10 100,000
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experiment we set K=10 for top-K Miner and for BOMO N = 3 and Kmax = 3 as shown
in Table 6.

The parameters are tuned with the intention to highlight two issues. First, the FP-growth
method uses different support threshold parameter to mine top-K IFIs on different data
sets. Second, setting of N and Kmax for BOMO is simple and similar on all data sets to
mine top-K IFIs but have the tendency to miss some of the IFIs. Top-K Miner does not
skip the information about patterns available in the data sets as done by topmost frequent
pattern mining techniques based on two parameters N , and Kmax [21,22]. The top-K Miner
mines more and absolute desired patterns than the existing topmost frequent pattern finding
techniques. Mostly topmost frequent pattern mining techniques varies N while keep Kmax

as constant parameter. Whatever the value of N is set by the user, it is only used to find the N
topmost patterns for ∀1, 2, 3, . . . kMAXsizes. The parameter N also sets the upper bound and
lower bounds in terms of support for ∀1, 2, 3, . . . kMAX sizes patterns. The IFIs with greater
support are dropped because of the miss tuning N value as shown in the Table 6. The same or
greater support patterns having item sets size greater than Kmax are also missed because of
Kmax. Now from the user’s perspective, few of the IFIs will definitelymiss whatever the value
of N or Kmax is adjusted by the user. While on the other hand top-K Miner will find every
pattern of greater support and of arbitrary size until K number of patterns are discovered.
Our top-K IFIs mining technique is superior enough in the context that it is free from Kmax

parameter setting. Top-K IFIs mining approach also does not need extra care to set top-K
parameter, as it is demanded for adjusting N and Kmax.

The results generated by the top-K Miner are also compared with that of the FP-growth
method [19]. The strength of the top-K Miner method is that it requires the only a value of
the parameter K to mine top-K IFIs on different data set. The FP-growth method requires
different support threshold parameter tuning on different data sets to get the same number
of FIs as shown in Table 6. The FP-growth technique requires support threshold parameter
tuning before FIs discovery. Setting a support threshold to get particular number of FIs is a
challenging task for user [20]. Setting support threshold greatly depends on the characteristics
(number of items, frequency of items, number of transactions, and average length of the
transaction) of the data set. The top-10 IFIs generated by the top-K Miner are equivalent to
the number of FIs produced by the FP-growth on connect and T40I10D100K data sets. The
FP-growth method produces large number of FIs than the IFIs on chess and mushroom data
sets as shown in Table 6.

In the second phase of evaluation top-K Miner is analyzed for time constraint with the
established benchmarks, i.e., BOMO [21] and, FP-growth [19]. BOMO is basically the same
class of algorithm constructed to mine topmost-N interesting itemsets with Kmax itemsets
constraint setting. The second technique also takes two parameters, i.e., supports threshold
and maximum size of patterns to find frequent itemsets. While experimenting on each data
set, the ideal support threshold value is provided to FP-growth [19]. Top-K Miner produces
same result by tuning the number of patterns required by the user without using support
threshold value. We carried out performance experiments on two types of data sets, i.e.,
real and synthetic data sets. Real data sets include chess, mushroom, connect and retail.
Synthetic data sets include T40I10D100K and T10I4D100K. Figures 5 and 6 demonstrate
the performance results of the top-K Miner with BOMO and FP-growth on both types of data
sets. The x-axis represents the top-K IFIs to be mined till Kmax size and y-axis represents
time taken by algorithm.

Real data sets are dense in nature and can produce longer patterns if lower support threshold
is provided. As illustrated in the Fig. 5a–d on real data sets which are smaller in terms of
the number of items like chess, mushroom, and connect, the top-K Miner execution time
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Fig. 5 Top-K Miner performance trends on real data sets
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Fig. 6 Top-K Miner performance trends on synthetic data sets

is tantamount to BOMO and FP-growth for smaller K values. On chess, mushroom, and
connect data sets, when the pattern length is increased, the performance of BOMO and FP-
growth is significantly degraded because of the larger FP-tree size and subsequently mining
process on the FP-tree. Top-K Miner is least affected by the increase in pattern length size
as shown in Fig. 5a–c.
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The top-K Miner is less efficient than FP-growth for small K values on retail data set as
shown in Fig. 5d. The retail is a largest real data set in terms of the number items as shown
in Table 5. In case of retail data set, the dominating factor for the top-K Miner is sorting
of n (n − 1)/2 number of items. The time required for sorting n (n − 1)/2 number of items
remains constant for mining any number of top-K IFIs over the retail data set using top-K
Miner. For the FP-growth the dominating factor is the size of FP-tree (depends on the data
set having transaction containing unique set of items) and the subsequent FP-tree mining
process. The FP-tree mining process checks every combination of itemsets to be frequent or
not and accept 1-itemsets (are Checked before FP-tree construction). The time required to
mine FP-tree depends on the number of FIs to be mined using FP-growth algorithm. On a
retail data set the time required by the top-K Miner for sorting n (n − 1)/2 is greater than
the time taken by the FP-growth algorithm for mining small number of top-K patterns. The
FP-growth performance starts to degrade as compared to top-K Miner when K is increased.

The data set T40I10D100K and T10I4D100K are synthetic data sets shown in Fig. 6a, b.
The length of the patterns is short in these data sets but have 1000 number of items. Top-K
Miner takes extra amount of time in sorting large number of items as in the case of synthetic
data set. Still the total execution time (sorting time + pattern mining time) for the top-K
Miner is equivalent to FP-growth during the first few IFIs calculation as shown in the Fig. 6a,
b. Furthermore BOMO and FP-growth start to suffer from drastic increase in execution time
when IFI patterns of higher length are discovered.

There are fewmain reasonswhy top-K Miner showed significant performanceoverBOMO
and FP-growth algorithms. These algorithms build complete FP-tree inmemory for thewhole
data set. The BOMO and FP-growth algorithms scan the given data set twice. Top-K Miner
performs single scan of the data set. The size of the CIS-tree is practically limited to the
number of items selected for mining out of the total number of items in the data set.

BOMO and FP-growth algorithms performmining of the frequent patterns from the entire
FP-tree. The performance of the FP-growth and BOMO algorithms degrade significantly
when provided small value of the support threshold parameter or mining large number of
frequent pattern over a dense data set or mining large number of patterns over a data set with
large number of items.

6 Conclusion

The top-K Miner is proposed in this paper to find top-K IFIs. To the best of our knowledge
top-K Miner is the first approach which finds all the absolute desired required number of
patterns and does notmiss any pattern of highest support. Top-K Miner needs at themost only
one parameter, whereas other techniques which also find topmost frequent pattern demand
at least two parameters. Our proposed technique has shown improved performance than its
counter parts because it follows build-and-mine (BM) strategy for CIS-tree construction,
whereas other methods perform mining after building in-memory data structure for all the
items and hence take more time to find required IFIs. There is ample room for the future work
in the proposed technique. In future we plan to adapt this work to solve other data mining
tasks like text mining, subspace clustering, and stream mining.
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