
Knowl Inf Syst (2014) 39:643–665
DOI 10.1007/s10115-013-0626-x

REGULAR PAPER

Remodeling the network for microgroup detection
on microblog

Xiaobing Xiong · Gang Zhou · Xiang Niu ·
Yongzhong Huang · Ke Xu

Received: 6 March 2012 / Revised: 10 December 2012 / Accepted: 8 March 2013 /
Published online: 23 March 2013
© Springer-Verlag London 2013

Abstract In this paper, we focus on the problem of community detection on Sina weibo,
the most popular microblogging system in China. By characterizing the structure and content
of microgroup (community) on Sina weibo in detail, we observe that different from ordinary
social networks, the degree assortativity coefficients are negative on most microgroups. In
addition, we find that users from the same microgroup tend to share some common attributes
(e.g., followers, tags) and interests extracted from their published posts. Inspired by these
new findings, we propose a united method to remodel the network for microgroup detec-
tion while maintaining the information of link structure and user content. Firstly, the link
direction is concerned by assigning greater weight values to more surprising links, while the
content similarity is measured by the Jaccard coefficient of common features and interest
similarity based on Latent Dirichlet Allocation model. Then, both link direction and content
similarity between two users are uniformly converted to the edge weight of a new remodeled
network, which is undirected and weighted. Finally, multiple frequently used community
detection algorithms that support weighted networks could be employed. Extensive exper-
iments on real-world social networks show that both link structure and user content play
almost equally important roles in microgroup detection on Sina weibo. Our method out-
performs the traditional methods with average accuracy improvement up to 39 %, and the
number of unrecognized users decreased by about 75 %.
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1 Introduction

In recent years, the microblogging system has emerged as a novel social media platform and
provides us a new means of communication, with which users can broadcast brief updates
about any thing happening in their daily life or work, such as what they are doing, watching,
or thinking about. The most famous microblogging system in the world is Twitter, while the
most famous one in China is Sina weibo, which began in August 2009 and has gained more
than 200 million users as of December 2011.

Sina weibo introduced a new feature called Microgroup in November 2010. A microgroup
is usually a group of users who have close connections or share similar interests. The number
of microgroups has been growing rapidly, and there are more than 3 million microgroups
which contain more than 80 million users as of December 2011. The emergence of microgroup
provides an unprecedented opportunities to study user classification (i.e., community detec-
tion). Community detection within real-world networks, such as online social networks
(OSNs) and biological networks, is a problem of considerable practical interest and has
attracted a great deal of attention [3,8,14,17,32,33,35,41,42,46,50]. Thus, we believe that
community detection on microblogging systems (e.g., Twitter, Sina weibo) is also very wor-
thy of investigation in depth.

In this paper, Sina weibo is chosen as our experimental platform for community detection
on microblogging systems. As a community (i.e., microgroup) is a group of users not only with
close connections, but also with similar interests on Sina weibo, we focus on determining
community memberships by using link relationship and user content simultaneously, and
a new united method stressing both factors is presented to group individuals with higher
accuracy on microblogging systems.

The remainder of this paper is organized as follows. In Sect. 2, we give an overview of the
related work. Section 3 describes the details of our data set. In Sect. 4, we characterize the
sampled microgroups in detail mainly from aspects of network structure and user content,
and conclude some useful findings for microgroup detection. A united method to remodel the
network for microgroup detection on Sina weibo is proposed in Sect. 5. Section 6 introduces
some widely used methods to measure the similarity of different partitions. In Sect. 7, we
apply the new method on several real-world networks and compare their outcomes against
some traditional algorithms. Finally, in Sect. 8, we conclude this paper and discusses future
research briefly.

2 Related work

Most previous community detection approaches are mainly based on structural features (e.g.,
links), and a community is usually defined as a group of vertices such that there is a higher
density of edges within groups than between them [6,13]. Then, an objective function named
modularity degree is often used to capture the above intuition of a community [32]. As the
objective is typically NP-hard to optimize, many algorithms, including spectral partitioning
[34], hierarchical clustering, heuristics, and approximation solutions [23], have been exten-
sively studied. However, most of the traditional algorithms based on modularity optimization
have some drawbacks, such as needing user-specified number of communities, considering
no link direction or weight, concerning no overlap among communities, and being not suit-
able for large-scale networks. Thus, in recent years, many novel researches have yet been
done on community detection. Gregory et al. [18] proposed an algorithm for finding overlap-
ping community structure in very large networks based on the label propagation technique
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of Raghavan et al. [36]. Lai et al. [27] address the problem of finding communities on
directed networks by using PageRank random walk induced network embedding to trans-
form a directed network into an undirected one, where the information on edge directions
is effectively incorporated into the edges weights. Yang et al. [47] presented a probabilis-
tic model for community detection in directed networks that aims to model both incoming
links and outgoing links simultaneously and differentially. Duan et al. [10] proposed a two-
step approach to discover the community structure of a weighted and directed graph in one
time-slice. Stanoev et al. [38] presented a novel algorithm for community detection that
combines network structure with the processes that support creation and/or evolution of
communities.

Since microblogging systems like Twitter and Sina weibo do more in sharing and spread-
ing information than maintaining friendship, many users choose to follow others for being
interested in their posts. Hence, the link induced by “follow” behavior implies more on interest
than friendship. Except for link structure, microblogging systems also open member’s con-
tent information (e.g., user attributes, published posts, discussed topics), which is very useful
for extracting user’s interest. Then, if only user’s interest is considered, many clustering
algorithms can be employed for community detection on microblogging networks, including
partitioning clustering algorithm [2,20], hierarchical clustering algorithm [43,51], evolu-
tionary clustering algorithm [21], density-based clustering algorithm [1,12], model-based
clustering algorithm [5], graph-based clustering algorithm [2], and synthetic algorithm [22].

However, several previous works have found that neither link structure nor user content
is sufficient to determine the community memberships while combing link with content
usually achieves better performance [7,16]. For example, Erosheva et al. combined LDA
with LDA-Link for network analysis [39]. Yang et al. [48] proposed a discriminative model
for combining the link and content analysis for community detection from networked data,
such as paper citation networks. Other approaches that exploit topic models for community
detection include [9] and [19]. However, these previous researches are very similar to text
classification and act only on the networks with nodes denoting text pages (e.g., blog pages,
wikipedia pages, and published papers), but not on the social networks with nodes denoting
human individuals. When detecting community for text networks, we should consider only
the “citing” relationship and the content similarity between texts. While, in order to classify
individuals on microblogging network, we should consider both the “following” relationship
and the interest similarity between individuals. As a complex human feature, individual
interest should be measured considering many factors like published posts, discussed topics,
labeled tags, etc.

Basically, remodeling the microblogging network with a weighted network is the kernel of
our work, then it is very significant to measure the edge weight between two users. Predicting
the strength of social ties is a well-studied problem in the field of social network analysis [52],
such as Xiang et al. [44] developed a latent variable model to estimate relationship strength
from interaction activity and user similarity. However, most of those studies have only tried to
measure the strength of existing links in the networks but did not care about the edge weight
between users without connection, which is also helpful for our task of community detection
on microblogging networks. Furthermore, none of those previous methods have measured
the edge weight from the perspective of community detection, in which a higher strength
should be assigned to the social tie between users from the same community than that from
different communities. Furthermore, the interaction activity and user profile employed in
those previous papers were selected experimentally, but not by extensive statistical analysis
on real-world social networks, and this may result in adverse impact on the accuracy of
community detection on microblogging networks. Thus, it is a challenging but rewarding
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task for us to cluster homogeneous users with compact connection and similar interest into
communities on microblogging networks.

An earlier version of this paper [45] was presented at the 7th International Conference on
Advanced Data Mining and Applications.

3 Data set

On Sina weibo, microgroup was introduced in November 2010 and attracted more than 80
million users as of December 2011. As most microgroups are formed by users with similar
interest, therefore, in order to analyze the explicit and internal characteristics of microgroups,
we selected 34 microgroups, covering almost all kinds of microgroups on Sina weibo, for
analysis. We crawled the link structure and content information of these microgroups in a short
time interval from March 6 to March 21, 2011. For each member of the 34 microgroups, we
crawled their profile (including user ID, name, location, gender, verified flag), social network
(i.e., both followers and followings lists), and posted content (including the tags and topics
adopted in the posts). In total, we crawled about 200 thousand users from the 34 microgroups.

Each microgroup represents a community of Sina weibo users and can be characterized as
a directed graph, in which a vertex represents a member, and an edge indicates a “following”
relationship. Specifically, a directed edge from A to B indicates that user A follows B. In
other words, A is a follower of B, and B is a following of A. Note that a directed graph for
a microgroup only includes “following” relationship between its members while ignoring
edges from or to users outside the microgroup.

4 Characterizing microgroup

To start with, we explore ways to characterize microgoups and see whether some observations
while analyzing the characteristics of the microgroups can lead us to more efficient way of
microgroup detection.

We begin our analysis of microgroup with the following questions: (i) Whether the users
linked by a “following” relationship share similar interests, or attributes? (ii) What are the
most important factors driving users to join in a particular microgroup? and (iii) Do members
of a microgroup post similar content? To answer these questions, we first summarize the basic
information of the sampled microgroups and characterize the groups using both features of
network structure and content.

4.1 Basic analysis

We summarize the basic network properties of the sampled microgroups, and the results are
shown in Table 1, from which we can know that those networks are very sparse with low
densities (with an average density of 0.0077), and the mean degrees of most microgroups are
much lower than those of traditional social networks. Furthermore, about one in five members
are isolated and have no link relationship with others, which indicates those members join
microgroups just for sharing information, but not making friends. Hence, isolated users
cannot be classified only from the view of link structure; however, their attributes may help
to explain why isolated users decide to join the microgroup, and they may be similar to others
on some attributes or interests.
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Table 1 Basic statistical characterizations of the sampled microgroup networks

ID Node# dEdge# BiE (%) MD IsoN (%) Density

245808 6456 14945 36.63 2.3 19.45 0.0004

103797 1297 2379 39.37 1.8 29.31 0.0014

106580 7097 20581 28.6 2.9 18.75 0.0004

110109 2601 28404 56.69 10.9 14.01 0.0042

121002 992 1024 44.23 1 33.27 0.0010

124954 6110 44631 52.48 7.3 16.93 0.0012

132605 661 1266 32.98 1.9 21.32 0.0029

166330 2494 24343 60.87 9.8 14.09 0.0039

175812 1752 4245 58.99 2.4 15.28 0.0014

200627 3002 30263 46.87 10.1 10.87 0.0034

106940 724 1221 40.02 1.7 31.61 0.0023

138755 325 5495 29.05 16.9 10.86 0.0522

183101 389 2978 56.49 7.6 22.04 0.0363

223539 223 229 37.13 1 26.32 0.0046

227065 3471 38329 52.71 11 15.45 0.0032

240466 2134 47574 59.93 22.3 12.64 0.0105

248799 2301 53530 53.76 23.3 6.31 0.0101

249397 1735 4108 48.68 2.4 30.27 0.0014

268147 570 3201 57.53 5.6 13.05 0.0047

272059 1080 1579 49.24 1.5 20.31 0.0014

281493 6526 51650 50.93 7.9 11.58 0.0012

287686 875 8155 45.08 9.3 9.38 0.0107

101126 334 332 24.81 1 24.84 0.0030

209826 1436 3433 42.15 2.4 20.92 0.0017

156447 253 1362 41.43 5.4 12.44 0.0214

172122 567 1739 58.38 3.1 16.83 0.0054

235497 122 95 15.85 0.8 39.05 0.0064

250802 124 308 47.37 2.5 24.47 0.0202

257229 98 57 18.75 0.6 45.46 0.0060

271053 405 2167 44.95 5.4 16.32 0.0132

288096 920 2008 27.65 2.2 22.52 0.0024

299815 264 1088 69.73 4.1 16.46 0.0157

168175 2828 21618 39.56 7.6 13.73 0.0027

228209 930 3617 54.9 3.9 18.87 0.0042

Avg. 1797 12587 44.82 5.9 19.85 0.0077

ID microgroup ID; Node# number of nodes; dEdge# number of directed edges; BiE (%) ratio of bi-way edges;
MD mean degree; IsoN (%) ratio of isolated nodes; Density network density

The ratio of bi-edges is often used to measure the reciprocity of a social network, and
many previous studies have reported high level of reciprocity on some social networks: 68 %
of user pairs with any link between them are connected bi-way on Flickr [4] and 84 % on
Yahoo!360 [25]. However, [26] observed a low level of reciprocity on Twitter: 77.9 % of
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user pairs are one-way, and only 22.1 % have reciprocal relationships between them. The low
reciprocity on Twitter might be accounted for the billions of one-direction links from normal
users to celebrities and other power users on Twitter. As for the sampled microgroups, the
level of reciprocity is moderate: 44.8 % of user pairs are bi-way, which is larger than Twitter
but lower than Flickr. As similar with Twitter, most celebrities and mass media are followed
by a large number of users but do not follow them back, what’s more, few celebrities and
media would like to join a microgroup on Sina weibo.

4.2 Assortativity coefficient

Similarity breeding connection is a principle that structures many kinds of network ties,
including friendship, reference, support, coauthor. We call the principle as homophily, an
important criterion to quantify the tendency for users to be friends with others who have
similar characteristics, which can be measured by assortativity coefficient. Here, in order to
analyze the similarity degree among users from the same microgroup, we study the assor-
tativity coefficients by different user attributes, including degree, gender, location, VFlag,
posts count, reposts count, and comments count.

On undirected networks, degree assortativity coefficient is often calculated as the Pearson’s
correlation coefficient of the degrees at either ends of the edges. Then, Newman proposed a
method to calculate the degree assortativity coefficient for directed network [31], defined as:

r =
∑

i ji ki − M−1 ∑
i ji

∑
i ki

√[∑
i j2

i − M−1
(∑

i ji
)2

] [∑
i k2

i − M−1
(∑

i ki
)2

] (1)

where ji and ki are the excess in-degree and out-degree of the vertices that the i th edge leads
into and out of, respectively, and M is the total number of edges. The value of r lies in the range
of −1 ≤ r ≤ 1, with r = 1 indicating perfect assortativity; r = 0 indicating no assortativity;
and r = −1 indicating perfect disassortativity (i.e., perfect negative correlation). Here, Eq. 1
is used to calculate the degree assortativity coefficient of microgroup.

Furthermore, when calculating the assortativity coefficient by other continuous attribute
like posts count, reposts count, and comments count, we measure by calculating the standard
Pearson’s correlation coefficient [31]; thus

r =
∑

xy xy
(
exy − ax by

)

σaσb
(2)

and

∑

xy

exy = 1,
∑

y

exy = ax ,
∑

x

exy = by

where exy is defined as the fraction of all edges in the network that join together vertices
with values of x and y for the continuous variable attribute like posts count. ax and by are,
respectively, the fraction of edges that start and end at vertices with values of x and y. σa

and σb are the standard deviations of the distributions ax and by . The value of r has the same
interpretation with degree assortativity coefficient in Eq. 1.

However, when computing assortativity coefficient by discrete or enumerative attribute
like gender and location, a general measure of scalar assortativity relative to a categorical
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Fig. 1 Assortativity coefficients by different user attributes (Degree, Gender, Posts#, Reposts#, Comments#)
on each microgroup

variable is given by

r = tr(e) − ∥
∥e2

∥
∥

1 − ∥
∥e2

∥
∥

(3)

where e = E/ ‖E‖ is the normalized mixing matrix, the elements Ei j give the number of
edges in the network that connect from a node of type i (e.g., users from “Beijing”) to a node
of type j (e.g., users from “Shanghai”).

The results of assortativity coefficients based on some user attributes are described in
Fig. 1, from which we can know that although many ordinary social networks tend to be
positively assortative with respect to degree, for most of the sampled microgroups, the degree
assortativities (denoted by � in Fig. 1) are negative, or weakly positive with low values, which
implies that most users with few followers tend to follow others with many followers, like
celebrities. Besides, the two users with “follow” relationship are not so similar on the attribute
of degree in most cases.

To some extent, the number of posts can be used to measure a user’s activity on Sina weibo.
From our observations, we find that many assortativity coefficients by posts# (denoted by
� in Fig. 1) are positive, which is distinct from degree assortativity and indicates that many
users tend to follow others with similar number of published posts. In addition, the number of
reposts and comments are important measurements for user’s popularity on Sina weibo, and
assortativity coefficients by reposts# (denoted by � in Fig. 1) imply a similar conclusion with
degree assortativity. That is, most ordinary users tend to follow others with high popularity.
Assortativity coefficients by comments# (denoted by � in Fig. 1) show a consistent result
with reposts#.

Assortativity coefficients by gender (denoted by • in Fig. 1) are very close to 0 on most
of the sampled microgroups, which reveals that there is no obvious tendency for user to
follow others with the opposite or the same gender. As most members on microgroups are
non-verified, and some microgroups like collegiate groups are localized in the same city,
assortativity coefficients based on VFlag and location will be ignored in this paper.

By analyzing the assortativity coefficients based on different user attributes, we find that
the two ends with link relationship are different from each other on many attributes like
degree and popularity, which differs significantly from other ordinary social networks. For
this reason, when classifying users to different microgroups, link structure is not satisfactory
in determining accurately the community memberships.
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Fig. 2 Densities of the sampled microgroups compared to random case

4.3 Density difference

In common definition, a community is a subset of users within which the network connections
are dense, but between which they are sparser. So the densities of the sampled microgroups
should be higher than the random sampling groups. In this paper, the density of a directed
network G(n, m) is defined as d = m

n×(n−1)
, and m, n are, respectively, the total number of

directed edges and nodes in the network.
In Fig. 2, we show the densities of the sampled microgroups, which are presented by the

ratios compared to the random case. From Fig. 2, we know that the densities of the sampled
microgroups vary a lot, and many have much more compact structure than random sampling
groups, like microgroup 12, 13, 25, 28, and 32. However, there are also some microgroups
with density close to the random case, such as microgroup 3, 1, 21, 20, 18, and 9; besides,
the density of microgroup 3 is less than the random case. The existence of these microgroups
with low densities breaks the traditional definition of community, which focuses only on
the compactness of the link structure. Thus, we further enhance our inference that it is not
sufficient to identify microgroups by only considering the link structure on Sina weibo.

4.4 Attribute similarity

In many social networks, attribute similarity is a basic principle for users to gather together
in the same community. In order to dig out the distinctive characteristics of members from
the same microgroup, we analyze the average similarity among users based on their common
followers, followings, tags, and topics, respectively, on each microgroup, then compare the
observation results with a series of random sampling groups. By comparison, we try to reveal
what characteristics are remarkable for us to label users from the same microgroup, which
can help to identify communities on Sina weibo.

In this paper, Jaccard coefficient, a commonly used similarity metric in information
retrieval [29], is used to measure the attribute similarity among users, i.e., the probability that
both x and y have common feature f . If the “feature” here is taken as followers, followings,
tags, or topics, the similarity between user x and y on each feature can be calculated as
follows:

s f (x, y) =
∣
∣� f (x) ∩ � f (y)

∣
∣

∣
∣� f (x) ∪ � f (y)

∣
∣

(4)
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Fig. 3 Average attribute similarity measured by Jaccard coefficient on random sampling groups. The consid-
ered attributes are Followers, Followings, Tags, and Topics

Fig. 4 Attribute similarity of the sampled microgroups compared to random case

where � f (x) is the set of feature f for user x , such as the set of followers of user x , and
|�| is the number of elements in �. Then, on each microgroup, the average similarity among
users by different features is as follows:

avg_s f (G) = 1

|�(G)| × (|�(G)| − 1)

∑

x,y∈�(G)

s f (x, y) (5)

where � (G) is the set of users on microgroup G.
We have mentioned that a microgroup should be a group of users with similar interests

measured by users’ feature and content. In order to estimate what features are more prominent,
we construct a series of random sampling groups with different number of users from all
crawled users. The average attribute similarities in random sampling groups are shown in
Fig. 3, from which we see that, with the increase in the size of random sampling group, the
average attribute similarity measured by Jaccard coefficient is very stable on all considered
features. Thus, our approach of random sampling is nearly unbiased, and the result of random
case can be seen as a baseline.

The results of average similarity by different features on some sampled microgroups
are shown in Fig. 4, which are expressed by the ratios compared to the random sampling
groups described in Fig. 3. We call the ratio as significance degree in this paper. From
Fig. 4, we find that the feature of followers is the most significant and the average ratio
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is much higher (average: 22.6) than the other three features, in which followings is the
least prominent and most ratios are close to one (average: 1.4), i.e., the average similarity
by followings on the sampled microgroups is very close to random sampling group. For
this reason, we conclude that users with more common followers are more likely to be
similar and from the same microgroup, but this is not the case for followings. The non-
significance of the feature of followings may be induced by the truth that many users choose to
follow some common celebrities simultaneously; however, the activity of celebrity following
expresses little about individual interest. Intuitively, the features of tags and topics are obvious
indicators of individual interest, but our results in Fig. 4 show that the two features are not
so significant as expected, and with the average ratios of Jaccard coefficients about 3.8 and
3.6, respectively. Thus, we conclude that the feature of followers is the most significant for
microgroup detection, then followed by tags and topics, but the feature of followings is nearly
indistinctive, and will be ignored when identifying microgroup.

4.5 Interest similarity

To identify individual topical interests of a particular user, we apply the well-known Latent
Dirichlet Allocation (LDA) model on collections of posts from users. LDA model uses a
“bag of words” assumption, which treats each document as a vector of word counts. Based
on this assumption, each document is represented as a random mixture over latent topics,
denoted as P(z), where each topic is characterized by a distribution over a number of words,
denoted as P(w|z). Therefore, each word within a document can be calculated as follows:

P(wi ) =
T∑

j=1

p(wi |zi = j)p(zi = j) (6)

LDA is the first complete topic model, and the document’s generative process can be graph-
ically represented using commonly used plate notation in Fig. 5. In this figure, shaded and
unshaded plates indicate observed and latent variables, respectively. An arrow corresponds
to a conditional dependency between two variables and boxes indicate repeated sampling
with the number of repetitions given by the variable in the bottom of the corresponding box.
Formally, each of a collection of D document is associated with a multinominal distribution
over T topics, which is denoted as θ . Each topic is associated with a multinominal distribu-
tion over words, denoted as φ. θ and φ have Dirichlet prior with hyper-parameters α and β,
respectively. For each word in one document d , a topic z is sampled from the multinominal
distribution θ associated with the document, and a word w from the multinominal distribu-
tion φ associated with topic z is sampled consequently. Above generative process is repeated
Nd times (Nd is the total number of words in document d) to form document d . Given the
parameters α and β, the joint distribution of a set of N topics z and a set of N words w is
given by:

Fig. 5 Bayesian network of
LDA model
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p(θ, z|α, β) = p(w|z, β)p(z|α)

∫

p(z|θ)p(θ |α)dθ

∫

p(w|z, φ)p(φ|β)dφ (7)

LDA model has two parameters to be inferred from the data, i.e., document-topic distri-
butions θ and the T topic-word distribution φ. The words in the document can be observed,
while the topic mixture is latent. According to the generative process and known words,
above two parameters can be estimated. In this study, Gibbs sampling is applied for model
parameter estimation. To extract user’s interest based on LDA model, document should natu-
rally correspond to published posts. However, since the goal is to understand what each user
is interested in rather than what each published post is about, we aggregate all the posts pub-
lished by individual user into a big document. Thus, each document essentially corresponds
to an individual. The result of LDA model can be mainly represented by three matrices:

– DT , a D×T matrix that contains the document-topic distributions, where D is the number
of documents and T is the number of topics. DTi j captures the probability that document
di has been assigned to topic t j , i.e., the probability that individual si is interested in
topic t j .

– W T , a W × T matrix that contains the word-topic distributions, where W is the number
of unique words used in all documents and T is the number of topics. W Ti j captures the
probability that word wi has been assigned to topic t j .

– Z , a 1 × N vector, where N is the total number of all words in the bag of documents. Zi

is topic assignment for word wi .

Among above three matrices in the result of LDA model, the matrix DT is the most
important for us to measure the interest divergence between users. As each row of DT is
basically the probability distribution of individual interest over the T topics, the interest
divergence between user si and s j can be calculated as [11]:

dist (i, j) = √
2 × DJ S(i, j) (8)

where the value of dist (i, j) lies in the range 0 ≤ r ≤ 1. DJ S(i, j) is the Jensen–Shannon
divergence between the two probability distributions DTi and DTj , which is defined as:

DJ S(i, j) = 1

2
(DK L (DTi.||R) + DK L (DTj.||R)) (9)

where R is the average of the two probability distributions, i.e., R = 1
2 (DTi. + DTj.). DK L

in above equation is the Kullback–Leibler divergence [40] used to define the divergence from
distribution Q to P .

DK L (P||Q) =
∑

i

P(i) log
P(i)

Q(i)
(10)

Therefore, from the perspective of published posts, the average divergence of interest
among users from the same microgroup can be calculated as:

avg_d(G) = 1

|�(G)| × (|�(G)| − 1)

∑

i, j∈�(G)

dist (i, j) (11)

where � (G) is the set of users on microgroup G.
We calculate the average interest divergence for each sampling group based on LDA

model, and the results are shown in Fig. 6, from which we know that with the varying of
the size of sampling group and the assigned number of latent topics, the average interest
divergence based on LDA model is almost consistent nearby 0.71. For this reason, we say
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Fig. 6 Average interest divergence on random groups

Fig. 7 Average interest divergence on the sampled microgroups

that average interest divergence on random sampling groups is unbiased and can be seen as
a baseline. As the interest divergence is insensitive to the assigned number of latent topics,
we set it to 30 for later discussion.

Figure 7 illustrates the results of the average interest divergence on the sampled
microgroups, which are all around 0.5 and distinctly lower than random case (i.e., 0.71).
That is, from the perspective of published posts, the users from the same microgroup may
have more common topics, i.e., share more similar interests than random case. Hence, individ-
ual interest extracted from published posts can be used as an important factor for microgroup
detection.

5 United method for microgroup detection

Microblogging users construct an unweighted and directed network, and the problem of com-
munity detection on directed networks has been well studied. However, as aforementioned,
neither link structure nor user content is satisfactory in identifying the community member-
ships on Sina weibo: the link relationship is usually sparse on microblogging networks, and
the two ends with link relationship may be different on some user attributes and interests.
In addition, the irrelevant user attributes may mislead the result of microgroup detection.
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Hence, in order to solve the problem of community detection on Sina weibo with a higher
accuracy and performance, we propose a united method without losing the information of
link structure and user content. Here, user content mainly includes published posts and user
attributes like followers list and tags list. Then, there are two “links” between users, one is
the explicit “following” relationship, and the other is the implicit attribute similarity between
the two ends. With our new method, we uniformly convert the link structure and content sim-
ilarity to the edge weight of a new remodeled network, then many well-known community
detection algorithms that support weighted networks would be employed.

Consider two nodes i and j on Sina weibo, the edge weight between the two nodes can
be calculated as follows:

Wi j = αL ′
i j + βS′

i j (12)

where α, β (α + β = 1) are, respectively, the weight value of link structure and content
similarity in microgroup detection. L ′

i j is the normalized edge weight converted from the
information of link direction, while S′

i j is the normalized interest similarity extracted from
user attributes and published posts between the two users.

In our united approach, instead of simply ignoring directional information, we use the
method proposed by Kim et al. [24] to convert the information of link direction to the weight
of a new undirected link. The key idea is to give higher weight to the more surprising link,
and the surprising degree is measured by the probability of the link. Let us consider a link
directing from node i to j , and the probability of this link, when the links are assigned
randomly while keeping the degree of each node, is

pi j = kout
i kin

j /2m

kout
i kin

j /2m + kout
j kin

i /2m
(13)

where kout
i = ∑

j Ai j and kin
j = ∑

i Ai j are, respectively, the outgoing and incoming degree
of node i and j , where Ai j = 1 if there is a link from i to j , and 0 otherwise, and m is the
total number of links calculated as m = ∑

i
∑

j Ai j .
As smaller pi j indicates stronger relatedness for the direction from node i to j , then the

weight of the link between node i and j is defined as

Li j = Ai j (1 − pi j ) + A ji (1 − p ji ) (14)
{

Li j
}

is an undirected and weighted network transferred from the original directed and
unweighted network

{
Ai j

}
.

When measuring the content similarity between two users, we consider two aspects: one is
the attribute similarity, and the other is the interest similarity. In our work, attribute similarity
is measured by the Jaccard coefficient of user features stated above, from which we know
that the average similarity on the feature of followers is the most prominent, and followed
by tags and topics. However, the average similarity on the feature of followings is nearly the
same as random case and will be ignored when measuring the attribute similarity between
two users. In addition, the interest similarity will be calculated based on LDA model. Thus,
we define the content similarity between user i and j as

Si j = θ1

(
η1sfol

i j + η2stag
i j + η3stop

i j

)
+ θ2(1 − dist (i, j)) (15)

where θ1 and θ2 are, respectively, the weight value of attribute similarity and interest sim-
ilarity, and will be assigned by empirically analyzing. sfol

i j , stag
i j , and stop

i j are, respectively,
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the normalized similarity by the feature of followers, tags, and topics between user i and
j . ηi (i = 1, 2, 3) is the weight value indicating the significance when measuring attribute
similarity. Here, ηi will be determined by the significance degrees of the features mentioned
in above subsection, then we empirically assign η1 : η2 : η3 = 22.6 : 3.8 : 3.6. dist (i, j) is
the interest divergence between user i and j defined in Eq. 8.

By applying our new approach introduced above, the information of link structure
{

Li j
}

and content similarity
{

Si j
}

can be unitedly converted to the edge weight of a remodeled
network

{
Wi j

}
, which is undirected and weighted. Then, many well-developed community

detection methods for weighted networks can be applied to microgroup detection on Sina
weibo, without losing considerations of link structure and user content.

In this paper, three well-known algorithms of CNM [6], Infomap [37], and OSLOM
[28] are employed to identify communities on our remodeled network. CNM is a fast
greedy modularity optimization algorithm proposed by Clauset, Newman, and Moore,
and its key idea is starting from a set of isolated nodes, and the links of the original
network are iteratively added to produce the largest possible increase in the modularity
degree at each step. Infomap is a new information theoretic approach proposed by Ros-
vall and Bergstrom that reveals community structure in weighted networks, and the key
is to decompose a network into modules by optimally compressing a description of infor-
mation flows on the network. Order Statistics Local Optimization Method (OSLOM) is
the first method capable of detecting communities in networks accounting for edge direc-
tions, edge weights, and overlapping communities. The method is based on the local opti-
mization of a fitness function expressing the statistical significance of communities with
respect to random fluctuations, which is estimated with the tools of Extreme and Order
Statistics.

6 Comparing partitions

Many community detection methods have been presented based on a range of different ideas.
In order to estimate the performance of these methods, the best way is to compare the out-
comes of these methods with real community partition on artificial or real-word networks,
and this can be done using similarity measures as mentioned in Refs. [15,41]. Newman
used the fraction of correctly identified nodes to measure the goodness of community detec-
tion algorithm in Ref. [17]; however, it does not work well in some cases, then some other
measurements have been proposed, in which the measurement of Normalized Mutual Infor-
mation (NMI) borrowed from information theory has been proved to be reliable [8], and will
be adopted to estimate the performance of our united method.

The measurement of Normalized Mutual Information is based on defining a confusion
matrix [Ni j ], where the rows correspond to the “real” communities, and the columns corre-
spond to the “detected” communities. The member of [Ni j ], Ni j is the number of nodes in
the “real” community i that appear in the “detected” community j . The number of “real”
communities is denoted cA and the number of “detected” communities is denoted cB , the
sum over row i of matrix [Ni j ] is denoted Ni , and the sum over column j is denoted N. j . N
is the sum of all members of the matrix [Ni j ]. Then, a measurement of similarity between
the two partitions A and B, based on information theory, is defined as

N M I (A, B) = 2I (A, B)

H(A) + H(B)
(16)

123



Remodeling the network for microgroup detection on microblog 657

Table 2 Basic information of the
experimental networks

Network Nodes Edges Microgroups

TU 3016 18434 8

HUST 1084 8913 9

BNU 1572 17581 10

RUC 1617 10691 5

where

I (A, B) = −2
cA∑

i=1

cB∑

j=1

Ni j log

(
Ni j N

Ni.N. j

)

H(A) =
cA∑

i=1

Ni. log

(
Ni.

N

)

, H(B) =
cB∑

j=1

N. j log

(
N. j

N

)

N M I takes the maximum value of 1 if the “detected” partition is completely consistent
with the “real” case, whereas it has an expected value of 0 if the two partitions are totally
independent. The measurement of NMI is currently often used for performance estimation
of community detection algorithms.

7 Experiments and results

In this section, we validate the effectiveness and efficiency of our new proposed microgroup
detection method by applying it to several real-world networks from Sina weibo. Since almost
all of the frequently used test networks (e.g., Zachary [49], Football [17], Dolphins [30])
in community detection have no information about user attribute, we collect four collegiate
social networks from Sina weibo as our experimental networks, and each of them is composed
by some microgroups. We compare the detected communities using our method with the truth
community structures of the sampled networks. Table 2 shows the basic information of our
four experimental networks, and the details are described as follows.

– TU network, a social network of Sina weibo users from TSinghua University, one of
the most famous universities in China. The network is composed by eight microgroups,
namely Fine Arts Institute, Architecture Institute, EMBA Club, Chinese Institute, Law
Institute, TSinghua Library, Electronic Engineering Institute, and Industrial Engineering
Institute.

– HUST network, a social network of Sina weibo users from Huazhong University of
Science and Technology, a famous university located in Wuhan of China and is com-
posed by nine microgroups, namely Life Science Institute, Wenhua Institute, Manage-
ment Institute, Wuchang Branch School, Alumnus in Guangzhou, Alumnus in Shanghai,
Architecture Institute, Communication Institute, and Software Institute.

– BNU network, a social network of Sina weibo users from Beijing Normal University,
a famous university located in Beijing of China and is composed by ten microgroups,
namely Communication Institute, Digital Media Institute, Law and Politics Institute,
Humanities Institute, Zhuhai Branch School, Sliding Wheel Club, Foreigner Student
Club, Basketball Club, Youth Union, and HR Manager Club.
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(a) (b)

(c) (d)

Fig. 8 Results of microgroup detection considering only user content on four real-world networks. a TU,
b HUST, c BNU, and d RUC

– RUC network, a social network of Sina weibo users from Renmin University of China,
a famous university located in Beijing of China and is composed by five microgroups,
namely School of Journalism, MBA Club, Law Institute, On-job Postgraduates, and
Economics Institute.

By applying our method, we convert the link relationship and content similarity between
two users to the edge weight of a new generated network with Eq. 12. As the weight value of α

and β, respectively, indicates the importance of the link and content in microgroup detection,
we gradually vary the two values (α, β) to seek a better assignment in our experiments.
Then, the community detection algorithms support for undirected and weighted network can
be employed on the new remodeled network.

When measuring the content similarity between two users using Eq. 15, the two weight
values (θ1 and θ2, θ1 + θ2 = 1) have not been assigned yet. That is, we have no idea on
which factor is more important in measuring the content similarity. Thus, for seeking an
appropriate assignment for the two weight values, we firstly ignore the link information, and
only consider the user content for microgroup detection on test networks. Figure 8 illustrates
the results of microgroup detection considering only content similarity on four real-world
networks. The weight value θ1, i.e., the significance degree of attribute similarity, varies
from 0 to 1 with 0.1 as the step size, and with the increase of θ1, the performance for three
microgroup detection algorithms firstly becomes higher and then decreases in the latter case.
When θ1 is about 0.3 or 0.4, the performance nearly reaches the highest level on four test
networks. For this reason, we conclude that individual interest extracted from published posts
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(a) (b)

(c) (d)

Fig. 9 Results of our united method on four real-world networks. a TU, b HUST, c BNU, d UC

is more significant than user attribute on measuring the content similarity between two users,
and empirically set θ1 = 0.3, θ2 = 0.7 in our work.

In Fig. 9, we show the experimental results of our method on four test networks. In order
to reveal the performance of our method under different parameters, the weight value of
link structure (α in Eq. 12, β = 1 − α) is tuned from 0 to 1 with 0.1 as the step size, and
α = 0 is the case of conventional clustering methods considering only user attribute, α = 1
means the case of traditional community detection methods based only on link structure. On
each test social network, the tendencies of tree curves, respectively, for CNM, OSLOM, and
Infomap are very consistent. The performance of three methods is sensitive to α, increases
with the growth of α, and then achieves the highest level when α is about 0.5, after that, the
performance decreases with the growth of α. In addition, by comparing the three curves, we
can know that the methods of CNM and Infomap always gain better outcomes than OSLOM.
Thus, from the comparing results, we can conclude that, no matter what algorithms you
employ, link structure and user content play almost equally important role for microgroup
detection on Sina weibo, and our united method considering both aspects allows us to get
better performance than traditional algorithms based on either link relationship or content
similarity.

As an excellent approach for community detection on text citation networks, the discrim-
inative model proposed by Yang et al. [48] was compared with our united model taking
CNM algorithm as an example. When classifying individuals in microblogging networks
using Yang’s method, the link denotes the “following” relationship, and the content indi-
cates the published posts. We may note that the implementing code of Yang’s method can
be downloaded from “http://www.cse.msu.edu/~yangtia1/codes/community_detection.zip”.
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Fig. 10 Comparison of Yang’s method and our united method on four real-world networks

Fig. 11 Performance improvement of our method on four real-world networks

Figure 10 shows the comparing results of Yang’s method and our united method for com-
munity detection on four real-world networks, from which we can see that our method
outperforms Yang’s method in all real-world networks. The superiority of our united method
could be explained by the difference of the main attention of those two methods. In our
work, we mainly focus on the problem of community detection in microblogging system and
consider interest similarity as a significant factor to classify individuals; then, many elements
are exploited to measure individual interest by analyzing the content including published
posts, labeled tags, and discussed topics. However, Yang et al. mainly concern the problem
of community detection on text citation networks, which is very similar to the problem of
text classification, then they only consider the “citing” relationship and content similarity
between text nodes, but ignore human features. Hence, we say that Yang’s method may work
well for community detection on text citation network, but not for that on microblogging
network.

Finally, Fig. 11 shows the accuracy improvement of our united method compared with
the method based only on link structure, taking CNM algorithm as an example. On four
test social networks, the average accuracy improvement indicated by left pillars in Fig. 11
is about 39 %, and the biggest is 53 % on RUC network. Furthermore, most microgroups on
Sina weibo are very sparse and many isolated users cannot be clustered to any community
using the methods based only on link structure. Fortunately, using our method, more users
can be identified. The right pillars in Fig. 11 show the decrement rates of unrecognized users
on test networks, and the mean value is about 72 %.
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8 Conclusion and future work

In this paper, we proposed a united method to combine link structure and user content for
microgroup detection on Sina weibo, the most popular microblogging system in China. By
analyzing the topological characteristics and content similarity of the sampled microgroups,
we have observed: unlike many traditional social networks, degree assortativities on most
microgroups are negative or weakly positive, which implies that most users with few followers
tend to follow those with many followers, and the “following” relationship on Sina weibo
does more in sharing information than maintaining friendship. From the negative assortativity
by many user attributes, we believe that the two ends with link relationship on Sina weibo
are not so similar with each other like those on other OSNs (e.g., Facebook, Flikr). Also,
from another point of view, we computed the average similarity of members from the same
microgroup based on different attributes including followers list, followings list, tags list, and
topics list. By comparing with the random case, we found that the feature of followers is the
most significant for microgroup detection, followed by the features of tags and topics, while
the feature of followings is nearly indistinctive with random case. Furthermore, we extracted
individual interest from published posts using LDA model and measured the average interest
similarity between users from the same microgroup. By comparing with random case, we
observed that users from the same microgroup tend to share more common interests.

Based on our observations on the characteristics of the sampled microgroups, we proposed
a united method to remodel the network for microgroup detection on Sina weibo. Using our
method, link structure and content similarity between two users are converted to the edge
weight of a new remodeled network. Through extensive experiments on four real-world
social networks with known community structures, we observed that our method obtains
significant improvement over the traditional community detection algorithms considering
either link structure or user content.

As more and more microblogging systems emerge on the Internet, our work of microgroup
detection on Sina weibo can also be applied to solve the similar problems on many other
microblogging networks like Twitter and Google+. For future work, we will validate the
performance of our method on more data sets.
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