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Abstract Comparative news summarization aims to highlight the commonalities and
differences between two comparable news topics by using human-readable sentences. The
summary ought to focus on the salient comparative aspects of both topics, and at the same
time, it should describe the representative properties of each topic appropriately. In this
study, we propose a novel approach for generating comparative news summaries. We con-
sider cross-topic pairs of semantic-related concepts as evidences of comparativeness and
consider topic-related concepts as evidences of representativeness. The score of a summary
is estimated by summing up the weights of evidences in the summary. We formalize the
summarization task as an optimization problem of selecting proper sentences to maximize
this score and address the problem by using a mixed integer programming model. The exper-
imental results demonstrate the effectiveness of our proposed model.

Keywords Comparative news summarization · Comparative text mining ·
Multi-document summarization · Mixed integer programming

1 Introduction

Along with the development of Internet and web media, we are able to know all events around
the world. It becomes a critical problem for readers to get useful information efficiently from
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these mass data, and a lot of work has been done to help achieve this goal. News topic
detection is one of the most widely used technologies by many news websites and search
engines. It groups articles into event clusters and presents them with short abstracts. Related
news recommendation is also popular recently. It provides similar or related topics based
on the currently browsed article. These techniques raise a great opportunity to mine useful
knowledge from news documents. We can discover trends among related topics, for example,
the trend of market prices in the past periods. We can learn lessons by comparing similar
events, for example, what causes the revolutions in Tunisia, Egypt and Libya, and what
leads to the different endings in the mining accidents in Chile and China. We can judge
the pros and cons of competitors according to related words, for example, which of Putin
and Medvedev is better to be the next president of Russia. However, it requires thorough
knowledge of all involved topics in order to make good comparisons, and thus, it is usually
very time-consuming and labor-intensive for manual analysis. If a summary can be generated
automatically to highlight the comparative information among news topics, it can obviously
help people analyze those topics in a much easier and more efficient way.

Literally, a comparison identifies the similarities or differences among two or more objects.
It basically consists of the three components: the compared objects, the scale (i.e., the aspect
on which the objects are measured and the comparison is made), and the result (i.e., the
predicate that describes the positions of objects on the comparative scale). Comparisons can
be represented by using comparative sentences. They use particular syntactic forms and/or
words and describe a simple relation between the compared objects, for example, equative,
greater or less, non-gradable differential, etc. Comparisons can also be formed by describing
each object in a text section (e.g., a sentence, or a paragraph) respectively. This kind of
expression is not as explicit as the comparative sentence, but it can describe the features of
compared objects in more details. For example,

(i) Chile is richer than Haiti.
(ii) Haiti is an extremely poor country.

(iii) Chile is a rich country.

Sentence (i) is a typical comparative sentence, where the objects are Chile and Haiti;
the comparative scale is wealth, which is implied by “richer”; and the result is that Chile
is superior to Haiti. Sentence (ii) does not describe any comparison when it is regarded
individually, and neither does sentence (iii). However, when we take them both into account,
we are implied with a comparison on the wealth of the two countries by the “poor – rich”
pair, and we are conveyed with the similar information as sentences (i).

The comparison should meet some semantic conditions. First, the objects must be com-
parable, that is, they all have some common aspects and usually belong to the same concept
category. For example, the sentence “Then the righteous will shine like the sun in the kingdom
of their father.” is an allegory but not a comparison, because “righteous” and “sun” are differ-
ent concepts and usually not comparable. Second, the comparative scale must be shared by
all the objects. For example, “A pigeon can fly faster than a man” is semantically improper
because men cannot fly. Third, the comparative result must describe the relation among all
objects clearly. Take “Haiti is a poor country.” and “India’s wealth drop 32%.” for example.
Although these two sentences both talk about the wealth of countries, they do not compose a
good comparison because we cannot extrapolate the relations between Haiti and India, that
is, whether India is richer than Haiti, or as poor as Haiti, or even poorer than Haiti.

A news topic consists of stories about events and activities that are directly connected to a
central event. The comparative news summarization task aims to extract salient comparisons
among comparable news topics and convey such information using human readable sentences.
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Recently, this task has drawn much attention, and a few algorithms have been proposed.
However, most previous studies have focused on comparing review opinions of products,
because the aspects in reviews are easy to extract and the comparisons in reviews have
simple patterns, for example, positive vs. negative. In contrast, the aspects are much more
diverse in news documents. They can be the time of the events, the persons involved, or
the attitudes of participants, etc. These aspects can be expressed explicitly or implicitly in
various ways. These issues raise great challenges to comparative summarization in the news
domain.

In this study, we propose a novel approach for comparative news summarization. A good
comparative summary should contain sentences that convey both the comparative information
among topics and the representative information about each individual topic. A set of sen-
tences is considered comparative if the sentences share comparative concepts, and a sentence
is considered representative if it contains important concepts about the topic. We take into
account these two criteria in an objective function and solve the optimization problem using
linear programming. Experimental results demonstrate the effectiveness of our model, which
outperforms the baseline systems in quality of comparison identification and summarization.

The rest of this article is organized as follows: first, we briefly review the related works
in Sect. 2. Then, we put forward the definition of comparative news summarization task in
Sect. 3. Section 4 describes our proposed approach in detail. The performance evaluation of
our system follows on, and effects of key parameters are discussed in Sect. 5. Finally, Sect. 6
concludes our work and talks about the possible future works.

2 Related work

2.1 Comparative text analysis

Comparisons have been researched for a long time in the linguistic and literature fields.
Many works have studied the connotation, extension, forms and usages of comparisons
[20,24,32,45]. The comparative analysis has been applied in many domains, and several
related academic subjects have been founded, such as comparative linguistic [2] comparative
literature ([55]), comparative history [6] and comparative politics [26].

The comparative analysis is also widely used in web applications. Many electronic com-
merce systems, for example Amazon1 and Newegg,2 provide commodities comparisons on
the prices and the functionalities basing on the underlying structural data. More recently,
mining comparative information from unstructured data has drawn much attention. Several
researchers propose to find comparable objects by using linguistic patterns [4,25] or dis-
tributional similarities [14,30]. Some studies try to identify explicit linguistic comparative
sentences and extract components of comparisons from them [16,17]. Other studies make
contrasts by extracting features of individual objects and then matching them up [22,42,59].
While most of studies concentrate on comparing the common aspects of objects, there are
also some researches focusing on detecting the unique points of topics [52] or the novelty of
documents [49], which can be considered as a special kind of comparison “with vs. without”.

Researchers have developed various forms of presentations for discovered comparisons.
Liu et al. [29] simplify the opinion into a real value indicating the polarity and strength of
sentiment and present the comparisons using histograms. Zhai et al. [59] propose a topic

1 http://www.amazon.com.
2 http://www.newegg.com.
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model to discover comparative themes and present them using word distributions. More
recently, the comparative summary becomes popular because of its rich informativeness and
high readability [22,23,42,56].

Witte and Bergler [56] introduce a contrastive summarization task to indicate the common
themes across all documents and document-specific contrastive themes. They use a fuzzy
set theory-based clustering algorithm to generate topic clusters. The topics that span a high
percentage (e.g.,>90 %) of all documents are extracted as the common topics, while the topics
covered only in a subset (e.g., <5 %) of documents are extracted as distinguishing topics. The
main drawback of their approach is that the distinguishing topics are not aligned, that is, they
may talk about different aspects of different documents, rather than contrast the divergences of
documents on the same aspects. Lerman and McDonald [23] propose a model for generating
pairs of summaries that highlights differences between two products. The basic idea of the
model is to reward sentences that are similar to their own product’s reviews (i.e., have a low
KL-divergence with respect to the own product’s reviews) and different to the other product’s
reviews (i.e., have a high KL-divergence with respect to the other product’s reviews). This
model also prefers different aspects between products rather than divergences on the same
aspects. Kim and Zhai [22] propose a method to extract comparable sentences from two sets
of positive and negative opinions and generate a comparative summary containing a set of
contrastive sentence pairs. The task is formalized as an optimization problem of maximizing
the content similarity and the contrastive similarity, and the optimization is solved by using
a greedy algorithm. Paul et al. [42] propose a random walk formulation called Comparative
LexRank to score sentences and pairs of sentences from opposite viewpoints. So far, the
study of comparative summarization mostly focuses on product reviews, where the aspects
and sentiments are relatively easy to extract. Wan et al. [50] propose a system to summarize
the differences in the news reports of the same topics in different languages by using a
constrained co-ranking method. In contrast, our task focuses on summarizing commonalities
and differences of two comparable topics.

2.2 Multiple document summarization

The automatic summarization aims to generate a short description that conveys important
information in the original texts in natural language [33]. Several specific subtasks have been
proposed. The traditional summarization task places equal emphasis on different information
and provides balanced coverage. The guided summarization (also called topic-focused sum-
marization) makes summaries that focus on some user’s current context, which are usually
provided in keywords and/or short narratives [56]. In comparison, the comparative summa-
rization focuses on a particular kind of information, instead of any specific context. The
updating summarization emphasizes on detecting novelty of new articles over the earlier
articles [8], which can be regarded as a special kind of comparative summary.

A variety of summarization methods have been proposed recently. Generally speaking, the
summarization task can be performed by extraction, which identifies important sections of
the text and then produce them verbatim, or by abstraction, which involves generating novel
sentences with important material. Extraction-based methods usually assign a saliency score
to each sentence and then rank sentences in the document. The scores are usually computed
based on statistical and linguistic features, including term frequency, sentence position, cue
words, topic signature, etc. [13,35,44]. Machine learning methods have also been employed
to extract sentences, including unsupervised methods [40] and supervised methods [47,58].
More recently, graph-based methods have been proposed for document summarization
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[12,36,46,51,54]. These methods build a graph based on the similarity between sentences
and calculate the importance of a sentence regarding global information of the graph.

So far, most of summarization models consider a sentence as an information unit.
Sentences are selected under the “maximal marginal relevance” (MMR) criterion [7] to max-
imize the involved information while minimizing the redundancy. Mcdonald [34] adapts the
MMR framework and gives an Integer Linear Programming (ILP) formulation with explicit
relevance and redundancy terms. Gillick et al. [11] propose a linear programming model on
sub-sentence units without explicit redundancy term. Instead, the redundancy is limited by
the fact that each kind of unit is counted only once, combined with a length constraint so that
the solution prefers diverse information more. In this study, we expand the concept-based
ILP model in [11] for comparative news summarization.

2.3 News article analysis

News article analysis is a hot area in both the academic circle and the industrial community for
several reasons. First, there are strong demands of news analysis techniques for alleviating the
burdens of getting information from massive news resources. Second, the news documents are
good corpora for data mining research because of their large amount and easy accessibility.
Third, the high linguistic quality of news articles and the abundant linguistic phenomenon in
news articles makes the news domain suitable for natural language processing.

So far, many text mining and natural language processing tasks have been applied to the
news domain, including classification [38], sentiment analysis [3], summarization [5], named
entity recognition [41], relation extraction [48], etc. Some specific tasks on news analysis
have also been proposed. The Topic Detection and Tracking (TDT) aims to find topically
related material (i.e., an event) in streams of news data [1,53]. The news trend analysis aims
to study the developing behavior of the society interests, that is, determining if they change
or remain considerably stable from one period to another [37]. The News Personalization
generalizes personalized recommendation for each reader based on their preferences [10,19].

News analysis techniques have been successfully applied on real applications. Google
News3 is a well-known online news service, providing news categorization, topic aggregation
and summarization, related news recommendation, news personalization, news retrieval, etc.
There are also many similar systems, such as Bing News4 and Yahoo! News.5 There is a
significant difference between the news summarization provided by these systems and our
proposal. The summarization in these systems is based on the articles of a single topic, while
we propose to generate a comparative summary of two comparable topics. To the best of our
knowledge, yet there is no public accessible news service that provides comparative analysis
of two news topics.

3 Problem definition

3.1 News topic comparison

A news topic is “a seminal event or activity, along with all directly related events and
activities” [39]. It contains a collection of stories which discuss events and activities that

3 http://news.google.com.
4 http://www.bing.com/news.
5 http://news.yahoo.com.
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are directly connected to the seminal event. For example, a story about search for survivors
of an earthquake will be considered to belong to the earthquake topic. However, two stories
about different earthquakes are usually not considered to belong to the same news topic.

Similar events happen from time to time, and it is interesting to compare those events to
discover latent knowledge. Different from comparisons of product reviews which focus on a
few features of products, the comparisons of news topics involve many various aspects. For
example, a news topic may involve the causes and consequences of the event, the attitudes and
actions of involved persons, as well as many details of the event. Any of these aspects can be
a comparative scale, if it occurs in the comparable topics simultaneously. For example, when
comparing the earthquake in Haiti with the one in Chile, we can compare on the intensity of
the temblors, the damages in the disaster areas, the rescue efforts of local governments, the
international assistances, etc.

Note that the number of news topics in a comparison is not limited to be two. We can
compare three or even more topics, for example, the “Color Revolutions” in Georgia, Ukraine,
Kyrgyzstan and Tunisia. A strict comparison of several topics ought to contain information of
all topics. Thus the more topics involved, the fewer comparisons can be extracted. A looser
definition allows absence of some topics, and thus, it actually degenerates to a combination
of several comparisons between two topics. In this study, we focus on the comparison of two
news topics and leave the study of comparison of more topics as future work.

In addition to comparing different events, we can compare the different periods of a con-
tinuous event. For example, by comparing the Libya’s turmoil before and after March, we
can find completely different situations caused by NATO’s Airstrikes. It is also possible to
compare articles about the same topic written by different news agencies and analyze their
different views and attitudes. The comparison on periods and versions of a topic empha-
sizes more on the differences and contradictions, while the comparison of different topics
places equal balances on the commonalities and differences. In this study, we focus on the
comparison of different topics.

3.2 Comparative news summarization

A comparative news summary of two comparable news topics highlights the commonalities
and differences between them. It consists of two blocks of texts. Each block is concentrated
on a single topic, while both blocks refer to the comparable aspects of two topics. For
example, Table 1 illustrates a comparative summary about two mine accidents. The left
column describes the Chilean copper mine accident, while the right columns describes the
New Zealand coal mine accident. Both blocks mention the names of the mines (San José
copper–gold mine vs. Pike River Coal mine), the numbers of victims (33 miners vs. 29
workers), the efforts of rescues (drill a new hole … to extract the miners vs. wait for tests …
before entering the coal mine), and the endings of accidents (brought safely to the surface
vs. died after … blast).

Formally, let topic1, topic2 be two comparable news topics, where each topic is described
by a document collection Di (i = 1, 2). The task of comparative summarization is to extract
two blocks of texts B1 = S11 ∪ · · · ∪ S1n, B2 = S21 ∪ · · · ∪ S2n , where Si j ⊂ Di (i = 1, 2)

is a set of representative sentences about topici on the aspect aspect j . In other words, S1 j

and S2 j describe a comparison of the two topics on aspect j . Meanwhile, the length (i.e., the
number of words) of the summary should not exceed a limit L .

Generally speaking, a good comparative summary should meet several criteria. First, the
summary ought to focus on the comparison between news topics. Second, the information
in the summary should be salient and representative to the news topics. Third, the summary
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Table 1 Comparative summary about “Chilean mine accident versus New Zealand mine accident”

On August 5, 33 miners were trapped more than
700 m (2,300 ft) underground, in the San José
copper–gold mine, located about 40 kilometers
north of Copiapó, Chile. Rescue of the miners
will take 3–4 months, given the instability of the
mine and the time needed to drill a new hole,
2.5 feet in diameter, to extract the miners. After
69 days trapped deep underground, all 33 men
were brought safely to the surface on 13 October
2010 over a period of almost 24 h

Up to 29 workers were trapped by the explosion
took place at the Pike River Coal mine, 160 miles
west of Christchurch. Police said the miners, aged
17–62, are believed to be about 1.2 miles (2 km)
down the main tunnel. Rescue workers have been
forced to wait for tests to show the air is safe
before entering the coal mine. All 29 men missing
in a New Zealand coal mine have died after a
powerful second blast tore through the pit

should convey as much information as possible within a length limit. Finally, the summary
must have good linguistic quality, that is, it should be fluent and can be easily understood by
human.

4 Proposed approach

A naive idea of comparative summarization is to extract the comparative sentences from
original articles. Unfortunately, it is not practical because the comparative sentences do not
appear frequently in news articles, and those which are relevant to desired competitors are
even fewer. Instead, we extract proper non-comparative sentences which talk about the similar
aspects in the two topics from the news documents and organize them appropriately to form
comparisons.

The processing procedure of our comparative summarization system is illustrated in Fig. 1.
The main steps include pre-processing, sentence selection and sentence ordering. The pre-
processing step cleans the texts and segments them into information units. The sentence
selection step extracts proper sentences from the original documents by considering both
information representativeness and comparativeness. The sentence ordering step reorganizes
the sentences in the summary to improve the readability of the summary. The details of each
step are described in the following subsections.

4.1 Pre-processing

The pre-processing step aims to clean the texts and extract information units from the texts.
In theory, the semantic information of a text is related to the meaning of words, the syntactic
structure of the sentence, the relation among the sentences, and even the contexts around
the text. To simplify the model, we only take into account the meaning of words in the text.
Similar to the bag-of-words model, we represent the text with a bag-of-concepts, where each
concept is an information unit. Obviously, the more accurate the extracted concepts are, the
better we can represent the meaning of a text. However, it is not easy to extract semantic
concepts accurately. In this study, we use words/stems, named entities and bigrams to simply
represent concepts, and leave the more complex concept extraction for future work.

In the preprocessing step, we first break each document into sentences and then tokenize
each sentence into words and recognize the named entities (We use the Stanford CoreNLP
toolkit6 for NER in English, and an in-house CRF-based NER tool for NER in Chinese. Other

6 http://nlp.stanford.edu/software/corenlp.shtml.
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Fig. 1 The processing procedure
of proposed system

NER toolkits, for example GATE7 and LinPipe,8 will also work). The common stop words
are discarded. For English documents, the stems are used instead of the original words. We
filter out the sentences that contain no more than three non-stop words. The unigram and
bigram of tokens are extracted, and the frequencies of their occurrences are counted.

4.2 Sentence selection

The step of sentence selection aims to extract proper sentences from original documents
to compose a comparative summary. The comparative summary ought to be representative
to the information in each topic, and emphasize the comparisons between the two topics.
We formalize the sentence selection as an optimization problem of selecting sentences to
maximize the representativeness and the comparativeness of the summary. The estimations
of a summary’s representativeness and comparativeness, as well as the optimization model,
are described in the following texts, respectively.

7 http://gate.ac.uk/.
8 http://alias-i.com/lingpipe/.
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4.2.1 Representativeness estimation

As the essential requirement for text summarization, the comparative summary should repre-
sent the salient aspects of each individual news topic, that is, convey the important information
in the documents. The representativeness of the summary can be estimated by the amount and
saliency of information contained in the summary. Note that a concept is a unit of informa-
tion. Therefore, the amount and saliency of information can be estimated by the aggregation
of weights of the concepts.

Intuitively, as the keynotes of the topic, the important information will be mentioned many
times across the articles. Thus the more frequently a concept occurs in the documents, the
more likely it represents a salient piece of information. Based on this assumption, we can
estimate a concept’s saliency with its frequency of occurrences. Formally, the weight wi j of
a concept ci j , is calculated as follows:

wi j = f req
(
ci j , Di

) · id f
(
ci j

)
(1)

where freq(ci j , Di ) is the frequency of occurrences of ci j in Di ; idf (ci j ) is the inverse
document frequency of ci j that penalizes the topic-independent common words, as defined
in Eq. 2:

id f
(
ci j

) = log
|DB |

1 + ∑
d∈DB

I
(
ci j , d

) (2)

where DB is a large background corpus, |DB | is the amount of documents in DB , and
I (ci j , d) ∈ {0, 1} is an indicator function of whether ci j occurs in document d:

I
(
ci j , d

) =
{

1, if f req
(
ci j , d

)
> 0

0, otherwise
(3)

The representativeness of a comparative summary sum is defined as the aggregation of the
concepts’ weights as follows:

Rep (sum) =
2∑

i=1

|Ci |∑

j=1

wi j f
(
ci j , sum

)
(4)

where Ci is the collection of concepts in Di ; f (ci j , sum) is a function to calculate ci j ’s
contribution of information in the summary.

A simple form of f is the frequency function freq(ci j , sum). The basic idea is that the more
frequently a salient concept occurs in the summary, the more sentences focus on the salient
aspects in the topics, and thus the more representative the summary is. The disadvantage of
frequency function is that it does not penalize the redundancy of sentences of in the summary,
and thus, the coverage of information will be low.

Another form of f is the indicator function I (ci j , sum), as used in [11]. The advantage of
indicator function is that it only counts each concept once, so that the optimized summary
tends to contain sentences without overlapping concepts. However, because the summary
should focus on some certain topics, a few overlaps of topic words are necessary. For example,
many sentences in the summary about an earthquake will contain the word “earthquake”,
because it is the topic’ centroid concept that is inescapable.

To balance the information saliency and redundancy, the f should increase as the frequency
grows, but the growth rate of f should decrease gradually, as illustrated in Fig. 2.
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Fig. 2 Graph of function f (x)

In this study, we defined f as follows

f
(
ci j , sum

) =

⎧
⎪⎨

⎪⎩

0 f req
(
ci j , sum

) = 0
∑ f req(ci j ,sum)−1

k=0 αk, 0 < f req
(
ci j , sum

) ≤ N∑N
k=0 αk, f req

(
ci j , sum

)
> N

(5)

where α ∈ [0, 1] (we define 00 = 1 here). The lower α is, the less a redundant concept
instance contributes, and thus the summary tends to contain less redundancy. When α = 0,
then f degenerates to the indicator function. When α = 1, then f is actually the frequency
function which does not avoid any redundancy. N controls the upper boundary of a concept’s
contribution. In this study, we set N= 3.

4.2.2 Comparativeness estimation

According to the definition of comparison, a set of texts can form a comparison only if they
discuss the common aspects of objects. For example,

Lionel Messi named FIFA World Player of the Year 2010. Cristiano Ronaldo Crowned
FIFA World Player of the Year 2009.

The above two sentences compare on the aspect “FIFA World Player”, which is contained
in both sentences. Furthermore, semantic-related concepts can also represent comparisons.
For example, “snow” and “sunny” can indicate a comparison on weather; “alive” and “death”
can imply a comparison on rescue result. If two sentences share a pair of semantic-related con-
cepts, we consider them as potential comparisons. In other words, semantic-related concept
pairs are evidences of comparisons.

Formally, let Ci = {ci j } (i =1, 2) be the set of concepts in the document set Di . A sentence
si j ∈ Di is represented with a subset of Ci . Then a pair of sentences 〈s1a, s2b〉 is a potential
comparison iff

∃c1k1∃c2k2

(
c1k1 ∈ s1a ∧ c2k2 ∈ s2b ∧ rel

(
c1k1 , c2k2

) ≥ τ
)

where rel
(
c1k1 , c2k2

)
is the semantic relevance between c1k1 and c2k2 , and τ is a minimal

threshold. The c1k1 and c2k2 make up an evidence of the comparativeness between s1a and
s2b. In the latter of this paper, we denote a comparative evidence, that is, a semantically
related concept pair, as cek = 〈c1k1 , c2k2〉, where c1k1 ∈ D1 and c2k2 ∈ D2.
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To extract these comparative evidences, we extract the concepts from the documents
and then calculate the semantic relevance between each couple of concepts. The semantic
relevance between two English words is calculated using the algorithms based on WordNet
[43]. The relevance between two Chinese words is calculated based on Hownet [31]. The
relevance between two out-of-vocabulary bigrams wd11wd12, wd21wd22 is calculated as
[rel (wd11, wd21) + rel (wd12, wd22)] /2, where wdi j (i, j = 1, 2) is a word. The collection
of obtained comparative evidences (i.e., semantic-related concept pairs) is denoted as C E =
{cek}.

The weight uk of a comparative evidence cek = 〈c1k1 , c2k2〉 is calculated as:

uk = w1k1 + w2k2

2
(6)

wherew1k1 andw2k2 are the weights of c1k1 and c2k2 , calculated using Eq. 1, respectively.
The comparativeness of the summary sum is calculated as:

Cmp (sum) =
|C E |∑

k=1

uk g (cek, sum) (7)

where g(cek , sum) is a function to calculate cek’s contribution of information. Similar to the
f (ci j , sum) discussed in Sect. 4.2.1, the g(cek , sum) is defined as follows:

g (cek, sum) =
⎧
⎨

⎩

0, f req (cek, sum) = 0
∑ f req(cek ,sum)−1

i=0 αi , 0 < f req (cek, sum) ≤ N∑N
i=0 αi , f req (cek, sum) > N

(8)

where freq(cek , sum) is the frequency of cek’s occurrences in the summary, that is,

f req (cek, sum) = Min
(

f req(c1k1 , sum), f req(c2k2 , sum)
)

(9)

4.2.3 Concept-based comparative summary model

To highlight the comparison among news topics, a comparative summary should contain as
many salient comparative evidences as possible. Besides, it should represent the topics well,
that is, convey the important information of each individual news topic. Thus, the score of
a comparative summary can be calculated as the sum of the comparativeness score and the
representativeness score:

Score (sum) = (1 − λ) · Rep (sum) + λ · Cmp (sum)

= (1 − λ) ·
2∑

i=1

|Ci |∑

j=1

wi j f
(
ci j , sum

) + λ ·
|C E |∑

k=1

uk g (cek, sum) (10)

where λ ∈ [0, 1] is a coefficient that balances the comparativeness and representativeness.
The summary consists of several sentences extracted from the original documents. The aim

of sentence selection is to maximize the score of the summary by selecting proper sentences,
that is,

ComparativeSummary (D1, D2) = arg max
sum∗⊂D1∪D2

Score (sum∗) (11)

The objective function can be optimized using the linear programming algorithm. Let fi j

be a numeric variable that indicates the function value of f (ci j , sum), and gk be a numeric
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variable that indicates the function value of g(cek , sum). Then the optimization subjection
can be defined as:

Max (1 − λ)

2∑

i=1

|Ci |∑

j=1

wi j fi j + λ

|C E |∑

k=1

uk gk (S.1)

Let ni j be an integer variable denoting the value of freq(ci j , sum). The piecewise function
Eq. 5 is equivalent to the following constraints (under N = 3):

fi j ≤ ni j (C.1)

fi j ≤ α · ni j + 1 − α (C.2)

fi j ≤ α2 · ni j + 1 + α − 2α2 (C.3)

fi j ≤ α2 + α + 1 (C.4)

Similarly, let mk be an integer variable denoting the value of freq(cek , sum). According
to Eq. 8, each gk should satisfy the following constraints (under N = 3):

gk ≤ mk (C.5)

gk ≤ α · mk + 1 − α (C.6)

gk ≤ α2 · mk + 1 + α − 2α2 (C.7)

gk ≤ α2 + α + 1 (C.8)

According to Eq. 9, mk should satisfy the following constraints:

mk ≤ n1k1 (C.9)

mk ≤ n2k2 (C.10)

Furthermore, let oiq be a binary variable indicating whether the sentence siq is presented in
the summary, and I (ci j , siq) be a binary constant indicating whether the concept ci j occurs
in the sentence siq , then the frequencies of concepts should meet the following constraints:

ni j =
∑

siq∈Di

I
(
ci j , siq

) · oiq (C.11)
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Finally, the summary should satisfy a length constraint:

2∑

i=1

∑

siq∈Di

liq · oiq ≤ L (C.12)

where liq is the length of sentence siq , and L is the maximal summary length.
Note that the variables fi j , gk, ni j ,mk and oiq are all linear in S.1 and C.1–C.12, and their

coefficients are all constants. Thus, the optimization problem is a mixed integer programming
(MIP) problem. Though the MIP problems are generally NP-hard, considerable works have
been done [9,18,21,57], and several software solutions have been released to solve them
efficiently. In this study, we use the IBM ILOG CPLEX Optimizer9 to solve this problem.
Other MIP optimizer, for example Gurobi Optimizer10 and GPLK,11 will also work.

4.3 Sentence ordering

For better intelligibility, it is necessary to organize the summary according to the compar-
ative aspects. In this study, we use an aggregative clustering algorithm [15] to group the
sentence into several bunches based on the similarity of the sentences. A sentence in the
summary is represented as a weighted vector of the concepts that is contained in the sentence
and the comparative concept pairs where one of the concepts is contained in the sentence.
The similarity of two sentences is calculated using the cosine value of the two vectors.
After the clusters are obtained, we order them according to the numbers of sentences they
contain. The final summary contains two blocks. Each block consists of sentences which
are selected from the same document set. In each block of the summary, we organize the
sentences according to the order of the clusters which they belong to, that is,

∀si ∈ clustera∀s j ∈ clusterb : clustera ≺ clusterb → si ≺ s j

where x ≺ y means x is arranged before y.

5 Experiment

5.1 Dataset

Because of the novelty of the comparative news summarization task, there is no existing
dataset yet for evaluation, and thus, we create our own. We first choose twenty pairs of
comparable topics (ten in English and ten in Chinese, as shown in Tables 2 and 3) and then
retrieve ten related news articles for each topic using the Google News search engine.12

Finally, we write the comparative summary for each topic pair manually. Note that every
reference summary also contains two blocks, each of which concentrates on a single topic in
the pair.

9 http://www-01.ibm.com/software/integration/optimization/cplex-optimizer/.
10 http://www.gurobi.com/.
11 http://www.gnu.org/software/glpk/.
12 http://news.google.com.
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Table 2 Comparable topic pairs
in the English dataset

ID Topic 1 Topic 2

1 Haiti earthquake Chile earthquake

2 Chilean mining accident New Zealand mining accident

3 Nuclear accident of Fukushinia Chernobyl nuclear disaster

4 Iraq withdrawal Afghanistan withdrawal

5 Iran nuclear issue Korea nuclear issue

6 Libya Turmoil Syria Turmoil

7 Nobel price 2009 Nobel prize 2010

8 Oscar/academy award 2009 Oscar/academy award 2010

9 Apple iPad 2 BlackBerry playbook

10 2006 FIFA world cup 2010 FIFA world cup

Table 3 Comparable topic pairs in the Chinese dataset

5.2 Evaluation metrics

Comparative Aspect Recall (CAR): It is defined as the number of human agreed comparative
aspects in the summary. This metric evaluates the performance of comparative extraction.
Overall Responsiveness (OR): The assessors will give an overall responsiveness score to
each summary, based on both content and readability/fluency. It is judged on the 5-point scale
indicating very poor, poor, barely acceptable, good, very good, respectively.
ROUGE: The ROUGE is a widely used metric in summarization evaluation. It measures
summary quality by counting overlapping units between the candidate summary and the
reference summary [27,28]. The n-gram based ROUGE value is calculated as follows:

ROU G E-N =
∑

S∈{Ref Sum}
∑

n−gram∈S Countmatch (n − gram)
∑

S∈{Ref Sum}
∑

n−gram∈S Count (n − gram)
(12)

where n stands for the length of the n-gram, Countmatch(n-gram) is the maximum number of
n-grams co-occurring in a candidate summary and a set of reference summaries, and Count
(n-gram) is the number of n-grams in the reference summaries. The ROUGE-S is similar to
ROUGE-N (N= 2), but based on the skip-bigrams (i.e., pairs of words in their sentence order,
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allowing for a certain gap) instead of the regular bigrams (i.e., pairs of continuous words).
The ROUGE-SU evaluates the co-occurrence of both skip-bigrams and unigrams.

In our experiment, we use the ROUGE-2 (i.e., ROUGE-N with N = 2) values and the
ROUGE-SU4 (i.e., ROUGE-SU allowing gaps within 4 terms) values to evaluate the systems’
performance. In addition, we evaluate each block in the summary respectively and report the
mean of two ROUGE values (denoted as M-ROUGE-2 and M-ROUGE-SU4) to evaluate
whether the comparative summary is related to each topics.

For English dataset, we use the ROUGE toolkit13 to calculate the values. For Chinese
dataset, we first tokenize both the reference summary and the automatically generated sum-
mary and then use a modified version of ROUGE toolkit14 to calculate the values.

5.3 Baseline systems

Baseline 1: Non-Comparative Model (NCM): The non-comparative model treats the com-
parative summarization task as a traditional summarization problem. It merges all the doc-
uments into a single document and selects the most salient and representative sentences as
the summary. In this study, we use the model proposed in [11] because of its simplicity and
good performance.

Baseline 2: Co-Ranking Model (CRM): This model is adapted from [51]. It makes use of
the relations within each topic and the relations across the topics to reinforce scores of the
comparison-related sentences. More specifically, a sentence’s score consists of two parts, that
is, the contribution of related in-topic sentences (representativeness), and the contribution of
related cross-topic sentences (comparativeness).

Formally, let s1i ∈ D1 and s2 j ∈ D2 denote sentences in D1 and D2, respectively. usi

denotes the score of s1i , and vs j denote the score of s2 j . sim(s, s′) denote the similarity of
two sentence s and s′. Then the scores of sentences are computed as follows:

usi = θ ·
∑

s1k∈D1

sim (s1i , s1k) · usk∑
s1p∈D1

sim
(
s1p, s1k

) + (1 − θ) ·
∑

s2 j ∈D2

sim
(
s1i , s2 j

) · vs j
∑

s1p∈D1
sim

(
s1p, s2 j

) (13)

vsi = θ ·
∑

s2k∈D2

sim
(
s2 j , s2k

) · vsk
∑

s2q∈D2 sim
(
s2q , s2k

) + (1 − θ) ·
∑

s1i ∈D1

sim
(
s1i , s2 j

) · us j
∑

s2q∈D2
sim

(
s1i , s2q

) (14)

where θ ∈ [0, 1] is a parameter to balance the influence of representativeness and compara-
tiveness. In this study, we set θ = 0.5. The values of usi and vs j can be computed iteratively.
The algorithm first assigns random initial values to usi and vs j and then recursively compute

the new estimations of us(n+1)
i , vs(n+1)

j using Eqs. 13 and 14 until the values are convergent.
After that, we estimate the score of a cross-topic sentence pair spk = 〈s1k1 , s2k2〉 as

follows:

score(spk) = η · sim(s1k1 , s2k2) + (1 − η)(usk1 + vsk2) (15)

where η ∈ [0, 1] is a factor that balance the comparativeness and the saliency of sentences
(η = 0.5 in this study). The most salient sentence pairs are selected iteratively, and the scores
of remained sentence pairs are updated using the MMR algorithm [7].

13 http://www.berouge.com/.
14 The modification only alters the word filter to allow Chinese words.
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Table 4 The evaluation results on the english dataset

Model CAR OR ROUGE-2 ROUGE-SU4 M-ROUGE-2 M-ROUGE-SU4

Baseline 1 /NCM 1.9 2.6 0.219 0.256 0.152 0.182
Baseline 2 /CRM 2.3 2.9 0.215 0.259 0.167 0.207
CCM 3.5 3.4 0.274 0.305 0.221 0.249

The best result in each metric is marked in bold

Table 5 The evaluation results on the Chinese dataset

Model CAR OR ROUGE-2 ROUGE-su4 M-ROUGE-2 M-ROUGE-su4

Baseline 1/NCM 1.6 2.4 0.164 0.175 0.132 0.141
Baseline 2/CRM 2.0 2.7 0.181 0.203 0.170 0.184
CCM 3.1 3.3 0.216 0.225 0.190 0.200

The best result in each metric is marked in bold

5.4 Experimental results

We apply all the systems to generate comparative summaries with a length limit of 400 words.
The evaluation results are shown in Tables 4 and 5. The NCM and CRM models are described
in Sect. 5.3, and the concept-based comparative model (CCM model) is our proposed model.
In this experiment, the λ and α in CCM are set as follows: λ = 0.3, α = 0.5 for English
dataset (Table 4), and λ = 0.5, α = 0.5 for Chinese dataset (Table 5).

Compared with the baseline systems, our proposed model achieves the best scores over all
metrics. It is not surprising that the NCM model does not perform well in this task, because it
does not focus on the comparisons. The CRM model utilizes the similarity between two topics
to enhance the score of comparison-related sentences. However, the sentences in a comparison
usually share only a few words in common, and thus the similarities among them are low.
In such cases, the co-ranking algorithm can barely benefit from the cross-topic relations.
The CCM model calculates the score of summary explicitly using scores of comparative
concepts and representative concepts. It balances these two factors and is not affected by the
low similarities among sentences. Besides, it uses a mixed integer programming model to
find a globally optimized solution. Thus it achieves good performance on both comparison
extraction and summarization.

5.5 Parameter effect

In our model, there are two important parameters, λ and α. λ balances the importance of
comparativeness and the importance of representativeness, while α balances the information
saliency and the redundancy. Intuitively, both λ and α should be medium, neither too big nor
to small. To verify this assumption, we run the system with different settings of λ and α and
evaluate them using the ROUGE values.

First, we set α = 0.5 and range λ from 0 to 1 in step of 0.1. The results in English and
Chinese corpus are shown in Figs. 3 and 4, respectively. In both corpuses, the performance
first increases as λ grows and then reaches top at a medium value of λ. After that, it decreases
instead as λ continuously grows.

It is interesting that the performance of considering representativeness only (λ = 0) is
superior to the performance of considering comparativeness only (λ = 1) in the English
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Fig. 3 The system performances
on the English dataset with
different λ settings

Fig. 4 The system performances
on the Chinese dataset with
different λ settings

dataset. The possible reason is that the English news articles contain more wide informa-
tion, for example, interviews and quotations. These less important information leads to some
inessential comparisons and thus harm the performance. On the other hand, the focused
points of related news topics are much the same, and thus the representative summaries of
each topic are likely to be comparative. The Chinese news articles mostly consist of objec-
tive descriptions of the news event, and thus the comparisons are more likely to focus on
the salient aspects. Generally speaking, λ should be small (i.e., emphasize the representa-
tiveness) on the news articles of divergent themes, and be medium on the news articles of
compact themes. In practice, the optimized parameters can be learned by using an evaluation
dataset.

To investigate the effect of α, we set λ to the best setting according to the previous
experiment and range α from 0 to 1. The results are illustrated in Figs. 5 and 6. Similar
to the effects of λ, the system also performs best at a medium value of α. Notice that the
fluctuation of performances in English corpus is little when α ∈ [0.2, 0.5], and thus α = 0.5
is an acceptable setting for both corpuses.
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Fig. 5 The system performances
on the English dataset with
different α settings

Fig. 6 The system performances
on the Chinese dataset with
different α settings

5.6 Case study

Tables 6 and 7 show the reference summary and the system-generated summary for World Cup
2006 versus World Cup 2010, respectively. The generated summary introduces the champions,
the Golden Ball winners, the Young Players of two World Cup matches, the effects to the
economy, etc. However, it also makes a comparison on Golden Shoe winner and Golden
Glove winner. The primary cause is the word “Golden”, which is not an appropriate unit of
concept. To overcome these defects, more precise concept extraction and relation extraction
should be applied.

Tables 8 and 9 show the reference summary and the system-generated summary for
Wenchuan Earthquake vs. Yushu Earthquake. The generated comparative summary presents
the times, locations, rescue efforts & effects, and responses of foreign countries in the two
earthquakes in China. Overall, it has good quantity in comparison. However, the sentences
(1.8) and (1.9) are not quite appropriate to be compared with the sentence (2.7), because
the former two sentences describe the responses of foreign governments, while the latter
one describes the response of a foreign media. The representativeness of some aspects is a
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Table 6 The reference comparative summary about two World Cup matches

World cup 2006 World cup 2010

Italy claimed a fourth world title in a penalty
shoot-out victory over France after the two sides
finished a goal apiece following extra-time in
Berlin’s Olympic Stadium on Sunday

Spain have won the 2010 FIFA World Cup South
Africa final, defeating Netherlands 1-0 with a
wonderful goal from Andres Iniesta deep into
extra-time.

France captain Zinedine Zidane won the Golden
Ball award for the tournament’s best player

Uruguay star striker Diego Forlan won the Golden
Ball Award as he was named the best player of the
tournament at the FIFA World Cup 2010 in South
Africa

Lukas Podolski was named the inaugural Gillette
Best Young Player by FIFA’s TSG after scor-
ing three goals and contributing boundless energy
to Germany’s enthralling FIFA World Cup
campaign

German youngster Thomas Mueller got double
delight after his side finished third in the tourna-
ment as he was named Young Player of the World
Cup by the FIFA Technical Study Group (TSG)
and he also won the Golden Boot Award for the
tournament’s top-scorer.The net economic bene-
fit from hosting the World Cup for South Africa,
in terms of current and future tourism impact, is
unclear

Germany striker Miroslav Klose was the Golden
Shoe winner for the tournament’s leading scorer

South Africa will have five brand new state of the
art football stadiums that seat an average of 50,400
spectators and five newly renovated stadiums that
seat an average of 53,300

Germany’s minister of economics and technol-
ogy, Michael Glos, says he is confident the World
Cup will boost the economy.

In Berlin, about 3,50,000 people watched Ger-
many at the FIFA fan fest on Wednesday night,
while 56,836 people attended the fan fest in Dur-
ban

An average of 52,500 fans packed into the 12
stadiums for the 64 matches

A global TV audience of more than 700 million
watched Sunday’s World Cup final, according to
the tournament’s organizers

In Berlin, for example, police estimated that up
to one million fans converged on the official Fan
Fest public viewing venue in front of the Branden-
burger Tor on Saturday to watch the host nation
beat Sweden for a quarterfinal berth
Television audiences for the 2006 FIFA World
cupTM in Germany are being collated as the tour-
nament progresses and it already looks as if they
are heading for the record books

bit low. For example, the sentence (1.2) mentions the property damage, but does not report
the exact amount of the damage. The features of representativeness need to be further studied.

6 Conclusion & future work

The comparative analysis of related news topics is useful in many applications. In this study,
we propose a novel approach to summing up the commonalities and differences among
comparable news topics. We formalize the task as a problem of selecting sentences to max-
imize both the comparativeness and the representativeness, propose an estimation function
based on concept-level evidences, and solve it using linear programming. The experiment
results show that our model outperforms the baseline systems in comparison extraction and
summarization.
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Table 7 The system-generated comparative summary about two world cup matches

World cup 2006 World cup 2010

(1.1) Italy claimed a fourth world title in a penalty
shoot-out victory over France after the two sides
finished a goal apiece following extra-time in
Berlin’s Olympic Stadium on Sunday

(2.1) Spain have won the 2010 FIFA World Cup
South Africa final, defeating Netherlands 1-0 with
a wonderful goal from Andres Iniesta deep into
extra-time

(1.2) France captain Zinedine Zidane, sent off for
head-butting Marco Materazzi late in Sunday’s
World Cup final loss to Italy, won the Golden Ball
award for the tournament’s best player

(2.2) Uruguay star striker Diego Forlan won the
Golden Ball Award as he was named the best
player of the tournament at the FIFA World Cup
2010 in South Africa

(1.3) Lukas Podolski was named the inaugural
Gillette Best Young Player by FIFA’s TSG after
scoring three goals and contributing boundless
to Germany’s enthralling FIFA World Cup cam-
paign

(2.3) German youngster Thomas Mueller got dou-
ble delight after his side finished third in the tour-
nament as he was named Young Player of the
World Cup

(1.4) Germany striker Miroslav Klose was the
Golden Shoe winner for the tournament’s lead-
ing scorer

(2.4) Mueller scored five goals in the tournament
just like Forlan, Sneijder and Villa

(1.5) Germany’s minister of economics and tech-
nology, Michael Glos, says he is confident the
World Cup will boost the economy

(2.5) Among the winners were goalkeeper and
captain Iker Casillas who won the Golden Glove
Award

(1.6) In 1998, the first four German games
attracted a cumulative audience of 85.5 million,
on average half a million viewers fewer per match
than in 2006

(2.6) The net economic benefit from hosting the
World Cup for South Africa, in terms of current
and future tourism impact, is unclear

(1.7) England’s fans brought more color than their
team.

(2.7) A global TV audience of more than
700 million watched Sunday’s World Cup final,
according to the tournament’s organizers
(2.8) Only four of the 212 matches played drew
more than 40,000 fans

Due to the complexity of news topics and semantic requirements of comparisons, the
comparative summaries are still far from satisfactory. In future work, we are going to utilize
more semantic information in this task to enhance the quality of summarization. First, the
comparative evidences need to be further anatomized. Intuitively, adverbs will not lead to
comparisons unless they modify similar actions. We will introduce syntactic structures into
comparative evidence extraction in future work. We are also going to use more resources,
such as Wikipedia, to calculate the semantic relatedness among concepts. Second, the rep-
resentativeness can also take into account relatedness among concepts. When a concept is
presented in the summary, its similar concepts are not necessary to be selected. The weights of
concepts can be tuned using machine learning techniques. Finally, we are going to formalize
the sentence ordering step in more compact way, in the consideration of both comparativeness
and coherence.

In the future, we are also going to extend the task of comparative summarization. First,
comparisons of more than two topics can be studied. Second, it is better to separate the com-
monality and difference of news topics and extract the key phrases indicating the compared
aspects. Third, a comparison of the snapshots along the timeline of a continual event can be
studied. This particular kind of comparison mainly focuses on the difference and evolutions
among snapshots. Finally, it is an interesting problem to compare cross-lingual news topics,
where contradictions are the most important information.
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Table 8 The reference comparative summary about two earthquakes
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Table 9 The system-generated comparative summary about two earthquakes
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The evaluation methods of comparative summarization can also be further studied. In this
study, we use the automatically calculated ROUGE values, manually annotated Comparative
Aspect Recall and Overall Responsiveness to evaluate the systems’ performance. Additional
independent human evaluation should be involved to strengthen the reliability of evaluation.
We also plan to investigate the correlation between automatically calculated metrics and
manual ratings to verify the reliability of those metrics.
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