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Abstract Scientific progress in recent years has led to the generation of huge amounts of
biological data, most of which remains unanalyzed. Mining the data may provide insights
into various realms of biology, such as finding co-occurring biosequences, which are
essential for biological data mining and analysis. Data mining techniques like sequential pat-
tern mining may reveal implicitly meaningful patterns among the DNA or protein sequences.
If biologists hope to unlock the potential of sequential pattern mining in their field, it is neces-
sary to move away from traditional sequential pattern mining algorithms, because they have
difficulty handling a small number of items and long sequences in biological data, such as
gene and protein sequences. To address the problem, we propose an approach called Depth-
First SPelling (DFSP) algorithm for mining sequential patterns in biological sequences. The
algorithm’s processing speed is faster than that of PrefixSpan, its leading competitor, and it
is superior to other sequential pattern mining algorithms for biological sequences.

Keywords Sequential patterns - Pattern mining - Data mining - Bioinformatics

1 Introduction

Biological experiments have generated vast amounts of data, most of which remains
unanalyzed. How to process the data and utilize the results in practical applications are
therefore important areas of research. Data mining is a step in process used to discover
knowledge in a database. In general, the objective of data mining is to discover implicit
knowledge and special relationships automatically. Mining the biological data can help biol-
ogists discover implicit biological knowledge. Data mining techniques include association
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rules, sequential patterns, classification, clustering, and time series [8,12]. Applying these
techniques to process numerous biological data are important issues.

There are some important issues about biological data analysis or biological data
mining, such as finding co-occurring biological sequences, effective classification of bio-
logical sequences, and cluster analysis of biological sequences [6,11,39]. Sequential pattern
mining algorithms facilitate identification of co-occurring biological sequences and the dis-
covery of relationships in DNA or protein sequences [17,18]. In the field of biology, it has
been shown that sequential pattern mining is useful for identifying hot regions in protein—
protein interactions, predicting transcription factor binding sites, selecting representative
characteristics, classifying biosequences, compiling gene regulatory expression profiles, and
recognizing protein folds.

Frequent pattern mining and sequential pattern mining have broad applications, such as
mining web log patterns, biological patterns, purchasing patterns, and so on. Here are some
recent relevant papers, which are published in 2011. Generating web navigation patterns
is integrated with semantic information [33]. The text mining and association rule mining
methods are used to handle the warranty data [31]. For describing the data, the most interesting
itemsets are discovered [23]. For interval-based data, closed temporal patterns are generated
efficiently [9]. The specific graph structure is used to generate top-k maximal frequent item-
sets [32]. The video event is detected by high-level semantic trajectory [36]. The unified
view of the various apriori-based frequency counting methods is proposed for serial episodes
[1]. Mining sequential patterns has generated a great deal of interest in the academic com-
munity because of its perceived usefulness. As a result, a large number of approaches have
been proposed, for example, traditional sequential pattern mining [2,4,5,13,14,27,34,40,41],
incremental sequential pattern mining [10,21,25,26], progressive sequential pattern mining
[19], closed sequential pattern mining [35,38], maximal sequential pattern mining [22],
and sequential pattern mining of data streams [16,24]. In general, traditional sequential
pattern mining algorithms have two famous types, apriori-based approaches [5,34,41] and
projection-based approaches [14,27,30] for technique aspects. The two types of algorithms
have numerous variations and applications.

In traditional frequent pattern mining methods, WAP-tree [29] does not suit for the
biological sequential pattern mining problem, because these sequences will make it too much
branches. The mining process will cost a lot of memory and execution time. The header table
of H-struct [28] cannot handle the repeatable items of sequences in sequential pattern mining
problem. In the traditional sequential pattern mining problem, a large number of items and
shorter sequences are in opposition to biological sequences. Gene and protein sequences have
two distinctive features. First, gene and protein sequences are made up of combinations of
four letters and twenty letters, respectively. Second, they are usually hundreds or thousands
of length. Traditional sequential pattern mining algorithms have difficulty handling a small
number of items and long sequences in biological data. Consequently, they are not effective
in mining biological sequences. The projection-based pattern growth algorithms mentioned
above in traditional sequential pattern mining are used to process long sequences, but the
running time is excessive. They need to construct and scan corresponding projected databases
many times to generate long sequential patterns. Apriori-based algorithms, the other type of
algorithm used in traditional sequential pattern mining, have the same limitation, that is, a
long processing time. Furthermore, both types of algorithms are designed to handle a large
number of items and shorter sequences, such as transaction sequences; therefore, they cannot
process biological sequences efficiently.

In an attempt to move away from traditional sequential pattern mining algorithms and solve
the problems they pose, we propose a novel approach called the Depth-First SPelling (DFSP)
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algorithm for sequential pattern mining of biological sequences. Compared with the above-
mentioned traditional algorithms, DFSP has a shorter running time when mining biological
sequences. There are two reasons for its superior performance. First, the three-dimensional
list of sequences, which has three dimensions, is constructed by only scanning the database
once. Second, sequential patterns are generated by our DFSP-Expansion algorithm, which
involves two steps: (a) depth-first spelling the candidate sequential patterns and (b) verifying
the patterns by using direct access to the first two dimensions of the three-dimensional list,
and a binary search (finding a larger minimum value) for index in the third dimension. Then,
the present sites are written to the counting sequence site, which can be counted for the
pattern support. If the candidate patterns satisfy the support constraint, they are regarded as
sequential patterns. The DFSP-Expansion component utilizes a depth-first recursive process
and keeps running recursively until all the spelling processes stop.

Some traditional biological research and biological computing problems [3,7,15,20] are
related to sequential pattern mining problems. In the biological computing domain, motif
finding problems involve finding a set of /-mers that represent strings of length /,while
sequence alignment problems involve computing sequence similarities. Sequential patterns
of biological sequences represent to have been conserved in biological sequences during long
evolution which may be useful functions in biology. The 2PDF method [37] was the first
sequential pattern mining algorithm designed specifically for biological sequences. In contrast
to the complete set of patterns in traditional sequential pattern mining problems, the 2PDF
method generates new and different types of patterns, which have the form “Py % Py % - - - %
Pix---xP,_1 % P,.” “P;” denotes a frequent segment. A segment that is longer than MinLen
(minimum segment length) is called a frequent segment. The symbol “x” represents the
arbitrary lengths of items or gaps. Segments are extracted from all sequences by a generalized
suffix tree. The segment tree (composed of the segments) is used to generate the pattern tree
in the 2PDF method. Only setting MinLen =1 for the 2PDF method represents that the method
mines the complete set of sequential patterns. The complete set of sequential patterns means
that the complete set of all length sequential patterns such as {(A), (T), (C), (G)} may be
the complete set of length 1 sequential patterns in DNA sequences. The segment tree in the
2PDF method is too large when MinLen =1, and the pattern tree in the method is generated by
a combinatorial method; thus, these techniques generate too many patterns (all combinations
of the “*” site). For example, if the DFSP, SPAM [5], or PrefixSpan [27] merely generates
the pattern “a*b*c*d,” the 2PDF method may generate the patterns “abc*d,” “ab*cd,”
“a*bcd,” “ab*c*d,” “a*bc*d,” “a*b*cd,” and “a*b*c*d.” This example obviously shows
that the 2PDF method mines too many patterns for biological sequences.

Our complexity analysis and experimental results show that the DFSP algorithm is one
of the fastest known algorithms for sequential pattern mining of biological sequences. It
is faster than PrefixSpan [27], one of the fastest traditional-type sequential pattern mining
algorithms. We find that PrefixSpan is faster and requires less space than SPAM [5], 2PDF-
Index, and 2PDF-Compression [37] when mining the complete set of sequential patterns.
This experimental result is shown in Fig. 8 in [37]. To evaluate the DFSP algorithm, we
conducted a series of experiments. First, we used DFSP and PrefixSpan to process simulated
DNA and protein sequences and compared the results. Then, we compared the algorithms’
performance in processing various parameters in simulated biological sequences and process-
ing actual biological sequences for validation. The results show that DFSP algorithm
processes biological sequences faster than PrefixSpan and it is more scalable.

Several reasons account for DFSP’s superior processing speed and scalability. We compare
DFSP with projection-based pattern growth algorithms and the 2PDF method. First, unlike
traditional projection-based pattern growth algorithms like PrefixSpan, DFSP algorithm does
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not need to construct corresponding projected databases, so it also does not have to scan
that databases. Thus, it saves recursively projecting and scanning time. For example, for a
biological sequence {X : atacgat,Y : atcacga, Z : taacgca} with minimum support A
equal to 3, PrefixSpan must first scan all sequences to generate frequent items { “a,” ”t,” "c,”
”g”}. Then, it generates projected databases for “a,” “t,” “c,” and “g” individually. The pro-
jected databases are {tacgat,tcacga, acgca},{acgat, cacga, aacgca},{gat,acga, gca},
and {at, a, ca}, respectively. After projecting projected database of “a,” PrefixSpan scans all
the sequences in the projected database of “a” to generate frequent items {“a,” "¢,” ’g,”}
and then generates projected databases for “aa,” “ac,” and “ag” individually. PrefixSpan
projects the databases recursively until it cannot generate any more frequent items, as shown
in Fig. 1.

Algorithm DFSP-Expansion (W, C, P)

Require: The three-dimensional list P and the support threshold A.

Ensure: The complete set of sequential patterns

1. forS=1toN do /* Nis the number of sequences.*/
2. Initialize flag = false;

3. Initialize first = 1;

4. Initialize last = the length of P(W, S) in the list;
5. /* Wis the letter. */

6. Initialize count = 0;

7. if C(S) has a value then

8. /* C is the counting sequence site. */
9. while first £ last

10. m = (first + last) / 2;

11. if C(S) less than P(W, S, m) then
12. near = P(W, S, m);

13. last=m -1,

14. flag = true;

15. else

16. first=m+1;

17. end if

18. end while

19. end if

20. if flag equals true then

21. C(S) = near;

22. count = count + 1;

23. else

24, C(S) =null;

25. end if

26. if count 2 ) then

27. break;

28. end if

29. end for

30. if count 2 ) then

31. for each letter 7 do,

32. call DFSP-Expansion (W, C, P);
33. end for

34. end if

Second, unlike the 2PDF-Index and 2PDF-Compression algorithms, DFSP does not need
to construct a generalized suffix tree. Furthermore, it does not need to link entries, construct
segment trees, or maintain auxiliary sets. For example, in the biological sequence {X :
atacgat,Y : atcacga, Z : taacgca}, whose minimum segment length is 1 and minimum

support A is 2, { “a,” “l‘,” “C,” “g,” “at,” “ac,” “ta,” “ca,” “Cg,” “ga,” “Lng,” “Cgél,” and
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Fig. 1 An example of the partial PrefixSpan process

“acga”} are frequent segments generated from the constructed generalized suffix tree by
2PDF-Index and 2PDF-Compression algorithms. The actions of linking entries for 2PDF-
Index are in the SP-index. For example, the leaf entries for the SP-index of the base segment
“a”are ((s1, 1), ptr), (s1, 3), ptn, (s1, 6), nil), (s2, 1), ptr), (s2,4), ptr), ({(s2,7), nil),
((s3, 2), ptr), ({s3, 3), ptr), and ({(s3, 7), nil). Each “ptr” links to the leaf entry for next
base segment in the SP-index, as shown in Fig. 2. Then, the 2PDF method organizes { “a,”
acg,’ “cga,’

99 66,99 GC 99 G 99 ¢

“t)”“c) “g) “at,

99 < 99 ¢ 99 < 99 ¢
s

ac) “ta) “ca) “cg) “ga cga,” “acga’} into the segment tree
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Fig. 2 An example of the SP-index for 2PDF-index

Fig. 3 An example of the segment tree in the 2PDF method

by the prefix order relation shown in Fig. 3 and uses all the segments to recursively generate
the frequent patterns shown in Fig. 4. The auxiliary sets of the 2PDF method maintain the
items of the set in this branch, which would not occur in the lower level of this branch, but
the auxiliary sets need a great deal of maintenance and verification time.

The remainder of this paper is organized as follows. Sect. 2 defines the problem of the
sequential pattern mining for biological sequences. The DFSP algorithm and complexity
analysis are presented in Sect. 3; the experimental results are discussed in Sect. 4. Section 5
contains some concluding remarks.

2 Problem definition
LetI = {i1,i2,...,ia} be the set of all letters. In addition, let A = 4 be a simulated DNA

sequence and A = 20 be a simulated protein sequence. A sequence is an ordered list of letters.
A sequence s is denoted by {s1, 52, 53, ..., 5}, where s; is a letter. In general, biological
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Fig. 4 An example of a partial pattern tree in the 2PDF method

sequences are long, and a letter can appear several times in a sequence. The support count of
a sequence « is the number of tuples containing « in the biological DB. If the support count
is larger than the minimum support count, then the sequence « is called a sequential pattern.
Basically, the problem is not limited with any kinds of biological sequences. The following
is an example of a biological sequence: {X : atacgat, Y : atcacga, Z : taacgca}.

3 The DFSP algorithm and its complexity

In this section, we introduce the Depth-First SPelling (DFSP) algorithm for sequential pattern
mining of biological sequences. First, we describe in more detail what the DFSP algorithm
is in Sect. 3.1 and then provide an example of the algorithm in Sect. 3.2. Finally, we analyze
its complexity.

3.1 The DFSP algorithm

The DFSP algorithm is executed in two steps. First, a three-dimensional list is constructed
by scanning the given biological database once, and then the DFSP-Expansion operation
generates sequential patterns. Spelling candidate sequential patterns and verifying the pat-
terns are contained in DFSP-Expansion. Direct access and the binary search with the three-
dimensional list are included in the verification process. The site of the next occurrence of
each letter depends on the letter’s prefix in each pattern generating process. Consequently,
we design the three-dimensional list and the counting sequence site for DFSP-Expansion.
For the counting sequence site, the site of the next occurrence cannot be stored in advance
because it is not known and the total number of possible sites for the next occurrence is too
large.

Definition 1 (The three-dimensional list). The three-dimensional list has three dimensions:
the numbers of letter A;, the numbers of sequence E;, and the numbers of the site Wy,
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Fig. 5 a An example of a three-dimensional list. b An example of a partial DFSP-Expansion

which represents the letter A; of the first dimension occurring in the sequences of the second
dimension E;.

The sequence number E; is the number of each sequence. The site number Wy is the
number of each position. Figure 5a shows an example of a three-dimensional list.

Definition 2 (Counting sequence site in the three-dimensional list). The counting sequence
site. C; represents Wy in each E; in the spelling sequential pattern process. Let a =
(t112. . .t,—1) be a sequential pattern in a biological database D, and let 8 = (t12. . .ty—1ty)
be a sequence with the prefix «. Wy represents the counting sequence site C; of 8. (W) may
not have a value in each E). The value of Wy, which is determined by using the letter (t,)
in each E; on the three-dimensional list, must be larger than the counting sequence site C;
of a.
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For the pattern, the counting sequence site records the positions of the latest item in each
sequence. The value of each position for the counting sequence site represents that it must
be instead by the smallest one of lager positions in the next time. If it can find larger one,
it represents contributing one support count to the candidate pattern; otherwise, it does not
need to search the sequence below this pattern hereafter.

Definition 3 (Support count for the DFSP algorithm). The support count of § is the number
of the attributes that have value in counting sequence site C;. A pattern f is regarded as a
sequential pattern only if the support count y is larger than the minimum support count.

The DFSP algorithm is assured to generate the complete set of sequential patterns. DFSP’s
pattern generating method is clearly different to that of PrefixSpan, but both algorithms
generate the complete set of sequential patterns in the same order. Similar to the proof of
PrefixSpan, the problem partitioning technique is used to show that the DFSP generates the
complete set of sequential patterns.

3.2 Example: the DFSP algorithm

The following example illustrates the execution of the DFSP algorithm. In this example, DFSP
mines a set of letters {a, ¢, ¢, g} in the sequence database D, {X : atacgat, Y : atcacga, Z :
taacgca} with a minimum support A = 3. The steps are as follows:

1. Scan D once to build a three-dimensional list, as shown in Fig. Sa.

DFSP scans the sequence S and put the scanned letter A; into the three-dimensional list with
the value Wy.

2. Find sequential patterns using DFSP-Expansion, as shown in Fig. Sb:

(i) DFSP depth-firstly process spells letter / in order to enumerate candidate sequential
patterns «.
(ii) DFSP verifies that the support of candidate pattern o is larger than the minimum
support by using the three-dimensional list and the counting sequence site C;.
(iii) If the support of a candidate pattern « is larger than the minimum support, the pattern
is a real sequential pattern and the process keeps running recursively.

Letus look at the above steps in more detail. In the example shown in Fig. 5a, “T” occurs in
positions 2 and 7 of the sequence X, which represents Sj. In Fig. 5b, the depth-firstly process
spells the candidate pattern “CA.” The values in dimension “A” of the three-dimensional list
are searched in order to find a minimum value that is larger than the value in the CI site. This
search technique is the binary search. Its pseudo codes are from line 9 to line 18 in Algorithm
DFSP-Expansion. We find that 6 is larger than 4 in Sy, 4 is larger than 3 in S,, and 7 is larger
than 4 in S3. The new CI (6, 4, 7) is larger than the previous CI (4, 3, 4). The support is
greater than the minimum support 3, so the candidate pattern “CA” is a sequential pattern
(support = 3). The process continues to depth-firstly spell and verify candidate sequential
patterns. Then, another candidate pattern “AT” is looked at. The values in dimension “T” of the
three-dimensional list are searched. No value is larger than 2 in S3, so the new Clis (2, 2, -) and
the supportis 2. Thus, the candidate pattern “AT” is not a sequential pattern. Since this spelling
candidate pattern fails, the process will not continue to spell subsequent candidate patterns
after this candidate pattern. The counting sequence site and the binary search technologies
are effective especially in longer candidate patterns and more sequences. DFSP outperforms
PrefixSpan in terms of mining sequential patterns of the complete set in biological sequences
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because of its conciseness, suitability (for few letters and long sequence lengths), and fewer
redundant actions (in opposition to other sequential pattern mining algorithms for biological
sequences).

3.3 Complexity analysis

PrefixSpan, one of the fastest traditional algorithms, mines the complete set of sequential
patterns faster than SPAM, 2PDF-Index, and 2PDF-Compression. We therefore analyze and
compare the time complexity of the proposed DFSP algorithm with that of PrefixSpan as
opposed to any of the others. The sequential patterns identified by the DFSP are the same
as PrefixSpan. In the following discussion, “L” denotes the length of a sequence, “A” is the
number of letters, “N” is the number of sequences, and “P” is the projecting time of an
item. We make two assumptions: (i) The minimum support count is 1 and (ii) the items are in
uniform distribution. The assumptions do not have loss of fairness to compare the complexity
of DFSP with that of PrefixSpan.

The process for deriving the complexity of our algorithm is explained below. The time
complexity of scanning a database to build the three-dimensional list is O (L N); the number
of building nodes for DFSP-Expansion is less than O (2L —2L~4) = 0(2F); and the number
of next level nodes created in the spelling process is less than O (A). The average value for
the numbers of site number in the three-dimensional list is (L/A). Each verification of a
candidate sequential pattern with the three-dimensional list takes O (N (log, %)) time. The
total time complexity of DESP is O(LN) + 0(2L) x 0(4) x O(N(log, %)) = O(LN +
2L AN (log, %)). For biological sequences where L is large and A is small, the total time
complexity of DFSP is O (2L N(log, L)).

PrefixSpan requires O(LN) time to scan a database and count the number of frequent
items. The number of building projected databases for PrefixSpan is less than O (2L —
2L=4y = 0(2%). The algorithm scans each sequence to count frequent items and project
them to the next level of process; thus, the time cost is O(NLA + PNLA). O(LN) +
02 x O(NLA+PNLA) = O(LN+2YANL+2L PANL) is the total time complexity
of PrefixSpan. O (2L N L 42 PN L) is the total time complexity of PrefixSpan for biological
sequences in which L is large and A is small.

The above complexities, O (LN + 2L AN (log, %)) and O(LN +2LANL +2LPANL),
show that DFSP algorithm can mine a database faster than PrefixSpan when L is large and
A is small. In biological sequences, L is large and A is small; thus, the time complexity
is O(ZLN(10g2 L)) and OQRENL + 28 PNL) for DFSP and PrefixSpan, respectively.
O(log, L) and O(L + PL) is the major difference between these two algorithms, so DFSP
can mine biological sequences much faster than PrefixSpan.

4 Performance evaluation

We conducted a number of experiments to evaluate the performance of DFSP. In Sect. 4.1, we
compare DFSP’s performance with that of PrefixSpan in mining simulated DNA and protein
sequences. In Sect. 4.2, we test various parameters and real biological data for the two
algorithms; in Sect. 4.3, we explain why DFSP outperforms PrefixSpan. All the experiments
were performed on a 3.20 GHz Pentium(R) 4 PC with 1 GB of RAM. The operating system
was Microsoft Windows XP Professional (2002); the programs were written in Microsoft
Visual C++ 6.0.
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Fig. 6 a Execution Time (L = 25,A = 4, and N = 1,000). b Execution Time (L = 25, A = 4, and
N = 1,000). ¢ Execution Time (L = 30, A = 4, and N = 1,000). d Execution Time (L = 35, A = 4, and
1,000)

4.1 Simulated DNA and protein sequences

The synthetic DNA and protein sequence data used in the experiments followed [34]. In the
following discussion, L represents the length of a sequence, A is the number of letters, N is
the number of sequences, and S is the minimum support.

When A =4 (for simulated DNA sequences), L is increased from 25 to 35, as shown in
Fig. 6a—d. According to Fig. 6a, both DFSP and PrefixSpan mine the data much faster than
SPAM. However, Fig. 6b—d show that DFSP outperforms PrefixSpan on the datasets. In each
figure, the horizontal axis represents the minimum support, and the vertical axis represents
the runtime (in seconds). The number of letters, which are simulated DNA sequences in this
experiment, is 4; the number of sequences is 1,000; and the lengths of the sequences are 25,
30, and 35. The runtime rate is equal to PrefixSpan’s runtime divided by that of DFSP. The
runtime rates in Fig. 6d are 15.41, 16.03, 16.07, 20.33, and 20.38. The rate increases as the
minimum support gets larger. In other words, the runtime of one is lower than the other.

When A =20 (for simulated protein sequences), L is increased from 25 to 35, as shown
in Fig. 7a—d. Figure 7a shows that DFSP and PrefixSpan perform much faster than SPAM.
However, as shown in Figs. 7b—d, DFSP outperforms PrefixSpan. The number of letters,
which are simulated protein sequences in this experiment, is 20; the number of sequences
is 1,000; and the lengths of the sequences are 25, 30, and 35. Compared to the results in
Figs. 6b—d, when A gets larger and L remains the same, the runtime is shorter. Both DFSP
and PrefixSpan generate far fewer sequential patterns where A increases, but L and S remain
the same. In situations where the minimum support countis 1, A gets larger, and L remains the
same, the runtimes of DFSP and PrefixSpan are longer than in situations where the minimum
support is large enough. This is because the algorithms have to generate more sequential
patterns. The runtime rates in Fig. 7d are 4.95, 5.06, 5.10, 5.27, and 5.52. The rate increases
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Fig. 8 a Execution Time (L =30, A =4, and S = 0.9). b Execution Time (L = 30, A =4, and S = 0.9)

as the minimum support gets larger. With A=4 and A =20, the runtime rate is lower when
the minimum support is lower, or A is larger. The larger the value of A, the lower will be the
runtime rate.

4.2 Various parameters and real data

We used various parameters and real biological sequences to compare the performance of
DFSP with that of PrefixSpan. When N is increased, both algorithms mine much faster
than SPAM as shown in Fig. 8a. However, DFSP outperforms PrefixSpan when N is larger
(Fig. 8b). The length of the sequences is 30; the number of simulated DNA sequences is 4; the
minimum support is 0.9; and the numbers of sequences are 4,000, 5,000, 6,000, 7,000, 8,000,
and 9,000. Moreover, although PrefixSpan is scalable [14,27], DFSP is more scalable. In
Fig. 8b, DFSP’s runtimes look like a straight line due to the proportional scale. The runtimes
are 1.421s (4,000 sequences), 1.6405s (5,000 sequences), 1.953 s (6,000 sequences), 2.593 s
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Fig.9 aExecution Time (A =4, N = 500, and S = 0.9). b Execution Time (A =4, N = 500, and S = 0.9)

(7,000 sequences), 2.671 s (8,000 sequences), and 3.125s (9,000 sequences). The variations
are not as obvious in Fig. 8b as they are from the runtime rates (67.44, 81.48, 94.57, 106.08,
118.67, and 131.71). The runtime rate increases as the number of sequences increases.

When L is increased, DFSP and PrefixSpan perform much faster than SPAM, as shown
in Fig. 9a. However, DFSP algorithm mines much faster than PrefixSpan when L is larger
(Fig. 9b). The number of simulated DNA sequences is 4; the number of sequences is 500;
the minimum support is 0.9; and the lengths of the sequences are 45, 46, 47, 48, 49, and
50. The runtime of DFSP shows a steady rise in runtime as L increases when compared to
PrefixSpan. In the experiment, the maximum sequence length is 50, because we have already
shown that DFSP is significantly faster than PrefixSpan and the latter’s runtime increases
exponentially. Additionally, if the maximum sequence length is larger than 50, the runtime
of DFSP will be looked like a straight line in the figure due to the proportional scale. Thus,
we will hardly see the differences of runtimes for DFSP among different length of sequences
in the figure.

To evaluate the algorithms, we used real DNA sequences obtained from the National
Center for Biotechnology Information (NCBI). When A =4 (real DNA sequences), L is
increased from 25 to 35. As shown in Fig. 10a, DFSP and PrefixSpan mine sequences much
faster than SPAM. However, DFESP outperforms PrefixSpan as shown in Fig. 10b—d. Here,
the number of real DNA sequences is 4; the number of sequences is 1,000; and the lengths
of the sequences are 25, 30, and 35. DFSP mines real DNA sequences even faster than it
mines synthetic ones. The runtime rates in Fig. 10d are 16.05, 17.62, 19.30, 20.68, and 22.57.
Invariably, the rate increases as the minimum support increases. The runtime rates for the
real DNA sequences are almost the same as those for the synthetic ones in the previous
experiment.

N is increased from 200 to 900k to assess the scalability of DFSP. The numbers of
sequences are 200, 300, 400, 500, 600, 700, 800, and 900k, and DFSP’s runtimes are 98.16,
142.44, 187.86, 231.66, 277.47, 328.47, 375.19, and 421.34 s respectively. The results show
that DFSP is more scalable when the datasets are larger. The growth rate of the execution
time is steady and small. Here, the length of the sequences is 30; the number of letters
in the simulated DNA sequences is 4; and the minimum support is 0.9. The experimental
results show that DFSP outperforms PrefixSpan on real biological sequences and in various
parameters including scalability for simulated sequences.

4.3 Performance analysis

DFSP’s time cost is substantially lower than that of PrefixSpan because of its conciseness.
There are three reasons for its superior performance. First, unlike PrefixSpan, our algorithm
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does not need to construct and scan corresponding projected databases. Consequently, it
does not require recursively projecting and scanning corresponding databases, thereby saving
on execution time. The DFSP algorithm spells the candidate patterns directly and verifies
them by using the three-dimensional list. The combination of the three-dimensional list with
simultaneous spelling and verification enables the algorithm to mine significantly faster than
other sequential pattern mining algorithms.

The second reason is that DFSP mines much faster than PrefixSpan when the number of
sequences is large. Additionally, the runtime rate (runtime of PrefixSpan/runtime of DFSP)
is high when the minimum support is large. Because our spelling method of DFSP algorithm
takes almost as few frequencies as projected database of PrefixSpan does when the sup-
port of sequences is high, but PrefixSpan almost scans the same long length of lower-level
projected database as support is small in each projected process. In other words, when the min-
imum support or the number of sequences is large, there are fewer sequential patterns. This
situation reduces the number of building projected DB for PrefixSpan and represents having
the lower layers of projected databases, which have longer sequences than high layers of
projected databases.

Third, the DFSP algorithm mines the complete set of biological sequential patterns faster
than the 2PDF-Index and 2PDF-Compression algorithms. Mining the complete set of sequen-
tial patterns is the original prototype in sequential pattern mining. Sequential pattern mining
for the complete set is more flexible (a generalized model) because it has a lot of variations
to mining specific sequential patterns and it is intuitional to achieve the basic variations.
On the other hand, a new constraint, MinLen, is incorporated into 2PDF-Index and 2PDF-
Compression, but the authors do not explain why they use MinLen to generate new types of
patterns. Before mining a dataset, the 2PDF-Index and 2PDF-Compression algorithms first
make generalized suffix trees and then add the MinLen constraint. In contrast, DFSP does not
need to (1) construct generalized suffix trees; (2) apply constraints like MinLen (single item

@ Springer



DFSP: a Depth-First SPelling algorithm for sequential pattern mining of biological sequences 637

versus base/frequent segment); (3) link entries; or (4) construct segment trees. Moreover, it
does not need to consider the segment length or maintain sets like v.dead, which means that
items of the set in this branch would not occur in the lower level of this branch but much
maintaining and verifying time is needed for the sets. The DFSP algorithm does away with
these features of previous algorithms by way of spelling patterns instead of generating pattern
trees using segment trees. It first creates the three-dimensional list instead of operating on the
complex structures of multiple modified B-trees (or SP tree in certain literature). It accesses
the three-dimensional list directly for the dataset and performs a binary search on the index.
These modifications yield a difference in complexity that reduces running time substantially.
Constructing auxiliary structures (the three-dimensional list and SP-index) and searching
have a significant influence on the running time, as the complexity of DFSP and that of the
2PDF method demonstrate: O (LN +log, %) and ORLN+LNT logr % + AT logr %),
respectively, where “A” denotes the number of letters and “7” is the minimum degree of the
B-tree.

5 Conclusion

The proposed DFSP algorithm can mine biological (DNA and protein) sequences with a
small number of letters and long sequence lengths faster than PrefixSpan. This is because it
uses a direct spelling method to enumerate candidate patterns, the three-dimensional list to
verify the patterns, and a counting sequence site to prune the searching space. To process small
items and long sequences such as biological sequences is suited for the DFSP because of these
above technologies. The implicit knowledge in biological sequences is valuable, for example,
it may facilitate the identification of hot regions in protein—protein interactions, among other
things. In our future research, we will design faster algorithms and other algorithms that aid
in mining biological data.
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