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Abstract In the context of microarray data analysis, biclustering allows the simultaneous
identification of a maximum group of genes that show highly correlated expression patterns
through a maximum group of experimental conditions (samples). This paper introduces a
heuristic algorithm called BicFinder (The BicFinder software is available at: http://www.
info.univ-angers.fr/pub/hao/BicFinder.html) for extracting biclusters from microarray data.
BicFinder relies on a new evaluation function called Average Correspondence Similarity
Index (ACSI) to assess the coherence of a given bicluster and utilizes a directed acyclic graph
to construct its biclusters. The performance of BicFinder is evaluated on synthetic and three
DNA microarray datasets. We test the biological significance using a gene annotation web-
tool to show that our proposed algorithm is able to produce biologically relevant biclusters.
Experimental results show that BicFinder is able to identify coherent and overlapping bicl-
usters.

Keywords Biclustering · Heuristics · Evaluation function · Data mining · Analysis of
DNA microarray data

1 Introduction

Microarray data analysis can be carried out according to at least two different and com-
plementary perspectives. On the one hand, researchers on cancer studies are interested in
categorical phenotypes like cancer occurrences, specific tumor subtypes, or cancer survivals,
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which naturally leads to supervised classification of data [45]. Supervised classification,
also called class prediction or class discrimination, aims to assign samples to pre-
defined categories [2]. On the other hand, data clustering, i.e., unsupervised classification,
aims to identify groups of genes, or groups of experimental conditions, that exhibit simi-
lar expression patterns. In such a context, it is particularly interesting to be able to identify
simultaneously a group of genes that show similar expression trends across specific groups
of experimental conditions, also called samples, [20,31]. This task is typically achieved by
a particular type of clustering technique known as biclustering and constitutes the focus of
this work. A bicluster is a subset of genes associated with a subset of conditions in which
these genes are co-expressed. The biclustering problem concerns the identification of the
best biclusters of a given dataset. Given the practical importance of the problem, many
algorithms have been devised to extract good and close-to-optimal biclusters [9,16,29,32,
48].

A microarray dataset is represented by a data matrix where each cell represents the gene
expression level of a gene under a particular experimental condition. Formally, a bicluster can
be defined as follows: Let I = {1, 2, . . . , n} be a set of indices of n genes, J = {1, 2, . . . , m}
be a set of indices of m conditions, and M(I, J ) be a data matrix associated with I and J .
A bicluster associated with the data matrix M(I, J ) is a couple (I ′, J ′) such that I ′ ⊆ I
and J ′ ⊆ J . Biclustering is known to be NP-hard [16]. Indeed, it is a highly combinatorial
problem with a search space of order of O(2|I |+|J |).

Existing biclustering algorithms can be grouped into two large classes [5]: those that
adopt a systematic search approach and those that adopt a stochastic search one, also called
metaheuristic approach. Algorithms that adopt a systematic search approach include greedy
algorithms [9,15,16,29,44], divide-and-conquer algorithms [23,39], and enumeration algo-
rithms [6,24,27,36,42]. Those that adopt a metaheuristic approach include neighborhood-
based algorithms [13], GRASP [19], and evolutionary algorithms [12,21,22,34].

In this paper, we present a greedy algorithm, called BicFinder, for biclustering of DNA
microarray data. The main features of this algorithm include the introduction of a new eval-
uation function called Average Correspondence Similarity Index (ACSI) and the utiliza-
tion of a directed acyclic graph for biclusters extraction. When applied on both synthetic
and real datasets, our algorithm shows better performances compared to other biclustering
algorithms.

2 Our evaluation function: ACSI

To assess a given bicluster, an evaluation function is required. One of the most popular eval-
uation functions is called Mean Squared Residue (MSR) [16], which has been largely used
by several biclustering algorithms [4,12,15,19,34,46,47]. However, MSR is known to be
deficient to correctly assess the quality of certain types of biclusters [1,38,44]. Recently,
another evaluation function called Average Correlation Value (ACV) has been proposed in
[44]. However, the performance of ACV is known to be sensitive to noises [15]. In the fol-
lowing, we briefly present Average Spearman’s Rho (ASR) proposed in [6] and our new
evaluation function Average Correspondence Similarity Index (ACSI).

2.1 Average Spearman’s Rho (ASR)

In [6], we have proposed an evaluation function called Average Spearman’s Rho (ASR) based
on Spearman’s rank correlation [25].
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Let (I ′, J ′) be a bicluster in data matrix M(I, J ), the ASR evaluation function is then
defined by:

AS R(I ′, J ′) = 2 max
{ ∑

i∈I ′
∑

j∈I ′; j≥i+1 ρi j

|I ′|(|I ′|−1)
,

∑
k∈J ′

∑
l∈J ′;l≥k+1 ρkl

|J ′|(|J ′|−1)

}
(1)

where ρi j (i �= j) is the Spearman’s rank correlation associated with the row indices i and j
in the bicluster (I ′, J ′) [25], ρkl(k �= l) is the Spearman’s rank correlation associated with
the column indices k and l in the bicluster (I ′, J ′), and ASR (I ′, J ′) ∈ [−1..1]. A high
(resp. low) ASR value, close to 1 (resp. close to −1), indicates that the genes/conditions of
the bicluster are strongly (resp. weakly) correlated. The ASR function can be computed in
O(n2m).

In [7], it has been shown that Spearman’s rank correlation is robust to the presence of
noise in the data and does not require any normalization of the expression data matrix. Since
the evaluation function ASR is based entirely on this correlation function, ASR is robust to
the presence of noise.

2.2 Average Correspondence Similarity Index (ACSI)

Recently, in the area of clustering, Son and Baek [41] showed that the correlation coefficients
like Spearman’s rank correlation [25] or Pearson’s correlation [35] are not reliable measures
when conditions are few. Furthermore, a high correlation coefficient does not necessarily
imply a homogeneous cluster, nor does a low correlation coefficient necessarily imply a het-
erogeneous cluster [37]. To avoid this difficulty, we propose a new evaluation function called
Average Correspondence Similarity Index (ACSI) for bicluster evaluation. The proposed
ACSI is based on Concordance Index (CI) [41], which is designed to measure clusters.

In fact, in microarray data analysis, genes are considered to belong to the same cluster
if their trajectory patterns of expression levels are similar (see [30,37,40]), i.e., if they have
the same profile shape (which may be either monotone increasing, or monotone decreasing,
or up-down, or down-up, etc.). Our proposed ACSI is designed to keep track of the profile
shape over conditions and preserves the similarity information of trajectory patterns of the
expression levels.

In order to calculate ACSI, we first discretize the initial data matrix M (I, J ),

I = {1, 2, . . . , n}, and J = {1, 2, . . . , m} into a matrix M ′ defined as follows:

M ′[i, l] =
⎧⎨
⎩

1 if M[i, l] < M[i, l + 1]
−1 if M[i, l] > M[i, l + 1]
0 if M[i, l] = M[i, l + 1]

(2)

with i ∈ [1..n] and l ∈[1..m − 1].
Let the correspondence similarity list between genes gi and g j (i < j), denoted by C SLi, j ,

be the list whose each element is represented by T (M ′[i, l] = M ′[ j, l]) where T (Func) is
true, if and only if, Func is true, and T (Func) is false otherwise. Let NumC SLi, j be the num-
ber of times where we have a true value in C SLi, j and MaxC SLi = max{NumC SLi,i+1,

NumC SLi,i+2, . . . , NumCSLi,n}. We define the correspondence similarity index as follows:

C SI (i, j, k) =
∑m−1

l=1 T (M ′[i, l] = M ′[ j, l] = M ′[k, l])
MaxC SLi

(3)

with i ∈ [1..n − 2], j ∈ [2..n − 1], k ∈ [3..n], l ∈ [1..m − 1], and i < j < k.

123



344 W. Ayadi et al.

Table 1 Data matrix M c′
1 c′

2 c′
3 c′

4 c′
5 c′

6

g1 10 20 5 15 40 18
g2 20 40 10 30 24 20
g3 23 12 8 15 29 50
g4 4 8 2 6 5 5
g5 12 13 8 15 31 50
g6 23 12 8 15 29 50

Table 2 Discretized data matrix
M ′ c1 c2 c3 c4 c5

g1 1 −1 1 1 −1
g2 1 −1 1 −1 −1
g3 −1 −1 1 1 1
g4 1 −1 1 −1 0
g5 1 −1 1 1 1
g6 −1 −1 1 1 1

Proposition 1 Let i, j , and k, i < j < k, be indices of rows in a data matrix M(I, J ), we
have (see Proof 1 in appendix):

0 ≤ C SI (i, j, k) ≤ 1.

C SI (i, j, k) indicates the proportion of true’s, i.e., the change in the same direction, that
exists between rows i, j , and k in the same set of columns. This enables to see how genes
gi , g j , and gk behave over a subset of conditions.

Finally, for the whole bicluster, we define the Average Correspondence Similarity Index
(ACSI) for the row i(i ∈ I ′ and i < j < k):

AC SIi (I ′, J ′) = 2 ∗
∑

j∈I ′; j≥i+1
∑

k∈I ′;k≥ j+1 C SI (i, j, k)

|I ′′|(|I ′′| − 1)
(4)

where |I ′′| is the number of rows (genes) in the bicluster without the row index i .

Proposition 2 Let (I ′, J ′) be a bicluster in a data matrix M(I, J ). We have (see Proof 2 in
appendix):

0 ≤ AC SIi (I ′, J ′) ≤ 1.

Proposition 3 The ACSI function can be computed in a time O(n2m), where n is the number
of the rows, and m is the number of the columns of the data matrix (see Proof 3 in appendix).

A high (resp. low) ACSI value, close to 1 (resp. close to 0), indicates that the genes of the
bicluster are strongly (resp. weakly) correlated.

To illustrate the computation of ACSI, we use the following example: Let M be a data
matrix (Table 1). When we discretize M , using Eq. 2, we obtain the data matrix M ′ (Table 2).

Suppose that Bic = ({g1, g2, g4, g5}; {c′
1, c′

2, c′
3, c′

4}) is a bicluster. The ACSI of Bic is

equal to AC SI1 = C SI (1,2,4)+C SI (1,2,5)+C SI (1,4,5)
3(3−1)/2 = 3/4+3/4+3/4

3 = 0.75.
The difference between CI [41] and ACSI is that CI can only measure the coherence

between two genes with all conditions while ACSI measures the coherence of the whole
bicluster, i.e., subset of rows under a subset of columns.
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Fig. 1 The expression profiles of two biclusters B1 a and B2 b with 3 genes and 5 conditions. The genes of
B1 show different profiles while those of B2 show similar patterns. B2 is a better bicluster than B1

With the discretization of the data matrix M , both ACSI and CI can only count the number
of conditions that indicate the same sign of change between rows. Likewise, both ACSI and
CI may lose the information concerning the change of the bicluster size [41]. That is why,
we also compute the ASR evaluation function to take into account the information concern-
ing the change of the bicluster size. Indeed, the existing evaluation functions adopted for
biclustering can roughly be classified into two families: numerical measures and qualitative
measures. Numerical measures, like Pearson’s correlation or Euclidean distance, are easy to
compute but they are quite sensitive toward outliers and noise. Qualitative measures, like
measures that consider only ups, downs, and no change of conditions, are very sensitive to
precise the values of changes. So, ASR, which is based on Spearman’s rank correlation, can
be considered as a good compromise between numerical measures and qualitative ones.

Finally, the example of Fig. 1 shows how ACSI can better discriminate biclusters having
the same profile shape than other evaluation functions. We consider two biclusters B1 and B2
composed of three genes and five conditions. B1={G1(2, 3, 6, 4, 7), G2(1, 2, 3, 5, 3), G3(0,
−5, 1, 9, 2)} and B2={G1(4, 3, 6, 2, 7), G2(5, 2, 3, 1, 3), G3(9, −5, 1, 0, 2)}. B2 is thus
the same as B1, with the first and the fourth conditions of each gene permuted. According to
these profile shapes shown in Fig. 1, B2 is intrinsically better than B1. Yet, the ACV score
[44] (based on Pearson’s correlation coefficient) of B1 and B2 is equally 0.498 just like ASR
[6] (based on Spearman’s correlation coefficient) that leads to the same value of 0.667 for
both biclusters. When we apply our ACSI evaluation function,1 we get an ACSI score of
0.334 (i.e., weakly correlated) for B1 and an ACSI score of 1.0 (i.e., strongly correlated) for
B2, showing clearly B2 is better than B1.

The aim of the next section is to assess the quality of the proposed ACSI evaluation func-
tion in comparison with ASR and two popular functions that are the Mean Squared Residue
(MSR) and the Average Correlation Value (ACV).

2.3 Study of the ACSI evaluation function

As in [44], we compare the ACSI evaluation function with the most used evaluation ones:
MSR [16] and ACV [44]. We also compare ACSI with ASR [6].

To compare evaluation functions mentioned above, we use seven data matrices, named
M1, M2, . . . , M7, representing all typical biclusters [31,44]: a constant bicluster (M1), a
constant rows bicluster (M2), a constant column bicluster (M3), a bicluster with coherent

1 The values of ACSI and ACV (between 0 and 1) are normalized to drop in [−1 .. 1] to be compared with
the scores of ASR which are between −1 and 1.
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Table 3 ACSI versus ASR, MSR and ACV

M1 M2 M3 M4 M5 M6 M7

MSR 0.00 0.00 0.00 0.00 0.62 2.425 131.87
ACV 1.00 1.00 1.00 1.00 1.00 1.00 0.84
ASR 1.00 1.00 1.00 1.00 1.00 1.00 0.99
ACSI 1.00 1.00 1.00 1.00 1.00 1.00 1.00

values using an additive model (M4), a bicluster with coherent values using a multiplicative
model (M5), a bicluster with coherent values using a multiplicative model where the first
row of M5 is multiplied by 10 (M6), and a coherent evolution bicluster (M7).

For each bicluster M1, M2, . . . , M7, we calculate the coherence score with our evaluation
functions ACSI and ASR. The values of MSR and ACV were taken from Table 2 in [44].
The results are summarized in Table 3. Concerning MSR, a low (resp. high) value, close to
0 (resp. higher than a fixed threshold), indicates that the genes/conditions of the bicluster
are strongly (resp. weakly) correlated. Concerning ACV, a high (resp. low) value, close to
1 (resp. close to 0), indicates that the genes/conditions of the bicluster are strongly (resp.
weakly) correlated. According to Table 3, the ASR, ACSI, ACV, and MSR functions are per-
fect to assess the quality of biclusters M1, M2, M3, and M4. However, MSR is deficient on
M6 and M7, confirming the claim that MSR is not appropriate on certain types of biclusters
[1,38,44]. On the other hand, ASR and ACV are perfect to assess the quality of biclusters
M5 and M6. ASR is slightly better than ACV when applied on M7. Let us notice that ACSI
is perfect when applied in all biclusters M1, M2, . . . , M7.

3 BicFinder: our proposed biclustering algorithm

The BicFinder biclustering algorithm is based on the construction of a Directed Acyclic
Graph (DAG) to represent the different correspondence similarity lists C SLi j , 1≤ i < j ≤n,
between rows. ASR and ACSI are used as evaluation functions. BicFinder operates in four
main steps: dicretization of the data matrix, construction of the associated DAG, and extrac-
tion and selection of biclusters. The discretization of the data matrix M is obtained thanks to
Eq. 2.

3.1 Construction of DAG and, extraction and selection of biclusters

A DAG associated with a data matrix M ′ is represented as follows: a node ni represents a
gene gi and an arc connecting a node ni to a node n j if and only if i < j . To each arc (ni , n j ),
we assign C SLi, j .

The next step extracts coherent biclusters. For each node ni , first we initialize the associ-
ated bicluster Bi = (I ′

i , J ′
i ) to (∅,∅). Then, we sort the arcs leaving ni in a decreasing way

according to the number of true’s associated with each arc. We consider then the sorted arcs
successively. Let (ni , nk) the current arc, if the evaluation function ACSI associated with the
bicluster (I ′

i ∪ {gi , gk}, J ′
i ∪ {cl , cl+1 such that T (M ′[i, l] = M ′[k, l]) = true}) is greater

than or equal to a fixed threshold α, then we set Bi = (I ′
i ∪ {gi , gk}, J ′

i ∪ {cl , cl+1 such that
T (M ′[i, l] = M ′[k, l]) = true}). This process is repeated until all the arcs leaving ni are
processed.
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Finally, we consider only the obtained biclusters for which the ASR evaluation function
is greater than or equal to another fixed threshold β. The set of such biclusters represents a
solution to our problem.

To describe formally the BicFinder algorithm, let us define some variables:

M(resp. M ′): data matrix (resp. discretized data matrix),
B: set of biclusters,

ni (resp. nk): node that represents a gene gi (resp. gk),
Bi = (I ′

i , J ′
i ): current bicluster,

I c, Jc: current subset of genes and current subset of conditions,
α, β: quality thresholds, respectively, according to ACSI and ASR.

Algorithm 1 BicFinder
1: Input: M, α, β ; Output: B
2: Discretize M using Equation 2 to obtain M ′ // Discretization step
3: Construct the DAG associated with M ′ // Construction step
4: B = Ø // Extraction step
5: for each ni in the DAG do
6: I ′

i = Ø; J ′
i = Ø; // Bi = (I ′

i , J ′
i )

7: Sort the arcs leaving ni in a decreasing way according to the number of true’s
8: for each arc (ni , nk ) do
9: I c = I ′

i ∪ {gi , gk }; Jc = J ′
i ∪ {cl , cl+1 such that T (M ′[i, l] = M ′[k, l]) = true};

10: if AC SIi (I c, Jc) ≥ α then Bi = (I c, Jc)
11: endfor
12: B = B ∪ Bi
13: endfor
14: for each bicluster Bi = (I ′

i , J ′
i ) in B do // Selection step

15: if AS R(I ′
i , J ′

i ) < β then B = B\Bi
16: endfor
17: Return B

Proposition 4 Time complexity of BicFinder is O(n5m), where n is the number of the rows,
and m is the number of the columns of the data matrix (see Proof 4 in appendix).

3.2 An illustrative example

By using the previous example in Sect. 2.2, we represent the data matrix M ′(Table 2) by
the DAG that represents all the genes with their C SL (see Fig. 3). Let us set α = 0.75 and
β = 0.9.

Figure 3 shows the first node g1 with its C SL , i.e., arcs {(a),(b),(c),(d),(e)}. We have two
MaxC SL1:2 arc (a) with NumC SL1,2 = 4 and arc (d) with NumC SL1,5 =4. When we com-
pute AC SI1 of (a) and (d), we find that AC SI1 is equal to 0.75, i.e., AC SI1 = C SI (1,2,5)

2(2−1)/2 =
3/4
1 = 0.75, then we can merge them in B1, giving B1 = ({g1, g2, g5}; {c′

1, c′
2, c′

3, c′
4}).

After that, we test ACSI of (a) and (d) with (b) and get AC SI1 =
C SI (1,2,3)+C SI (1,2,5)+C SI (1,3,5)

3(3−1)/2 = 0.58. Hence, this case is discarded because ACSI is
lower than 0.75. Then, we test ACSI of (a) and (d) with (c) and we obtain AC SI1 =
C SI (1,2,4)+C SI (1,2,5)+C SI (1,4,5)

3(3−1)/2 = 0.75, then we can merge them. So, B1 becomes
B1 = ({g1, g2, g4, g5}; {c′

1, c′
2, c′

3, c′
4}). Finally, with the node g1, we test ACSI of (a), (d) and

2 Arcs with stars.
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Fig. 2 Different typical biclusters

Fig. 3 DAG associated with M ′

(c) with (e), then we obtain AC SI1 =
C SI (1,2,4)+C SI (1,2,5)+C SI (1,2,6)+C SI (1,4,5)+C SI (1,4,6)+C SI (1,5,6)

4(4−1)/2 = 0.625. This case is dis-
carded because ACSI is lower than 0.75. This completes the first node g1 of DAG, and
we repeat the same process for all the other nodes.

After that, we select only the biclusters that are higher than a β threshold, i.e., β = 0.9. At
the end, we obtain two biclusters B1 = ({g1, g2, g4, g5}; {c′

1, c′
2, c′

3, c′
4}) with ASR = 0.9 and

B3 = ({g3, g5, g6}; {c′
2, c′

3, c′
4, c′

5, c′
6}) with ASR = 1. So, B = {({g1, g2, g4, g5}; {c′

1, c′
2, c′

3,

c′
4}) ; ({g3, g5, g6}; {c′

2, c′
3, c′

4, c′
5, c′

6})} is the output of our algorithm.
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4 Results

We assess the BicFinder algorithm on both synthetic and real DNA microarray datasets.
For synthetic data, we compare our results with the results of some prominent biclustering
algorithms used by the community, namely, CC [16], OPSM [9], ISA [10], and Bimax [39].
For these references, we have used Biclustering Analysis Toolbox (BicAT) which is a recent
software platform for clustering-based data analysis that integrates all these biclustering
algorithms [8]. For real datasets, in addition to the algorithms mentioned before, we compare
our algorithm with the results of Samba [42], RMSBE [29], MOEA [34], MOPSOB [28],
and CMOPSOB [26]. For both synthetic and real datasets, the parameters of BicFinder
are fixed after a number of simulations. The parameter settings used for CC, OPSM, ISA,
and Bimax for the synthetic datasets are the default values as used in [29]. For all the other
experiments, we report the results of the compared algorithms from their original papers.
The BicFinder algorithm was implemented in Java and was run on a PC Intel Core 2 Duo
T6400 with 2.0 GHz CPU and 3.5Gb RAM.

4.1 Computational results of BicFinder on synthetic data

According to [13,14,44], we have randomly generated two types of synthetic datasets 3 of
size (|I |, |J |)= (200, 20). Different types of biclusters are embedded like constant, additive,
multiplicative, and coherent evolution biclusters. The first (resp. second) dataset contains bicl-
usters without (resp. with) overlapping. To obtain statistically stable results, for each type
of datasets, we have generated 10 problem instances by randomly inserting the biclusters at
different places in the data matrix.

4.1.1 Comparison criteria

Following [14], we use the following two ratios to evaluate our biclustering algorithm:

θShared = Scb

T otsize
∗ 100 (5)

where Scb is the portion size of biclusters correctly extracted, and T otsize is the total size of
correct biclusters.

θNotShared = Sncb

T otsize
∗ 100 (6)

where Sncb is the portion size of biclusters not correctly extracted, and T otsize is the total size
of corrected biclusters.

The ratio θShared (resp. θNotShared) expresses the percent of shared (resp. not shared) bicl-
usters volume that corresponds (resp. does not corresponds) with the real biclusters. In fact,
when θShared (resp. θNotShared) is equal to 100% the algorithm extracts the correct (resp. not
correct) biclusters. A perfect solution has θShared =100% and θNotShared=0%, respectively,
thus, the exact number of genes and conditions of implanted biclusters.

4.1.2 Results and comparisons

For our algorithm, we fix the threshold of ACSI α = 0.85 and threshold of ASR β = 0.3.
We run all the algorithms and we select the 4 biclusters obtained by each algorithm which

3 Datasets available at http://www.info.univ-angers.fr/pub/hao/BicFinder.html.
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Fig. 4 a Results of BicFinder and comparison with other algorithms on synthetic data without overlapped
biclusters. b Results of BicFinder and comparison with other algorithms on synthetic data with overlapped
biclusters

best fit the 4 real biclusters. We compute the θShared and the θNotShared for each algorithm
to show the averaged percentage of volume of the resulting biclusters which is shared and
not shared with the real biclusters. The objective of this experiment is to determine which
algorithm is able to extract all types of biclusters. Figure 4 shows the statistics of the best
biclusters provided by each algorithm for the two datasets.

As we can see in Fig. 4a, BicFinder obtains 100% of the volume of the correctly extracted
biclusters, with an extra volume that represents 36.18 %. In fact, to enlarge a bicluster, Bic-
Finder tries to add genes that have the maximum similarity with each other over the same
subset of conditions. Hence, it can provide an extra volume only on conditions but gives
exactly the correct number of genes. This is due to the higher number of extracted condi-
tions. In fact, BicFinder tries to keep the maximum number of conditions which have the
same gene expression profile shape.

On the other hand, the best of the studied algorithms, i.e., Bimax, can extract only 58.18%
of implanted biclusters with 21.39% of extra volume. The discretization preprocessing used
by Bimax may render it impossible to identify the elements in the coherent biclusters and
miss some implanted biclusters. ISA has, despite the low value of θNotShared (5.31%), a poor
performance since it extracts only 39.38 % of the implanted biclusters (θShared = 39.38%).
In fact, ISA uses only upregulated and downregulated constant expression values. When
coherent biclusters exist, ISA may miss some rows and columns of the implanted biclusters.
As to CC, when the signal of the implanted biclusters is weak, the greedy nature of CC may
delete some rows and columns of the implanted biclusters at the beginning of the algorithm
and miss definitively the deleted rows and columns in the output biclusters. OPSM seeks
only up- and downregulation expression values with coherent evolution. Its performance
decreases when there exist constant biclusters.

Figure 4b illustrates the statistics of the best biclusters provided by each algorithm for
the second dataset. As we can see in Fig. 4b, the results with BicFinder present the highest
coverage of the correctly extracted biclusters (79.94%) with an extra volume that represent
46.11% of implanted biclusters. On the contrary, the best of the studied algorithms, i.e.,
OPSM, can extract only 42.87% of implanted biclusters with 49.31% of extra volume. To
find overlapped biclusters in a given matrix, some algorithms, e.g., CC, need to mask the
discovered biclusters with random values which is not necessary for BicFinder. ISA and
OPSM are sensitive to overlapping biclusters. They use a normalization step in the first pre-
processing step. With overlapping biclusters, the expression value range after normalization
becomes narrower. Figure 4b shows that BicFinder is marginally affected by the implanted
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Table 4 Five biclusters found on
human B-cell Lymphoma dataset

Genes Conditions Size ASR

649 86 55,814 0.3064
472 91 42,952 0.3246
588 86 50,568 0.3107
596 83 49,468 0.3009
1,018 41 41,738 0.2746

overlap biclusters compared to other algorithms. This study tends to show that, contrary to
existing algorithms, BicFinder is able to extract all types of biclusters.

4.2 Computational results of BicFinder on real data

In this section, we show computational results of BicFinder on three well-known real data-
sets. For the experiments, the two thresholds of BicFinder, i.e., α (ACSI threshold) and β

(ASR threshold), are fixed after a number of simulations. To proceed, we fix one threshold
and tune the other, and vice-versa. For each experiment, five values are tested between 0.5
and 1 with a stepwise of 0.1 for α and ten values are tested between 0.1 and 1 with a stepwise
of 0.1 for β. For each combination, we compute the p-values of the obtained biclusters.
Note that a smaller p-value, close to 0, is indicative of a better match [43]. When a good
combination of α and β is identified, we test ten more values above and below the fixed
thresholds with a stepwise of 0.01 (for both α and β) to obtain more precise values that lead
to biclusters with the lowest p-values.

4.2.1 Human B-cell lymphoma dataset

The Human B-cell Lymphoma dataset [3] contains 4026 genes and 96 conditions.4 As in
[12,16,26,28,34], we use the criterion of the coverage which is defined as the total number
of cells in microarray data matrix covered by the obtained biclusters. For this experiment, the
two parameters of BicFinder α and β are experimentally set to 0.85 and 0.27. The running
time of BicFinder on this test was 78 min.

We select one hundred biggest biclusters out of 727 with high ASR like [12,16,26,28].
These biclusters cover 55.89% of the genes, 100% of the conditions, and in total 44.24%
cells of the expression data matrix.

On the contrary, in [26], the authors report an average coverage of 38.3% cells of the
dataset matrix, while a coverage of 20.96%, 36.9%, and 36.81% cells is reported in [28,34],
and [16], respectively.

Table 4 shows the information of five biclusters out of the one hundred biclusters found
by BicFinder on the Human lymphoma dataset with their ASR. The largest bicluster, in this
table, is of size 55,814.

This implies that BicFinder can generate maximal biclusters with high coverage of a
data matrix.

4.2.2 Saccharomyces cerevisiae dataset

The Saccharomyces cerevisiae dataset5 contains the expression levels of 2993 genes under
173 experimental conditions. In order to evaluate the biological relevance of our proposed

4 Available at http://arep.med.harvard.edu/biclustering/.
5 Available at http://www.tik.ethz.ch/sop/bimax/.
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Fig. 5 Proportions of Biclusters significantly enriched by GO annotations

biclustering algorithm, we compute the p-values to indicate the quality of the extracted bicl-
usters. For this experiment, the two parameters of BicFinder α (ACSI threshold) and β

(ASR threshold) are experimentally set as follows: α = 0.85 and β = 0.29. The running
time of BicFinder on this test was 484 min.

Following the same process as in [18,29,39], we extract the largest 100 biclusters out
of 1,163. The results of BicFinder are compared against the reported scores of RMSBE,
Bimax, OPSM, ISA, Samba, and CC from [29,39]. The idea is to determine whether the set
of genes discovered by biclustering algorithms shows significant enrichment with respect to
a specific Gene Ontology (GO) annotation. We use the web-tool FuncAssociate [11] for this
purpose. FuncAssociate computes the adjusted significance scores for each bicluster, i.e.,
adjusted p-values (p). Indeed, the adjusted significance scores assess genes in each bicluster
by computing , which indicates how well they match with the different GO categories.

Figure 5 presents different significant scores p for each algorithm over the percentage
of total extracted biclusters. On the one hand, BicFinder and RMSBE seem to outperform
other algorithms. The BicFinder (resp. RMSBE) result shows that 100% (resp. 98%) of
discovered biclusters are statistically significant with p < 0.001%. On the other hand, apart
from CC, other algorithms have reasonably good performance, i.e., the best of the other
compared algorithms, OPSM, has 87% of biclusters with p < 0.001%. CC underperforms
because it is unable to find coherent biclusters and its lack of robustness against noise.

4.2.3 Yeast cell-cycle dataset

The Yeast Cell-Cycle dataset is described in [43]. This dataset is processed in [16] and pub-
licly available from [17]. It contains the expression profiles of more than 6000 yeast genes
measured at 17 conditions over two complete cell cycles. In our experiments, we use 2884
genes selected by [16]. To assess the quality of the extracted biclusters, we use a well-known
web-tool on yeast cell-cycle to search for the significant shared Gene Ontology terms of the
groups of selected genes. For this experiment, the two parameters of BicFinder α (ACSI
threshold) and β (ASR threshold) are experimentally set as follows: α = 0.80 and β = 0.45.
The running time of BicFinder on this test was 5 minutes.
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Table 5 Most significant shared GO terms (process, function, component) for two biclusters on yeast data
extracted by BicFinder

Biclusters Biological process Molecular function Cellular component

92 genes × Translation (59.7%, 4.33e-30) Structural constituent Cytosolic ribosome
16 conditions of ribosome (52.1%, 3.67e-48) (53.2%, 6.22e-56)

Cellular protein metabolic Structural molecule Cytosolic part
process (65.2%, 1.48e-18) activity (53.2%, 3.76e-40) (54.3%, 8.15e-52)

Protein metabolic process
(65.2%, 1.43e-17)

50 genes × Cellular response to DNA damage Double-stranded DNA Replication fork
17 conditions stimulus (37.3%, 3.24e-14) binding (9.8%, 0.00026) (21.6%, 3.36e-12)

Response to DNA Cyclin-dependent protein Chromosome
damage stimulus kinase regulator activity (35.3%, 1.94e-10)
(37.3%, 5.27e-13) (7.8%, 0.00124)

Chromosomal part
(31.4%, 5.28e-09)

In order to identify the biological annotations for the biclusters, we use GOTermFinder6

which is a tool available in the Saccharomyces Genome Database (SGD). GOTermFinder is
designed to search for the significant shared GO terms of the groups of genes and provides
users with the means to identify the characteristics that the genes may have in common.
We present the significant shared GO terms (or parent of GO terms) used to describe the
two selected set of genes with 92 genes × 16 conditions and 50 genes × 17 conditions
in each bicluster with ASR equal to 0.4543 and 0.7844, respectively, for biological pro-
cess, molecular function and cellular component. As [33], we report the most significant
GO terms shared by these biclusters. For example, with the first bicluster (Table 5), the
genes (YEL034W, YER074W, YER117W, YER131W, YGR214W, YHL001W, YIL069C,
YJL111W, YJL136C, YJL177W, YJL189W, YJL190C, YJR123W, YKL056C, YKL156W,
YKL180W, YKR057W, YKR094C, YLR029C, YLR048W, YLR075W, YLR150W,
YLR167W, YLR185W, YLR248W, YLR249W, YLR325C, YLR344W, YLR367W,
YLR380W, YLR406C, YLR441C, YLR448W, YML026C, YML063W, YML073C,
YMR143W, YMR225C, YNL030W, YNL067W, YNL096C, YNL162W, YNL301C,
YNL302C, YOL039W, YOL040C, YOL127W, YOL139C, YOR167C, YOR234C,
YOR293W, YOR312C, YOR369C, YPL037C, YPL081W, YPL090C, YPL143W,
YPR043W, YPR102C, YPR163C) are particularly involved in the cellular protein meta-
bolic process and protein metabolic process. The values within parentheses after each GO
term in Table 5, such as (59.7%, 4.33e-30) for translation in the first bicluster, indicate the
cluster frequency and the statistical significance. The cluster frequency (59.7%) shows that
out of 92 genes in the first bicluster 55 belong to this process, and the statistical significance
is provided by a p-value of 4.33e-30 (highly significant).

Figure 6 shows the two biclusters of Table 5 found by BicFinder algorithm on the yeast
dataset. From a visual inspection of the biclusters presented, we can notice that the genes do
present a similar behavior under the selected conditions. This fact confirms the claim that
in microarray data analysis, genes are considered to be in the same cluster if their trajectory
patterns of expression levels are similar across a set of conditions [30,37,40].

The experiments on these real datasets show that our proposed algorithms can identify
biclusters with a high biological relevance.

6 Available at http://db.yeastgenome.org/cgi-bin/GO/goTermFinder.
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Fig. 6 Two Biclusters found by BicFinder on yeast data: a 92 genes × 16 conditions with ASR = 0.4543
b 50 genes × 17 conditions with ASR = 0.7844

5 Conclusion

We have proposed a novel greedy biclustering algorithm called BicFinder. BicFinder, do
not require fixing a minimum or a maximum number of genes or conditions, enabling a
generation of diversified biclusters.

BicFinder is based on several new features including a more informative evaluation func-
tion, Average Correspondence Similarity Index (ACSI), and an effective bicluster extraction
mechanism using a Directed Acyclic Graph (DAG).

To assess the performance of BicFinder algorithm, experiments were done on both syn-
thetic and real DNA microarray datasets. This experimental study that we have achieved
showed highly competitive results of BicFinder in comparison with other popular bicluster-
ing algorithms. Biological significance of biclustering results has been verified using Gene
Ontology (GO) annotations. This study also shows that the BicFinder algorithm competes
very favorably with several existing algorithms in terms of the percentage and the number of
functionally enriched biclusters for p-values.
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Appendix

Proof 1 In the same set of columns,
∑m−1

l=1 T (M ′[i, l] = M ′[ j, l] = M ′[k, l]) represents
the number of true’s between indices i, j , and k, and MaxC SLi represents the maximum
number of true’s between {(i, i + 1), (i, i + 2), . . . , (i, n)}, i.e.,
MaxC SLi = max{NumC SLi,i+1, NumC SLi,i+2, . . . , NumCSLi,n}. So, the number of
true’s in

∑m−1
l=1 T (M ′[i, l] = M ′[ j, l] = M ′[k, l]) is usually smaller than or equal to

MaxC SLi . Since we have:∑m−1
l=1 T (M ′[i, l] = M ′[ j, l] = M ′[k, l]) ≥ 0, and MaxC SLi ≥ 0, then we have:

0 ≤
∑m−1

l=1 T (M ′[i,l]=M ′[ j,l]=M ′[k,l])
MaxC SLi

≤ 1, i.e., 0 ≤ C SI (i, j, k) ≤ 1. ��

Proof 2 Indeed, we have |I ′′|(|I ′′|−1)
2 values of C SI to calculate. For C SI (i, j, k), i < j < k,

we have then:
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0 ≤ C SI (i, j, k) ≤ 1, then, 0 ≤ ∑
j∈I ′; j≥i+1

∑
k∈I ′;k≥ j+1 C SI (i, j, k) ≤ |I ′′|(|I ′′|−1)

2 ,

hence, 0 ≤
∑

j∈I ′; j≥i+1
∑

k∈I ′;k≥ j+1 C SI (i, j,k)

|I ′′ |(|I ′′ |−1)
2

≤ 1, i.e., 0 ≤ AC SIi (I ′, J ′) ≤ 1. ��

Proof 3 The computing of T (M ′[i, l] = M ′[ j, l] = M ′[k, l]) can be achieved in a time
O(1). We repeat this function m − 1 times. We have |I ′′|(|I ′′|−1)

2 values of Correspondence
Similarity Index to calculate, i.e., O(n2). Hence, the ACSI function can be computed in a
time O(n2m). ��
Proof 4 Time complexity of the discretization step is O(nm). Indeed, this step is achieved
via a scanning of the whole data matrix M that is of size nm.

Time complexity of the construction step is O(n2m). In fact, the construction of an arc
and the counting of the number of the associated true’s in the DAG is made in O(m). Since
the total number of arcs is n(n−1)

2 , then time complexity of the construction step is O(n2m).
Time complexity of the extraction step is O(n5m). Indeed, in the worst case, a node ni

has (n − 1) outgoing arcs. So, the determination of the outgoing arcs of a node ni that have
the maximum number of true’s is achieved in O(n). Each one of these arcs will be com-
pared to a bicluster by computing the corresponding ACSI evaluation function. According
to Proposition 3, this is done in a time O(n2m). In the worst case, the comparison between a
bicluster and all the outgoing arcs, that have the maximum number of true’s, is achieved in
a time O(n3m). In the worst case, we have O(n) biclusters, so the comparison between all
the existing biclusters and all the outgoing arcs, that have the maximum number of true’s, is
achieved in O(n4m). We have n nodes, so time complexity of the extraction step is O(n5m).

Time complexity of the selection step is O(n4m). In fact, for a bicluster, the ASR eval-
uation function is computed in a time O(n2m). In the worst case, we have n(n−1)

2 extracted
biclusters. Thus, this step is achieved in a time O(n4m).

Hence, time complexity of BicFinder is O(n5m).
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