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Abstract In this paper, we present a novel graph database-mining method called APGM
(APproximate Graph Mining) to mine useful patterns from noisy graph database. In our
method, we designed a general framework for modeling noisy distribution using a prob-
ability matrix and devised an efficient algorithm to identify approximate matched frequent
subgraphs. We have used APGM to both synthetic data set and real-world data sets on protein
structure pattern identification and structure classification. Our experimental study demon-
strates the efficiency and efficacy of the proposed method.

Keywords Graph mining · Approximate subgraph isomorphism

1 Introduction

Frequent subgraph mining is an active research topic in the data-mining community. The
graph-mining techniques have been extensively applied in a wide range of applications
domains, such as bioinformatics [9,13], chemoinformatics [8,24], social network analysis
[20,27], and many others.

Many current frequent subgraph-mining algorithms share a common strategy in deter-
mining the support value of a subgraph pattern and hence deciding whether the subgraph is
frequent. In this strategy, in matching a subgraph pattern to a graph, we require that node
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labels, edge relationships, and edge labels should be the same between the subgraph pattern
and the matching graph [10]. We call this strategy it exact matching.1

Although exact matching is widely used, in applying frequent subgraph mining to real-
world applications, we observe that exact matching may not always produce the optimal
results in all applications. The situation becomes worse in those graph databases that have
a large volume of noises (in terms of node or edge label changes) and distortions (in terms
of edge relationship changes). For example, in the application of protein structure compar-
ison and structure motif identification, which we are specifically interested in within this
paper, graphs corresponding to protein structures often contain a large volume of noises and
distortions. In this application, noise and distortion come from a multidimensional source:
amino acid changes in proteins (which are called it mutations in biology), slightly different
geometric shape of similar proteins, and imperfect experimental measurements, just to name
a few examples. As a consequence, using exact matching posts an unrealistical constraint in
algorithm design and may miss a lot of important patterns in practice.

The goal of our research is to devise frequent subgraph-mining algorithms that are capable
of identifying salient patterns in large graph database that are otherwise overlooked by using
exact matching due to the presence of noises and distortions in the graph databases. We call
this new strategy it approximate graph mining.

Although approximate graph-mining offers provisions for noise and distortion handling,
designing an approximate graph-mining algorithm certainly presents a non-trivial effort.
There are two major challenges for the new algorithm design:

• We want to incorporate noise and distortion handling capability in a general framework
such that we could adapt the algorithm to different practical problems. This follows the
philosophy of “build once, use many times”. The challenge is how to provide a general
model to cover many application domains.

• It is known that frequent subgraphs mining may suffer from intensive computation due to
two reasons: (1) subgraph matching is known as an NP-complete problem, and hence it
is unlikely that we will have a polynomial running time solution in general context with
the exception of planar graphs and (2) the total number of frequent patterns may grow
exponentially in the number of graphs in a database and in the average size of the graphs
in the database. Approximate subgraph mining certainly will face the same two problems
and the challenge is how to design a practical algorithm that scales to large graphs and
large graph databases.

Here, we present a new approximate subgraph-mining method called APGM (APproxi-
mate Graph Mining) to address these two challenges. To handle the first challenge, we have
developed a general framework that uses a probability matrix to score label mismatches in
matching a subgraph pattern to a graph. The advantage of the strategy is that it holds a solid
probabilistic ground for a whole class of applications. Utilizing this scoring scheme, we have
renewed important definitions, such as isomorphism, subgraph isomorphism, and redesigned
the conventional support measures in this new context.

To target at the second challenge, we have designed a depth-first search strategy with a
set of pruning strategies. We have applied our algorithm to both synthetic and real data sets.
The experimental results demonstrate that our algorithm identifies important subgraphs that
cannot be identified by exact matching algorithms with a pattern discovery speed (number of

1 Technically, we should use subgraph isomorphism to define exact matching. The definition of subgraph iso-
morphism is deliberately delayed to a later section. An intuitive description is provided here to avoid excessive
details in the introduction.
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patterns divided by the running time) close to, and sometime better than, conventional exact
matching algorithms.

In addition, our probability-based method provides a very important property called
evolvement, that is, the observed subgraphs in a set of noisy and distorted graphs could
evolve from the underlying true patterns. In the biological domain, it is called the evolution-
ary process.

The rest of the paper is organized in the following way. In Sect. 2, we present an over-
view of related work on subgraph mining. In Sect. 3, we present our model for approximate
subgraph mining. In Sect. 4, we present the details of our algorithm, including its extension
and its optimization. In Sect. 5, we present our empirical study of the proposed algorithm
using both synthetic and real data sets. Finally, in Sect. 6, we conclude our paper with a short
discussion of our work. In the appendix, we show two important extensions of APGM.

2 Related work

Graph database mining is an active research field in data-mining research. The goal of graph
database mining is to locate useful and interpretable patterns in a large volume of graph
data. Current exact matching graph-mining algorithms can be roughly divided into three
categories. The first category uses a level-wise search strategy including AGM (Apriori-
based Graph Mining) [16] and FSG (Frequent Subgraphs) [18]. The second category takes a
depth-first search strategy including gSpan (Graph-based Substructure PAtterN mining) [28]
and FFSM (Fast Frequent Subgraph Mining) [11]. The third category works by mining fre-
quent trees, in which SPIN (SPanning tree-based maximal graph mINing) [15] and GASTON
(GrAph/Sequence/Tree extractiON) [21] are the representative. Recently, researchers extend
the graph-mining problem from static networks into temporal dynamic networks [19] or
involving networks [4]. We refer to [7] for a recent survey.

Frequent subgraph mining with approximate matching capability has also been inves-
tigated. Chen et al. proposed a method called gapprox [5], which discovers approximate
matched patterns in a single large network. Yan et al. designed a graph query algorithm
Grafil (Graph Similarity Filtering) for approximate structure data search [29]. The algo-
rithm SUBDUE [8] considers the situation of inexact matching and includes a distortion
cost function as a solution. Zhang et al. provided a method called Monkey [31] to identify
maximal approximately frequent trees. Further, the same group introduced a randomized
algorithm called RAM to find approximate subsequent subgraphs by using feature retrieval
to avoid canonical form calculation [30]. Zou et al. proposed an approximation algorithm
MUSE (Mining Uncertain Subgraph pattErns) focusing on uncertain graph database [32].
This method calculated the expected support values of patterns by considering both the
occurrences in the uncertain graph databases and the probabilities of the uncertain graph
databases.

The differences between existing algorithms and our proposed one are below. Yan’s work
focuses on proximity measures between graphs and Chen’s work concentrates on pattern
discovery in a single large graph, which are out of the scope of our current paper. SUBDUE
did not provide a complete general frame to address the approximate match issue. It is only
applied to small databases and generates an incomplete set of characteristic subgraphs. By
using a feature set instead of the canonical form to distinguish patterns, RAM may not pro-
vide a complete pattern set. Hence, the algorithm’s efficacy highly depends on the quality
of user-defined feature set. Different from our method and other methods, instead of the
deterministic data, MUSE addressed the uncertain data with inherent statistical properties in
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nature [1,2,26]. It only handles the uncertain edges and quantifies the uncertainty with the
probability distributions.

Different from these existing works, we use a parametric model to determine the proba-
bility that a pattern belongs to a graph. We developed a general framework to fully utilize
a probability matrix for approximate matching, which we can apply to a number of differ-
ent applications. And our theoretic framework promises the completeness of the pattern set.
Finally, we offered a practical implementation, applied it on both synthetic and real data sets,
and evaluated our method rigorously.

3 Theoretic framework

We demonstrate our method called APGM (APproximate Graph Mining) with two steps.
In this section, we introduce the theoretic model. In the next section, we show our algorithm
in details.

Definition 1 A labeled graph G is a 5-tuple G = {V, E, �V , �E , λ} where V is the set of
vertices of G and E ⊆ V × V is the set of undirected edges of G.�V and �E are (disjoint)
sets of labels and labeling function λ : V → �V ∪ E → �E maps vertices and edges in G
to their labels. A graph database D is a set of graphs.

We also use V [G] to denote the node set of a graph G and E[G] to denote the edge set
of G. We also use �V [G] to denote the node labels, �E[G] to denote edge labels, and λG to
denote the labeling function for a graph G. Before, we introduce approximate matching, we
define the exact subgraph isomorphic and the compatibility matrix.

Definition 2 A graph G is subgraph isomorphic to another graph G ′, denoted by G ⊆ G ′
if there exists an injection f : V → V ′, such that

• ∀ u ∈ V, λ(u) = λ′( f (u))

• ∀ u, v ∈ V, (u, v) ∈ E ⇒ ( f (u), f (v)) ∈ E ′, and
• ∀ (u, v) ∈ E, λ(u, v) = λ( f (u), f (v))

Definition 3 A compatibility matrix M = (mi, j ) is an n × n matrix indexed by symbols
from a label set � (n = |�|). An entry mi, j (0 ≤ mi, j ≤ 1,

∑
j mi, j = 1) in M is the

probability that the label i is replaced by the label j .

The compatibility matrix offers a probability framework for approximate subgraph min-
ing. A compatibility matrix M is it stable if the diagonal entry is the largest one in the row
(i.e. Mi,i > Mi, j , for all j 
= i). In a stable compatibility matrix, for any label i , it is likely
to be replaced by itself rather than by any other symbols.

Most compatibility matrices in real-world applications are stable or almost-stable ones,
and hence for the rest of this section, we only deal with the stable compatibility matrices.

Example 1 We show a graph database D with three labeled graphs P, Q, R on the left side
of Fig. 1. In this database, the node label set is {a, b, c} and the edge label set is {x, y}. On
the right part of Fig. 1, we show a compatibility matrix M , which is a 2D matrix indexed
by the set of node labels in D. The probability that the vertex label a is substituted by b is
ma,b = 0.3. In M , we use probability 0 to simplify the matrix. In reality, these probabilities
are never 0.

Definition 4 A labeled graph G = {V, E, �V , �E , λ} is approximately subgraph isomor-
phic to another graph G ′ = {V ′, E ′, �′V , �′E , λ′} if there exists an injection f : V → V ′
such that
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Fig. 1 Example of a graph database D and a compatibility matrix M

• ∏
u∈V

Mλ(u),λ′( f (u))

Mλ(u),λ(u)
≥ τ , and

• ∏
(u,v)∈E

M ′
λ(u,v),λ′( f (u), f (v))

M ′
λ(u,v),λ(u,v)

≥ τ ′

The injection f is an it approximate subgraph isomorphism between G and G ′.M is a
compatibility matrix for node label sets �V ∪�′V . M ′ is a compatibility matrix for edge label
sets �E ∪�′E . In an edge compatibility matrix, �E and �′E both contain a special label called
empty edge. In this way, we handle both topology distortion (missing edges) and edge label
mismatches in the same unified way through an edge compatibility matrix. τ (0 < τ ≤ 1) is
the threshold for node mismatch and τ ′ (0 < τ ′ ≤ 1) is the threshold for edge mismatch.

For simplicity in the following discussion, we restrict our algorithmic study to cases that
we only need to handle node label mismatches (i.e. corresponding edge relations and corre-
sponding edge labels should exactly match each other in matching two graphs). One of such
cases is protein structure pattern identification where edges encode geometric information.

With the assumption, the new definition of approximate subgraph isomorphism is:

Definition 5 A graph G is approximate subgraph isomorphic to another graph G ′, denoted
by G ⊆a G ′ if there exists an injection f : V → V ′, such that

• ∏
u∈V

Mλ(u),λ′( f (u))

Mλ(u),λ(u)
≥ τ,

• ∀ u, v ∈ V, (u, v) ∈ E ⇒ ( f (u), f (v)) ∈ E ′, and
• ∀ (u, v) ∈ E, λ(u, v) = λ( f (u), f (v))

Given a node injection f from graph G to G ′, the co-domain of f is an it embedding of
G in G ′. The it approximate subgraph isomorphism score of f , denoted by S f (G, G ′), is

the product of normalized probabilities: S f (G, G ′) = ∏ Mλ(u),λ′( f (u))

Mλ(u),λ(u)
. For a pair of graphs,

there may be many different ways of mapping nodes from one graph to another and hence
may have different approximate isomorphism scores. The it approximate matching score
(score for simplicity) between two graphs, denoted by S(G, G ′), is the largest approximate
subgraph isomorphism score, or

S(G, G ′) = max
f
{S f (G, G ′)}.

Example 2 In Fig. 1, we show a graph database D = {P, Q, R} and a compatibility matrix
M . We set isomorphism threshold τ = 0.4 and with this threshold, graph P is approxi-
mate subgraph isomorphic to graph Q with the approximate subgraph isomorphic score is
0.5×0.3×0.5
0.5×0.5×0.5 = 0.6. To see this, there are a total of 6 different ways to map nodes of P to those
of Q. The only two that satisfy edge label constraints are f1 = p1 → q1 p2 → q2 p3 → q3

and f2 = p1 → q2 p2 → q1 p3 → q3. The approximate subgraph isomorphism score of f1

equals that of f2.
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Definition 6 Given a graph database D, an isomorphism threshold τ , a support threshold
σ(0 < σ ≤ 1), the support value of a graph G, denoted by supG , is the average score of the
graph to graphs in the database, which G is approximately subgraph isomorphic to:

supG =
∑

G ′∈D,G⊆a G ′
S(G, G ′)/|D| (1)

G is a it frequent approximate subgraph if its support value is at least σ . With this def-
inition, we only use those graphs that a subgraph G is approximate subgraph isomorphic
to (controlled by the parameter τ ) to compute the support value of G. We do this to filter
out low-quality (but potentially many) graph matchings in counting the support value of a
subgraph. For a moderate sized graph database (100–1,000), according our experience, the
number of frequent subgraphs identified is usually not sensitive to the isomorphism thresh-
old, which makes sense since low-quality graph matching has low “weight” in the support
computation nevertheless.

With the above definition, we have the support Apriori property as claimed by the follow-
ing Theorem 1.

Theorem 1 Given a graph database D and two graphs G ⊆ G ′, we have sup(G) ≥ sup(G ′).

Proof In order to prove the theorem, it is sufficient to show that for all graphs P in a graph
database, we have S(G, P) ≥ S(G ′, P) for all graphs G ⊆ G ′. This is true if the compat-
ibility matrix is stable ( mi,i > mi, j for all j 
= i). The rest of the proof are trivial and are
left to interested readers.

Problem Statement. Given a graph database D, an isomorphism threshold τ , a compat-
ibility matrix M , and a support threshold σ , the it approximate subgraph-mining problem is
to find all the frequent approximate subgraphs in D.

It is easy to adapt the frequent approximate subgraph-mining algorithm to the approxi-
mate clique subgraph mining by adding the full-connection constraint. In order to keep the
consistency with our real-world applications, The subgraphs shown in all the examples below
are clique subgraphs instead of subgraphs.

In Fig. 2, we show all the frequent approximate subgraphs in the graph database D shown
in Fig. 1. By comparison with the frequent subgraphs acquired by exact graph mining, the
approximate mining method identifies meaningful patterns that cannot be identified by exact
graph-mining methods. Since the support value of approximate subgraph mining and that of
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Fig. 2 Example of frequent subgraphs and approximate frequent subgraphs. Given the graph database D in
Fig. 1 and the support threshold σ = 2/3, the left side shows the frequent subgraphs mined by the general
exact graph mining. Given the compatibility matrix M in Fig. 1, isomorphism threshold τ = 0.4, and support
threshold σ = 2/3. The right side presents the frequent approximate subgraphs in D
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frequent subgraph mining have different meaning, it is generally hard to do a comparison
of approximate subgraph mining and that of frequent subgraph mining. Fortunately, with
the assumption of stable compatibility matrix, we show that frequent subgraph mining is a
special case of approximate subgraph mining with the following theorem.

Example 3 Given a graph database D, a compatibility matrix M in Fig. 1, the support thresh-
old σ = 2/3 and isomorphism threshold τ = 0.4, we show how to calculate the isomorphism
score and support value for the approximate frequent patterns in Fig. 2.

S(A1, P) = 1, S(A1, Q) = 1, S(A1, R) = 1, Sup(A1) = 3/3;
S(A2, P) = 1, S(A2, Q) = 1, S(A2, R) = 1, Sup(A2) = 3/3;
S(A3, P) = 1, S(A3, Q) = 0.6, S(A3, R) = 0.4, Sup(A3) = 2/3;
S(A4, P) = 1, S(A4, Q) = 0.6, S(A4, R) = 0.4, Sup(A4) = 2/3.

Theorem 2 Given a graph database D, an isomorphism threshold τ = 1, a compatibility
matrix M, and a support threshold σ , the set of approximate frequent subgraph patterns Pa

is exactly the set of frequent subgraph patterns Pf or Pa = Pf . If τ < 1, Pf ⊆ Pa.

Proof This is the direct consequence of the support value definition 6.

4 Algorithm design

Here, we demonstrate a new algorithm APGM for approximate subgraph mining. APGM
starts with frequent single-node subgraphs. At a subsequent step, it adds a node to an exist-
ing pattern to create new subgraph patterns and identify their support value. If none of the
resulting subgraphs are frequent, APGM backtracks. APGM stops when no more patterns
need to be searched. Before we proceed to the algorithmic details, we introduce the following
definitions to facilitate the demonstration of the APGM algorithm.

Definition 7 Given a graph T , one of the embeddings e = v1, v2, . . . , vk of T in a graph G,
a node v is a neighbor of e if ∃u ∈ e, (u, v) ∈ E[G].

In other words, a neighbor node of a embedding e is any node that connects to at least one
node in e. The it neighbor set of an embedding e, denoted by N (e), is the set of e’s neighbors.

Definition 8 Given a graph T , one of the embeddings e = (v1, v2, . . . , vk) of T in a graph
G, an injection f from T to e, an isomorphism threshold τ , a compatibility matrix M , a node
v ∈ N (e), and a node label l, the approximate subgraph pattern candidate, denoted by
G|T,e,v,l , is a graph (V ′, E ′, �V ′ , �E ′ , λ′) such that

• λ′(v) = l
• V ′ = {v1, v2, . . . , vk} ∪ v

• E ′ ⊆ V ′ × V ′ ∩ E[G]
• �V ′ = �V [T ]
• �E ′ = �E[T ]
• ∀ u, v ∈ V ′ : λ′((u, v)) = λG( f (u, v))

• ∏
u∈V ′

Mλ′(u),λG ( f (u))

Mλ′(u),λ′(u)
≥ τ
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Fig. 3 A pattern T , a graph Q and an approximate subgraph candidate G′

Example 4 In Fig. 3, we show a pattern T and one of its embedding e = (q1, q2) in a graph
Q. Node q3 is a it neighbor node of e since it connects to at least one node of e (in fact
both). Given a node label l=“a”, we obtain an approximate subgraph G ′ = Q|T,e,v,l of Q
shown in the same Figure. The G ′ has an embedding e′ = (q1, q2, q3) in Q and the score
of the embedding is M(a,a)

M(a,a)
M(a,a)
M(a,a)

M(a,b)
M(a,a)

= M(a,b)
M(a,a)

= 0.6 (Recall the score of an embedding is
the multiplication of the probability of the observed node label replacement, normalized by
the probability of the node label self-replacement).

With the definitions, we present the pseudocode of APGM below.

APGM_MAIN(D, M, τ, σ )
1: Begin
2: C ← { frequent single node }
3: F ← C
4: for each T ∈ C do
5: APG M_SE ARC H(T, τ, σ, F)

6: end for
7: return F
8: End

APGM_SEARCH(T, τ, σ, F)
1: Begin
2: C ← ∅
3: for each (e, v), e is an embedding of T in a graph G, v ∈ N (e) do
4: C L ← approximateLabelSet(T, G, e, v)
5: for each l ∈ C L do
6: X ← G|T,e,v,l
7: C ← C ∪ {X}
8: H(X) = H(X) ∪ (e, v)

9: end for
10: end for
11: remove infrequent T from C
12: F ← F ∪ C
13: for each T ∈ C do
14: APG M_SE ARC H(T, τ, σ, F)

15: end for
16: End

H is a hash function to store candidate subgraphs and their embeddings. The hash key of
the function in our implementation is a canonical code of the subgraph X , which is a unique
string representation of a graph. We use the Canonical Adjacency Matrix (CAM) and the
Canonical Adjacency Matrix code, developed in [10], to compute the canonical code of a
graph.
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approximateLabelSet(T, G, e, v)
1: Begin
2: R← ∅
3: l0 ← λG (v)

4: for each l ∈ �V [G] do

5: if S(e, T )× M(l0,l)
M(l0,l0)

≥ τ then
6: R← R ∪ l
7: end if
8: end for
9: return R
10: End

APGM enumerates the subgraph candidates from the new proposed embeddings. The pro-
cedure to find new embeddings are described in Definition 8. The information of neighbors
are collected at the beginning of Algorithm APGM_MAIN. When all the new embedding are
enumerated based on the embeddings of an existing subgraph, APGM has the new subgraph
candidates and each candidate has all its embeddings. The support value of a new subgraph
candidate is calculated by following Definition 4, 5 and 6. We gave one example below to
show the enumeration procedure of patterns and their embeddings.

Example 5 Given a graph database with two graphs T and Q in Fig. 3, τ = 0.6, and σ = 1.5,
the enumeration procedure of subgraph candidates and embeddings are showed as the fol-
lowing. APGM first finds single-node pattern candidates: the frequent pattern a (Sup=2)
with its embeddings (t1) (S = 1) and (t2) (S = 1) in graph T , and (q1) (S = 1), (q2) (S = 1),
and (q3) (S = 0.6) in graph T ; the infrequent pattern b (Sup = 1) with its embeddings (q3)

(S = 1) in graph Q. By adding one neighbor in the embeddings of frequent single-node
pattern a, APGM enumerates a single edge pattern candidates: the frequent pattern a − a
with the embeddings (t1, t2) (S = 1), (t2, t1) (S = 1) in T and (q1, q2) (S = 1), (q2, q1)

(S = 1)in Q; the infrequent pattern a − b (Sup=1) with the embeddings (q1, q3) (S = 0.6)
and (q2, q3) (S = 0.6). APGM stops here since there is no more candidate patterns to explore.

4.1 Extensions

It is easy to adapt the above algorithm for mining other types of approximate subgraph such as
approximate cliques, approximate quasi-cliques, approximate paths, and approximate trees.
See “Appendix” for details about two extensions: that of approximate cliques and that of
approximate quasi-cliques.

4.2 Optimization techniques

The key operations in the APGM algorithm are the operations at lines 4, 6, and 7 in Algo-
rithm APGM_SEARCH. The function approximateLabelSet returns a set of labels at line 4,
candidate subgraphs are created at line 6, and the embeddings of the candidates are stored
at line 7. The performance of the APGM algorithm improves as the number of returned
labels decreases, as the number of created candidate decreases, and as the number of stored
embeddings decreases. This observation helps us devise the following optimizations. Our
experimental results show that both optimization techniques do not affect the output approx-
imate subgraph pattern sets.
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4.2.1 Optimization 1. (focusing on line 4)

In order to reduce the symbols returned by the function approximateLabelSet, we designed
the following rules regarding optimization in addition to that already implemented in the
function approximateLabelSet:

• No infrequent labels may be returned. Infrequent labels are labels of single node whose
support values are less than σ .

• Since our depth-searching paths start with single nodes that are sorted in canonical form,
the new paths never include single nodes’ label searched in previous paths.

We also set a rule that if a candidate pattern X is not in its canonical form, as defined in [10],
we prune the candidate.

Theorem 3 With the pruning technique in Optimization 1, APGM does not miss the frequent
patterns.

Proof (1) Prune the infrequent labels.
Suppose we have an infrequent single-node pattern X with the label l1 and an existing

frequent subgraph pattern Y . We propose a new pattern candidate Z by adding an extra node
with the label l1 to Y and have X ⊆a Z . With Theorem 1, we have sup(X) ≥ sup(Z).
With the infrequent X, Z is infrequent pattern. Hence, to prune l1 label does not change the
frequent pattern output.

(2) Sort node labels in canonical form and exclude the labels in previous paths.
Suppose we have an ordered node label set (l1, . . . , ln). Starting with the frequent sin-

gle-node graph with the label l1, APGM finds all the patterns containing the label l1 when
it reaches its depth search limit of depth-first search (DFS) Tree. Since all the patterns con-
taining the label l1 are found, there is no need to include l1 in the new pattern candidates. In
the further search, with the new ordered label set (l2, . . . , ln), APGM applies the same rule.
Hence, to exclude the previous searched node label from a sorted node label set in the further
search, APGM does not miss frequent patterns.

As evaluated by our experimental study, Optimization 1 helps us significantly. We list the
optimization here since it helps us to explain the next optimization.

4.2.2 Optimization 2. (focusing on lines 6 and 7)

Given a candidate graph X constructed from a pattern T , if we could estimate an upper-bound
of the support value for X and the estimated upper-bound is less than the required support
threshold σ , we can prune X and stop accumulating its embeddings. This strategy, which
we call it early termination, certainly improves the computational efficiency of the APGM
algorithm, given that we have a (tight) upper-bound estimation of a candidate graph pattern.

Toward that end, we have devised an efficient way to provide an upper-bound estimation
of a candidate pattern. Our strategy is based on the following observation: given two graphs
T ⊆ X and a graph G, we have S(T, G) ≥ S(X, G) where S(X, Y ) is the matching score
for a graph X to Y . In other words, the score of a supergraph X to a graph G is always less
than or equal to that of its subgraph T with G (This observation is discussed in proving the
support monotonicity in Theorem 1).

Within the context of depth-first search, when a candidate “grows” (T ⊆ X ), the score
value of the candidate to a fixed graph (and hence to a graph database) never increase
(S(X, G) ≤ S(T, G)).
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With the observation in enumerating the embeddings of a graph T at line 3 of Algorithm
APGM_SEARCH, we divide graphs in the graph database into two groups. The first group
are those graphs that have been scanned and hence the (partial) support value of a candidate
graph X in those graphs is known. The second group are those graphs that have not been
scanned yet, and we estimate the (partial) support value of X in those graphs by the support
value of T in those graphs (which is a known value). The overall support of X in a graph
database is upper-bounded by the sum of the two partial support values. If the sum is below
the support threshold, we know the candidate X cannot be frequent and can stop storing its
embedding values.

Formally, given a candidate X that is proposed in processing the embeddings of a pat-
tern T , we assume that G j1 , G j2 , . . . , G jm are the graphs that have been processed and
G ′i1

, G ′i2
, . . . , G ′in

are the remaining graphs. We estimate the support value of X by the
following formula:

˜sup(X) =
∑

k

S(X, Gk)+
∑

k

S(T, G ′k) (2)

We claim that ˜sup(X) is a upper-bound estimation of the real support value of X .

Theorem 4 With the pruning technique in Optimization 2, APGM does not miss the frequent
patterns.

Proof With Theorem 1, we have∑
k S(X, Gk)+∑

k S(X, G ′k) ≤
∑

k S(X, Gk)+∑
k S(T, G ′k).

If
∑

k S(X, Gk)+∑
k S(T, G ′k) < σ ,

then
∑

k S(X, Gk)+∑
k S(X, G ′k) < σ .

Hence, to prune the pattern candidates by using the upper boundary does not change the
frequent pattern output.

Practically in implementing this early termination strategy, for a pattern T , we sort graphs
in the related graph database according to the score values of T to the graphs from high to
low. We then estimate the support value of any candidate X according to Eq. (2) and perform
early termination if X is not frequent.

A tighter estimation can be obtained if we have information about other subgraph(s) of X .
Intuitively, if we have score values of another subgraph T ′ ⊆ X in the unprocessed graphs
G ′i1, G ′i2, . . . , G ′in , we have a tighter upper-bound estimation as the following:

ˆsup(X) =
∑

k

S(X, Gk)+
∑

k

min{S(T, G ′k), S(T ′, G ′k)}

We notice that with the depth-first search algorithm APGM_SEARCH, it is not always
possible that we have score information for two subgraphs of a given candidate. For exam-
ple, if the candidate X is a path with length 2, due to depth-first search, we only have score
information for one of its two subgraphs. However, for many candidates X we do have score
information for two of subgraphs of X . Whether we have two subgraphs of a candidate graph
X has been extensively discussed in the Fast Frequent Subgraph-Mining algorithm [10].
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5 Results

5.1 Experimental setup

We performed all the experiments on a cluster with 256 Intel Xeon 3.2 Ghz EM64T proces-
sors with 4 GB memory each. The approximate graph-mining algorithm was implemented
in the C++ language and compiled by using the g++ compiler in Linux environment with
-O3 optimization.

5.2 Data sets

We generated synthetic data set by the same synthetic graph generator as [18]. We downloaded
all protein structures from Protein Data Bank (PDB). We followed [3] to use the same software
as [14] to calculate Almost-Delaunay (AD) for graph representation of protein geometry. We
took BLOSUM62 [22] as the compatibility matrix and back-calculated the conditional prob-
ability matrix by following the procedure described in [6]. In the BLOSUM62 substitution
matrix, there is only one violation of the criterion of stable matrices—the row for methionine
(MET). We normalized the row of MET with the maximum entry inside it and other rows in
the matrix according to Definition 5.

5.2.1 Synthetic data sets

The synthetic graph generator takes the following set of parameters: D is the total num-
ber of graphs; T is the average size of graph; I is the average size of potentially frequent
subgraphs; L is the number of potentially frequent subgraphs; V is the number of ver-
tex labels; E is the number of edge labels. The default parameter values that we use are
D = 10000, T = 30, I = 11, L = 200, E = 20, and V = 20.

5.2.2 Real data sets

We investigated two immunologically relevant protein domain families: the Immunoglob-
ulin V set and the Immunoglobulin C1 set. Immunoglobulin domains are among the most
valuable to give insight into host-defense mechanisms, and insight that can help guide devel-
opment of therapies and vaccines against refractory organisms [17]. We collected proteins
from SCOP release 1.69. For each family we created a culled set of proteins with maximal
pairwise sequence identity percentage below 30% by using PISCES server [25]. The PDB ID
of Individual proteins for two sets are shown in Table 1. The graph properties of two protein
families are listed in Table 2. We denote Immunoglobulin domain proteins as positive sample
and random proteins as negative.

5.3 Computational performance

5.3.1 Performance measurement

Since the support value of approximate subgraph mining and that of frequent subgraph min-
ing have different meaning, it is generally hard to compare the performance of approximate
subgraph mining and that of frequent subgraph mining. As indicated in Theorem 2, if we set
the isomorphism threshold τ to 1, the set of frequent approximate subgraphs will be equal to
the set of frequent subgraphs. If τ is less than 1, approximate subgraph mining will obtain
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Table 1 Immunoevasins protein lists for research

PDB ID of proteins in Immunoglobulin C1 set

Proteins for feature extraction (10): 1 f p5a 1onqa 1ogad 1pqza 1t7va

1l6xa 1 je6a 1mjul 1uvqb 1dn0b

Proteins for leave-one-out testing (11): 1n f da 1uvqa 1q0xl 1mjuh 1a6za

1k5na 1hdma 3 f rua 1ogae 1hdmb 1k5nb

PDB ID of proteins in Immunoglobulin V set

Proteins for feature extraction (10): 1pkoa 1ogad 1npua 1cdca 1 jmaa

1 f o0b 1nkoa 1mjuh 1n f db 1q f oa

Proteins for leave-one-out testing (9): 1zcza 1 f 97a 1eaja 1mjul 1cida

1neua 1cdya 1hk f a 1nezg

Table 2 Graph properties of
immunoevasins proteins

Immunoglobulin Immunoglobulin
C1 set V set

Avg. node size 220 158

Avg. edge size 3,107 2,263

Max. node size 276 159

Min. node size 100 96

Max. edge size 4,000 4,030

Min. edge size 1,350 713

Avg. density 14 14

Node label size 20 20

Edge label size 27 30

a superset than that of frequent subgraph mining. Compared with the exact matching, the
approximate matching finds more patterns by enumerating more pattern candidates and takes
more computational cost. Hence, the measurement of the time cost may not be a fair metric
to evaluate the computational performance. We decided to use it pattern discovery rate (rate
for simplicity) discussed in [12], which is computed as the number of discovered patterns N
divided by the running time t . We use the rate rather than the running time as the criteria to
compare computational efficiencies of different algorithms.

5.3.2 Performance testing with synthetic data sets

We created a synthetic data using the default parameters indicated in Sect. 5.2 for the graph
generator. We compared the computational efficiency of APGM with an exact induced min-
ing method MGM and showed the results in Fig. 4. For APGM, we have implemented O1
and O2 defined in Sect. 4.2. The experimental results in Fig. 4 show that O1 gave the most
performance improvement. We notice that although O2 separately didn’t show significant
effect on APGM, when combined with O1, O2 improved the performance significantly.
Our explanation is that O2 could not help prune repetitively enumerated frequent patterns
since those patterns are frequent ones. When combined with O1, O2 does show a signifi-
cant improvement. We see that APGM has similar performance with MGM if we use exact
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Fig. 4 Computational performance comparison between MGM and APGM with different optimization poli-
cies on synthetic data (D10000 E20 I 11 L200 T 30 V 20). APGM used isomorphism threshold τ = 1.0. Here
APGM + 1 means APGM with O1

matching (τ = 1). For subsequent experiments, we used APGM with both optimization O1
and O2.

We further compared the performance rate between APGM and MGM, with different iso-
morphism threshold values (and hence introduce different level of approximate matching)
on the same synthetic data. From the upper part of Fig. 5, we find that with the change of iso-
morphism threshold, the performance rate change of APGM differ narrowly. Even if APGM
takes approximate matching, its performance is very similar with MGM. In some range of
support threshold, APGM with low isomorphism threshold (σ = 0.6) even has much higher
rates.

Besides scalability test with varying support value, the scalability of APGM was also
tested on the synthetic data sets with varying database size (D) or average size of graphs in
a database (T ), while other parameters keep default value as indicated in the experimental
setup. In the middle of Fig. 5, we show the trend by increasing the value of D. We notice that
even if the performance rate of APGM decreased rapidly at the beginning, it slowed down
flat finally, which means APGM at least promised a minimum performance gain. And in the
lower of Fig. 5, we also show the trend by increasing the value of T . The performance rate
decreased approximately linearly. Our explanation is that the number of potential patterns
in the graph database was a constant because the parameter (L) was not changed. With the
increasing of the average size of graphs, the search space was expanded, which meant more
running time. As the ratio of the number of patterns and the running time, the rate shows the
trend of decreasing. But APGM still scales linearly with average size of graphs T . Both fig-
ures demonstrate the good scalability for APGM. In addition, compared with MGM, APGM
showed the similar trend and isomorphism threshold τ did not affect the scalability.

5.4 Domain relevance

During this experimental research, we mined frequent clique subgraphs [12] in order to
enforce biological constraints on the patterns. We compared APGM with the exact graph
mining methods MGM. We chose MGM as the counterpart for the comparison because
it is an available clique pattern-mining algorithm (any exact matching method with clique
constraint should provide the same number of patterns from a graph database).
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Fig. 5 Computational performance comparison between MGM and APGM using synthetic data sets. APGM
used isomorphism threshold τ = 1.0, 0.8, 0.7, 0.6. Given the patterns’ number N and running time t (s),
rate = N/t . Left The trend of performance rate with the increasing support threshold σ . Middle The trend
of performance rate with the increasing size of graph database (D). APGM used support threshold σ = 1%.
Right The trend of performance rate with the increasing average size of graphs in database (T ). APGM used
support threshold σ = 1%

5.4.1 Experimental protocol

We created our experimental protocol as the following:

• We randomly chose 10 proteins from each family as group I to serve as sources for feature
extraction.
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Select a subset of graphs Select other proteins

APGM processing

Approximate
Isomorphism

SVM Leave-one-out cross validation

Translate protein structures to graphs

A Set of Protein 
Structures

in a Protein Family

Graph Represented 
Protein Structures  in 

the family

Data Set for Feature 
Extraction

Training and Testing 
Sets for Classification

Protein Data 
Bank(PDB)

Select equivalent 
number of  random proteins

Structure Pattern Set

Object Feature Matrix for 
Training and Testing Sets

Classification Results

Fig. 6 The procedure of experimental research

• We used the remainder (positive sample) as group II for training and testing in “leave-
one-out” cross validation.

• A negative sample set of the same size as the positive samples in group II was ran-
domly chosen from PDB. The negative sample was used along with the positive sample
in training and testing.

The complete flowchart of our experiment procedure is shown in Fig. 6.

• In order to eliminate the effect of randomness on our classification results, we chose the
optimal parameters to repeat the procedure shown in Fig. 6, 100 times for each data set.

5.4.2 Number of patterns identified

We identified frequent approximate subgraph patterns from 10 positive proteins in each
family. There are two parameters that may have significant influence on the set of mined pat-
terns. The first is the support threshold (σ ), and the second is the isomorphism threshold (τ ).
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Table 3 Number of patterns for
Immunoglobulin C1 set acquired
by APGM

τ = 3.5 τ = 4.5 τ = 5.5

σ = 4 811 774 750

σ = 5 141 140 136

σ = 6 17 17 17

Table 4 Number of patterns by
APGM (τ = 0.35) and MGM on
Immunoglobulin C1

Support threshold (σ )

6 5.5 5 4.5 4

APGM (τ = 0.35) 17 24 141 202 841

MGM 16 16 126 126 660

Table 5 Number of patterns by
APGM (τ = 0.75) and MGM on
Immunoglobulin V

Support threshold (σ )

6 5.5 5 4.5 4

APGM (τ = 0.75) 0 0 0 160 14,686

MGM 0 0 0 0 13,911

For simplicity, in the following experiments in this section we use the new support threshold
σ ′ = σ × |D|, where |D| is the size of the graph database, and applied the same change in
support value. In Table 3, we run APGM with different combinations of τ and σ and collect
the total number of identified patterns. Our results show that the total number of patterns is
not sensitive to the isomorphism threshold, and depends on the support threshold heavily.
Such fact eases the worry that the parameter τ may be too strong for deciding the number of
patterns.

For the purpose of comparison, the patterns mined by two mining methods are shown
in Tables 4 and 5, and the patterns acquired by APGM from Immunoglobulin C1 proteins
are also shown in Table 3. In our experiment, we treat a pattern set with the number more
than 10,000 as a meaningless one because our sample space is comparatively small and the
isomorphism check is computationally expensive. From Table 5, we see that exact matching
fails to provide useful patterns on the Immunoglobulin V proteins, which is the typical data
set with very noisy background. In comparison, APGM does find some pattern set with a
reasonable size in such situation (We only use rough parameter combination grids to do the
pattern search. If we increase the precision of τ and σ , more patterns will be found). In
order to evaluate the quality of these patterns, we use the identified frequent subgraphs in
classification tests as discussed below.

5.4.3 Classification performance

In this experimental section, we used libsvm SVM package (http://www.csie.ntu.edu.tw/
thicksimcjlin/libsvm) for protein structure classification. We treat each mined pattern as a
feature and a protein is represented as a feature vector V = (vi ) where 1 ≤ i ≤ n and n is
the total number of identified features. vi is 1, if the related feature occurs in the protein and
otherwise vi is 0. We used the linear kernel and default parameters for SVM leave-one-out
cross validation, where Accuracy = (T N+T P)/(T N+T P+F N+F P) (TP, true positive;
FP, false positive; TN, true negative; FN, false negative).

123

http://www.csie.ntu.edu.tw/thicksimcjlin/libsvm
http://www.csie.ntu.edu.tw/thicksimcjlin/libsvm


440 Y. Jia et al.

Table 6 Classification accuracy
of APGM (τ = 0.35) and MGM
on Immunoglobulin C1 set

Support threshold (σ )

6 5.5 5 4.5 4

APGM 68.18% 77.27% 86.36% 90.91% 81.82%

MGM 72.73% 72.73% 72.73% 72.73% 72.73%

Table 7 Classification accuracy of APGM (τ = 0.75) and MGM on Immunoglobulin V Set

Support threshold (σ )

6 5.5 5 4.5

APGM − − − 77.78%

MGM − − − −
TP true positive, FP false positive, TN true negative, FN false negative
Accuracy= (TN + TP)/(TN + TP + FN + FP)
− means accuracies are unavailable

We followed the procedure in Fig. 6 to create one data set for feature extraction and another
for training and testing on both Immunoglobulin C1 and V proteins. The classification results
are summarized in Tables 6 and 7. For some parameter combinations, there are no accura-
cies—an event that happens under two circumstances. First, there are no patterns found.
Second, the pattern set is too big to be useful. From the tables, we see that the classification
with APGM-based feature highly outperforms those based on exact matching. For Immuno-
globulin C1 set, the classification based on feature identified by MGM only reaches 73%,
while APGM is between 69 and 91%. For Immunoglobulin V set, since the exact matching
method cannot mine any meaningful patterns, it fails in classification, while by using APGM,
we have the accuracy about 78%. It shows that our APGM has more capability to mine useful
structure information from very noisy background than general exact matching graph-mining
algorithms.

We repeated the experimental procedure 100 times for both protein families. We showed
the results of average Accuracy and its variance in Figs. 7 and 8, and the results of aver-
age Precision and Recall and their variance in Tables 6 and 7. In all of three classification
measures, APGM outperformed the exact matching method MGM, which demonstrates our
previous finding in the previous single experiment (Tables 8, 9).

5.4.4 Significance of patterns

In order to further demonstrate the quality of the patterns mined by APGM, we chose the
parameter combination with the best accuracy for the Immunoglobulin C1 proteins and the
Immunoglobulin V proteins to check the distribution and significance of patterns. Figure 9
shows the number of the patterns that the 11 Immunoglobulin C1 proteins contain and the
significance scores. Figure 10 shows those for the 9 Immunoglobulin V proteins. Proteins in
Figs. 9 and 10 are numbered according to their appearance order in Table 1. For example,
protein “10” in Fig. 9 is protein 1nfa (chain A). The proteins in Figs. 9 and 10 are sorted
according to the number of patterns contained in the proteins. The significance score P of a
pattern is defined as follows.

P = log
f +/N+

f −/N−
, if f − 
= 0 f + 
= 0 (3)
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Fig. 7 The accuracy comparison between APGM and MGM on Immunoglobulin C1 set
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Fig. 8 The accuracy comparison between APGM and MGM on Immunoglobulin V set

N− is the number of negative samples; N+ is the positive samples; f − is the number of
negative samples that contain the pattern; f + is the number of positive samples that contain
the pattern. There are three special cases of P’s value. If f − = 0 and f + 
= 0, we set
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Table 8 Prediction comparison between APGM (τ = 0.35) and MGM on Immunoglobulin C1

Precision (avg.± variance)% Recall (avg.± variance)%

APGM 87.87± 7.96 62.50± 12.40

MGM 86.79± 13.35 48.21± 16.05

Table 9 Prediction comparison between APGM (τ = 0.75) and MGM on Immunoglobulin V

Precision (avg.± variance)% Recall (avg.± variance)%

APGM 92.90± 11.63 47.57± 13.24

MGM 86.26± 17.72 30.53± 13.67

Precision = TP/(TP + FP)
Recall = TP/(TP + FN)
For the C1 set, APGM chose two optimal parameter combinations (τ = 0.35, σ = 4.5) and (τ = 0.35, σ = 5),
and MGM chose two optimal parameters σ = 5, 6. In 200 mining times, APGM found 200 non-empty pattern
sets and MGM found 185. For the V set, APGM chose two optimal parameter combinations (τ = 0.75, σ =
4.5) and (τ = 0.75, σ = 5), and MGM chose two optimal parameters σ = 5, 6. In 200 mining times, APGM
found 192 non-empty pattern sets and MGM found 135
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Fig. 9 Upper Distribution of frequent subgraph features among Immunoglobulin C1 proteins. Lower Signif-
icance of frequent subgraph features among Immunoglobulin C1 proteins. Both figures are constructed for
the set for classification. There are 202 patterns that are mined with the support threshold σ = 4.5 and the
isomorphism threshold τ = 0.35

P = 10; if f − 
= 0 and f + = 0, we set P = −10; and if f − = 0 and f + = 0, we set
P = 0.
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Fig. 10 Upper Distribution of frequent subgraph features among Immunoglobulin V proteins. Lower Sig-
nificance of frequent subgraph features among Immunoglobulin V proteins. Both figures are constructed for
the set for classification. There are 160 patterns that are mined with the support threshold σ = 4.5 and the
isomorphism threshold τ = 0.75

Although the patterns do not distribute uniformly among Immunoglobulin C1 proteins,
they cover all the positive proteins. The significance score of these patterns shows strong bias
toward the Immunoglobulin C1 proteins, and among 202 only 30 noise features (P = −10)
exist. For Immunoglobulin V proteins, the features miss two positive proteins, but these
features are highly correlated with positive samples with all P equaling 10.

6 Conclusion and future work

In this paper, we present a novel data-mining method APGM (APproximate Graph Mining).
Instead of using exact matching for graph comparison, we developed a graph-mining algo-
rithm with approximate matching policy. We took advantage of known substitution matrices
as the prior domain knowledge and incorporated them into a general framework to evaluate
qualified frequent induced graph patterns. We tested this method on the field of structure
motif identification in diverse proteins. In that application, we encoded structural motifs as
subgraphs of geometric graph of proteins and utilized biological mutation matrices as our
domain knowledge base. We also enforced the biological constraints on our structure pat-
terns. Through our experimental research, we found, compared with general graph-mining
algorithms, APGM not only offers more qualified patterns that achieves higher classification
accuracy, but also shows a reasonable pattern discovery rates.
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In biological research, the compatibility matrices on amino acid mutation are widely used
and publicly available, such as PAM 30, PAM70, BLOSUM45, and BLOSUM62. Without
loss of generality, choice of appropriate compatibility matrices allows our method to be
employed in any domain where subgraph labels have some uncertainty. For example, in the
domain of social networks, networks of personal contacts “mutate” as people die or change
employment. Compatibility matrices assigning probabilities of ‘label substitution’ within
families or organizations may allow the essential natures of personal contact subgraphs to be
preserved nevertheless. Furthermore, without loss of generality, choice of appropriate com-
patibility matrices allows our method to be employed in any domain where subgraph labels
have some uncertainty. We believe that our method and framework can be easily scalable
into different domain applications.

Acknowledgments We thank Dr. Carayannopoulos from the School of Medicine in the University of
Washington for his help in our research. This work is supported by NSF IIS award 0845951.

Appendix: Extensions

Here, we show two extensions of APGM: that of approximate cliques and that of approximate
quasi-cliques below.

Approximate cliques

A pattern is a it frequent approximate clique if it is a frequent approximate subgraph and it is
a clique (i.e. fully connected graph). In order to adapt the above algorithm to identify approx-
imate cliques, we only need to modify the definition of neighbor node of an embedding by
requiring the neighbor node connects to each and every node in an embedding, or:

Definition 9 Given a clique C , one of the embeddings e = v1, v2, . . . , vk of C , a node v is
a clique neighbor of e if ∀u ∈ e, (u, v) ∈ E[G].
The it clique neighbor set of an embedding e, denoted by NC (e), is the set of e’s clique
neighbors. If we replace the neighbor set N (e) used at line 3 of Algorithm APGM_SEARCH
with that of clique neighbor set, we obtain frequent approximate cliques.

Approximate quasi-cliques

A pattern P is it quasi-clique if for all nodes u ∈ V [P]we have d(v) ≥ k(|P|−1) (0 < k ≤ 1)
[23]. We use d(v) to denote the degree of a node v (the number of node that connects to v

directly). As studied in [23], there is a connection between a quasi-clique and the diameter
of a graph. For example, for quasi-clique with k = 0.5 (every node is connected to at least
half of the rest of the nodes in a graph), the diameter of the graph is at most 2.

Definition 10 Given a clique C , one of the embeddings e = v1, v2, . . . , vk of C , a node
v is a quasi-clique neighbor of e with distance x if ∀u ∈ e, X (u, v) ∈ E[G] and ∃u ∈
e, (u, v) ∈ E[G].
where X (u, v) is the shortest distance between two nodes u and v. The it quasi-clique neigh-
bor set of distance x of an embedding e, denoted by NCx (e), is the set of e’s quasi-clique
neighbors with distance x .

If we replace the neighbor set N (e) used at line 3 of Algorithm APGM_SEARCH with
that of quasi-clique neighbor set, we obtain frequent approximate quasi-cliques.
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