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Abstract With the advent of affective computing, the task of adequately identifying, rep-
resenting and processing the emotional connotations of text has acquired importance. Two
problems facing this task are addressed in this paper: the composition of sentence emotion
from word emotion, and a representation of emotion that allows easy conversion between
existing computational representations. The emotion of a sentence of text should be derived by
composition of the emotions of the words in the sentence, but no method has been proposed
so far to model this compositionality. Of the various existing approaches for representing
emotions, some are better suited for some problems and some for others, but there is no easy
way of converting from one to another. This paper presents a system that addresses these two
problems by reasoning with two ontologies implemented with Semantic Web technologies:
one designed to represent word dependency relations within a sentence, and one designed to
represent emotions. The ontology of word dependency relies on roles to represent the way
emotional contributions project over word dependencies. By applying automated classifica-
tion of mark-up results in terms of the emotion ontology the system can interpret unrestricted
input in terms of a restricted set of concepts for which particular rules are provided. The rules
applied at the end of the process provide configuration parameters for a system for emotional
voice synthesis.
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1 Introduction

The way in which the meaning of a sentence is built from the meaning of its words has
been a subject of study in computational linguistics for a long time. No such study has been
carried out for the way in which the emotional connotations of a sentence are affected by
the emotional connotations of its words. Existing approaches to this task rely most often on
a simplified representation of the sentence as a bag of words, where all words contribute in
equal measure, much in the way information retrieval simplifies the treatment of text. How-
ever, intuitively certain words can probably be considered more significant, depending on the
role they play in the word from their syntactic or semantic structure. An important hypothesis
underlying this paper is that if this kind of sentence structure were to be represented computa-
tionally in a way that modeled how the emotional contributions of words affect the emotional
connotations of the sentence, it would provide the means for capturing these intuitions. An
static ontology of word dependencies within a sentence fulfills the requirements for such a
representation.

An important challenge in addressing issues of affective computing is having an ade-
quate representation of emotions. Existing approaches vary from identifying a set of basic
categories—with a name tag assigned to each one of them—to design a multi-dimensional
space in terms of primitive elements—or emotional dimensions—such that any particular
emotion can be defined in terms of a tuple of values along the different dimensions. For
different purposes, one approach is better suited than the other. For instance, when attempt-
ing to synthesize voice utterances that reflect emotion to some extent, it is easier to identify
the parameters for voice production associated with conveying a particular emotion. For
assigning emotional values to given utterances, on the other hand, human evaluators find it
much easier to provide numbers along given dimensions. If one were to operate computa-
tionally with a representation of emotions expressed in more than one format, one is faced
with the task of being able to convert from one to another. This task is reasonably easy when
converting from emotional categories to emotional dimensions: it would suffice to assign a
particular tuple of values for the emotional dimensions of each emotional category. When
trying to convert from emotional values expressed in terms of emotional dimensions to a
representation in terms of emotional categories this is not so simple. The problem lies in the
fact that, given the subjectivity associated with emotional perception, the particular values
assigned to a given impression by one person usually deviate slightly from what a different
person would have assigned. This suggests that the process of converting from emotional
dimensions to emotional categories should be carried out in a manner that allows a certain
tolerance, so that a region of space in the universe of emotional dimensions is assigned to
each emotional category, rather than just a single point in the universe.

A separate problem arises from the fact that there is a large number of emotional cate-
gories, and the differences and similarities between them are not clear cut. In some cases,
it is reasonable to assume that certain emotional categories may be subsumed by others.
For example, the emotion anger subsumes the emotions sulking, displeasure and annoyance
which may be seen as different types of anger. This suggests that a taxonomy of emotional
categories as a hierarchy might be useful in finding correspondence between more specific
emotional categories and more general emotional categories.

In this context, the development of an ontology of emotional categories based on descrip-
tion logics, where each element is defined in terms of a range of values along the space of
emotional dimensions, provides a simple and elegant solution. The ability to carry out auto-
matic classification of concepts simplifies the addition of new concepts—possibly expressed
only in terms of their values along the axes of emotional dimensions—without having to
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worry explicitly about where in the ontology they should be placed. Due to a taxonomical
reasoning system an implicit hierarchy for the concepts represented in the ontology can be
inferred automatically.

This paper describes the development of a system that relies on two ontologies such
as those described above, together with its application as an interface between a text input
marked up in terms of emotional dimensions and a set of rules for configuring an emotionally
enabled voice synthesizer. By reasoning over the word dependency ontology, the emotional
connotations of any node in the structure can be computed separately, from the contribution
of single words to the contribution of entire sentences, including intervening substructures.
By reasoning over the emotion ontology, insertion of new instances of emotional concepts
into the ontology results in their automatic classification under the corresponding branch of
the hierarchy. The system can then trace the ascendants in the ontology of the corresponding
value, until a more general concept is found that satisfies the condition that specific rules
are available for generating an appropriate voice synthesis configuration for expressing the
intended emotional impression. Section 2 introduces the problem domain and the technol-
ogies that are used in the paper. Section 3 describes the two applications of ontological
reasoning presented in the paper: how it is used to model compositionality of emotional
contributions over sentence structure, and how it is used to model relations of subsumption
between emotion concepts and emotion terms. Section 4 describes the application of these
solutions in the task of providing input data and configuration information for an emotional
voice synthesizer. Finally, Section 5 discusses the technological issues that have arisen, and
Sect. 6 summarizes our conclusions and future work.

2 Related work

To understand the work proposed here, four basic topics must be covered: the computational
representation of emotions, the Semantic Web technologies that have been employed in the
project, the natural language processing technique employed to obtain the syntactic struc-
ture of sentences (dependency analysis) and the review of the system chosen as domain of
application. These are covered in the following subsections.

2.1 Computational representation of emotions

Emotions are not easy to define, because there are a lot of factors that contribute to them.
For Izard [13] a good definition of emotion must take into consideration: conscious feeling
of emotion, process which takes place in the nervous system and in the brain and expres-
sive models of emotion. Emotions take place when something unexpected happens and the
so-called “emotional effects” begin to take control.

2.1.1 Classification of emotions

Interested readers can find more detail in the work of Cornelius [6] and Schröder [33].
Many of the terms used to describe emotions and their effects are difficult to tell apart from

one another, as they are usually not well defined. This is due to the fact that the abstract con-
cepts and the feelings associated with such concepts are very difficult to express with words.
For this reason, there are a lot of methods for describing the characteristics of emotions:
emotional categories—based on the use of emotion-denoting words—descriptions based on
psychology [2] and evaluation [6], circumflex models—emotional concepts are represented
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by means of a circular structure [31], so that two emotional categories close in the circle
are conceptually similar, and emotional dimensions which represent the essential aspects of
emotional concepts.

In the following subsections, we describe in detail the two methods which are employed
in our work: emotional categories and emotional dimensions.

Emotional categories: The most common method for describing emotions is the use of
emotional words or affective labels. Different languages provide assorted labels of vary-
ing degrees of expressiveness for the description of emotional states. There are significant
differences between languages in terms of the granularity with which these labels describe
particular areas of emotional experience. Even within a given language, some areas of emo-
tional experience have a higher density of labels than others. This diversity presents an
additional difficulty. A lot of methods have been proposed to reduce the number of labels
used to identify emotions: basic emotions, super ordinate emotional categories, and essential
everyday emotion terms…

Emotional dimensions: Emotional dimensions represent the essential aspects of emotional
concepts. There are three basic dimensions:

– Evaluation: Represents how positive or negative an emotion is. For example in a scale
for the evaluation dimensions at one extreme we have emotions such as happy, satis-
fied, hopeful…the other end of the scale is for emotions such as unhappy, unsatisfied,
despaired…

– Activation: Represents an active/passive scale for emotions. At one extreme of the activa-
tion are emotions such as excited, aroused…and at the other end of this scale are emotions
such as calm, relaxed….

– Power: Represents the control exerted by the emotion. At one end of the scale we have
emotions characterized as completely controlled, such as care for, submissive…and at
the opposite end of this scale we have emotions such as dominant, autonomous…

This method is very useful because it provides a way of measuring the similarity between
emotional states. Another important property of this method is that shifting the representa-
tional weight away from the actual labels employed allows for a relative arbitrariness when
naming the different dimensions.

2.1.2 Structure of emotions

There are several approaches in the literature for determining which are the basic emotions,
or which emotions are more general than others. There is a general agreement that some
full-blown emotions are more basic than others. The number of basic emotions is usually
small [6]. Some emotion categories have been proposed as more fundamental than others
on the grounds that they include the others. Scherer [32] and Ortony [26] suggest that an
emotion A is more fundamental than another emotion B if the set of evaluation components
of the emotion A are a subset of the evaluation components of the emotion B. An example
that may clarify the idea: five prototypes are proposed as underlying all emotional catego-
ries: anger, love, joy, fear and sadness. Joy, for example, would be subdivided into pride,
contentment, and zest. Cowie and Cornellius [6] give a short overview of recent proposals of
such lists.

Many psychologists have claimed that certain emotions are more basic than others.
Ortony[26] summarizes some of these theories as follows. Plutchik’s [29] postulates that
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there is a small number of basic, primary, or prototype emotions (anger, anticipation, dis-
gust, joy, fear, sadness and surprise). All other emotions are mixed or derivative states; that
is, they occur as combinations, mixtures, or compounds of the primary emotions. Plutchik
states that all emotions vary in their degree of similarity to one another and that each emo-
tion can exist in varying degrees of intensity or levels of arousal. Ekman [8] has focused
on a set of six basic emotions that have associated facial expressions: anger, disgust, fear,
joy, sadness and surprise. Those emotions are distinctive, among other properties, by the
facial expression characteristic to each one. Izard [14] determines that the basic emotions
are anger, contempt, disgust, distress, fear, guilt, interest, joy, shame and surprise. The OCC
Model [25] has established itself as the standard model for emotional synthesis. It presents
22 emotional categories: pride–shame, admiration–reproach, happy–resentment, gloating–
pity, hope–fear, joy–distress, satisfaction–fear-confirmed, relief–disappointment, gratifica-
tion–remorse, gratitude–anger and love–hate. The OCC Model considers that categories are
based on the valence reactions to situations constructed as: goal relevant actions and attrac-
tive or unattractive objects. Parrot [27] presents a deeper list of emotions, where emotions
were categorized into a short tree structure, this structure has three levels: primary emotions,
secondary emotions and tertiary emotions. As primary emotions, Parrot presents: love, joy,
surprise, anger, sadness, and fear.

2.2 Semantic Web technologies

The Semantic Web is being developed with the intention of providing a global framework
for describing data, its properties and relationships in a standard fashion. Many develop-
ers and researchers on knowledge systems are taking the approach of using Semantic Web
technologies to obtain more interoperability and reusability with existing software and to
take advantage of the strong trend of development that these technologies are experiencing
nowadays.

In this section, we review the tools used in our project explaining what were the techno-
logical choices and the different criteria behind them.

2.2.1 Ontology web language

The Semantic Web relies heavily on ontologies. Concretely, ontologies based on Description
Logics paradigm include definitions of concepts -OWL classes-, roles -OWL properties- and
individuals. The most common language to formalize Semantic Web ontologies is OWL
(Ontology Web Language [4]), a proposal of the W3C. The goal of this standard is to for-
malize the semantics that was created ad hoc in old frame systems and semantic networks.
OWL has three increasingly expressive sub-languages: OWL Lite, OWL DL, and OWL Full.

OWL Lite is the simplest subset of OWL, specially designed to provide a quick migration
path for other taxonomical structures.

OWL DL is the subset of OWL designed for applications that need the maximum
expressiveness without losing computational completeness and decidability. It is based on
Description Logics, a particular fragment of first-order logic, in which concepts, roles, indi-
viduals, and axioms that relate them (using universal and existential restrictions, negation,
etc.) are defined. These entailments may be based on a single document or multiple distributed
documents that we combine using the import OWL mechanisms. The OWL DL reasoning
capabilities relies on the good computational properties of DLs. OWL DL has support for
polyhierarchical automatic classification.
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OWL Full ignores some significant restrictions of OWL DL, becoming a more powerful
language for representing complex statements, but less useful for reasoning with them due
to their computational properties.

2.2.2 Frameworks and APIs

An all-in-one framework or a versatile application programming interface would be a very
desirable tool for any novice Semantic Web application developer. Java is probably the most
important general-purpose language for developing Semantic Web applications, and it is also
the language in which the original voice synthesizer was made, so the choice was obvious.
However, there are at least two very promising Java frameworks available. One of them is
Sesame [1], an open source RDF framework with support for RDF Schema inferencing and
querying. The other one is Jena [12], another open source framework with a programmatic
environment for RDF, RDFS, OWL, SPARQL, and its own rule-based inference engine.

Sesame has a local and remote access API, several query languages (included SPARQL)
and it is more oriented to offer flexible and fast connections with storage systems.

Jena has also RDF and OWL APIs, tools to deal with RDF/XML, N3 and N-Triples for-
mats, an SPARQL query engine and also some persistent storage functionality. It is important
to consider that Jena is a useful tool for exploring the strong relation between SPARQL queries
and OWL-DL ontologies [15].

For our purposes, performance issues can be ignored and only inference support for
Description Logics is taken into consideration. The architecture of Sesame is probably easier
to extend than the architecture of Jena, but from the point of view of the client building a
wrapper for the functionality of the underlying framework, Jena is the most intuitive and
usable API.

The framework that has been selected to carry out the development work in this paper is a
short extension of DLModel’s [28] functionalities. DLModel is a very straightforward open
source API for accessing a Description Logic model instantiated in a set of ontologies, a set
of DL-Safe rules [24] and a knowledge base. Although it has an abstract DL interface, it can
be viewed as a wrapper on top of Jena that offers simpler methods to access concepts, roles,
attributes, annotations, and individuals of the knowledge base from any Java application.
This management includes DL reasoning and DL-Safe rule reasoning as implicit services
that will benefit the programmer acting as an “intelligent black box” that knows how to use
Semantic Web low-level technologies.

2.2.3 Ontology editor

Another important tool is the Integrated Development Environments (IDE) used to edit the
ontology and the knowledge base. During our review of the state-of-art, we found two inter-
esting editors able to perform this task: SWOOP and Protégé.

SWOOP [22] is a hypermedia-based OWL ontology browser and editor written in Java.
It is open source and it tries to simplify the ontology development using an interface similar
to a web browser. It includes some advanced features as ontology partitioning, debugging,
and different kinds of visualization, so it makes ontologies more scalable, maintainable, and
easy to use.

Protégé [7], specially the Protégé-OWL version, focuses on editing OWL ontologies. It is
a powerful Java open source tool with a user-friendly interface that lets you edit and visualize
ontologies in a very easy way. It can be seen as a framework for developing Semantic Web
applications itself. The number of plugins (including some plugins for knowledge acqui-
sition), the stability of the last version, the extensibility of its architecture (plug-and-play
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environment) software allows rapid prototyping and application development, just what we
were looking for.

Ontology building is still more of a craft than an engineering task and that is the reason why
tools as Protégé-OWL, which is fundamentally open to new collaborative features gaining
importance within the Semantic Web paradigm, are a better choice for us.

2.2.4 Reasoner

Two different reasoners were considered for this project: Pellet [21] and Racer Pro [30].
Pellet is an open source DL reasoner completely implemented in Java. It deals not only

with taxonomical reasoning but also with datatype reasoning, DL-Safe rules implemented
in SWRL and other features that are considered very important for our project. Pellet is the
default reasoner integrated with SWOOP.

RacerPro is an OWL reasoner and inference server for the Semantic Web. It is a well-
known system for OWL/RDF which claims to be the most efficient and robust DL reasoner
available. Nowadays, it is a commercial product, but some educational licenses are available.

When compared with Racer Pro, Pellet may have drawbacks, but ignoring again the prob-
lem of performance, Pellet is certainly one of the most feature-rich OWL reasoners. It is
also supported by a strong development team and community, which is important if you are
looking for different approaches and uses of the same tool, allowing the programmer to see
what is happening in the internal code when something goes wrong or does not act as it is
supposed to.

The language that the Jena implementation of DLModel used to communicate with any
DL reasoner is DIG 1.1 [3], but Pellet is used as the default reasoner, being integrated as a
Java library in the API.

2.3 Dependency analysis

The basic idea of dependency analysis is to describe the syntactic structure of a sentence in
terms of dependency relations between pairs of words (a parent and its child). These relations
compose a tree (the dependency tree). Dependency analysis has been used successfully for
several applications: multilingual machine translation [19], recognizing textual entailment
[16], and automatic evaluation of question–answer systems [11].

MINIPAR [17] analyses English texts with high accuracy and efficiency in terms of time.
The main information that MINIPAR provides for each node in the dependency analysis is:
its identifier, word, stem, part-of-speech, identifier of the parent node, and the dependency
relation with the parent node. An example of the output generated by MINIPAR for the
sentence “Two of her tears wetted his eyes and they grew clear again” is shown in Table 1.

The structure generated by MINIPAR can be transformed into a tree representation where
the dependency relations are more easily visualized. Figure 1 shows the graphical repre-
sentation of the dependency tree generated for the sentence in Table 1. The nodes in the
structure are numbered, the arcs between the nodes represent dependency relation, and each
dependency relation is labeled with a tag identifying the kind of relation involved.

2.4 Automated mark up of emotions in text

As a starting point of our approach, we have chosen a system that marks up text with emo-
tional dimensions, EmoTag [9]. In these texts every emotional unit is marked up with the
three emotional dimensions (activation, evaluation, and power). EmoTag currently uses the
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Table 1 Example of dependency tree for the sentence “two of her tears wetted his eyes and they grew clear
again”

0(

E1 () fin C *

1 Two N 5 s (gov wet)

2 of Prep 1 comp1 (gov Two)

3 her N 4 gen (gov tear)

4 tears tear N 2 pcomp-n (gov of)

5 wetted wet V E1 i (gov fin)

E3 () Two N 5 subj (gov wet) (antecedent 1)

6 his N 7 gen (gov eye)

7 eyes eye N 5 obj (gov wet)

8 and U E1 punc (gov fin)

E0 () fin C E1 conj (gov fin)

9 they N 10 s (gov grow)

10 grew grow V E0 i (gov fin) (antecedent 9)

E4 () they N 10 subj (gov grow)

11 clear A 10 desc (gov grow)

12 again A 10 mod (gov grow)

)

Fig. 1 Example of the graphical representation of the dependency tree for the sentence “Two of her tears
wetted his eyes and they grew clear again”

sentences of the text as emotional units. This implies that every sentence has a value for each
of the three dimensions. The emotions associated with each of the sentences try to rate how
the reader or listener will feel while reading or listening to each sentence.

EmoTag classifies sentences into emotions. A corpus of example texts previously anno-
tated by human evaluators was mined for an initial assignment of emotional features to
words. This results in a list of emotional words (LEW) which becomes a useful resource
for later automated mark up. EmoTag employs for the assignment of emotional features a
combination of the LEW resource, the ANEW word list [5],1 and WordNet [20] for knowl-
edge-based expansion of words not occurring in either. In the mark-up process, the first step

1 The ANEW word list is a set of normative emotional ratings for a large number of words in the English
language. Words are rated in terms of evaluation, activation and power.
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Table 2 Fragment of a marked up tale

is to split the texts into sentences and split each sentence into words to carry out the process
based in the relation between words and different emotions. The operation of the mark-up
process involves three different tasks: identifying which words should contribute to the emo-
tional value computed for the sentence, computing the emotional values for those words, and
combining the emotional values of the words into an emotional value for the sentence.

The existing version of EmoTag carries out these tasks in the following way:

– The words in the sentence are filtered using a stop list, and dependency analysis is applied
to identify which words are under the scope of negation. Words in the stop list and words
under the scope of negation are treated specially.

– The emotional value associated with each word is obtained by looking them up in an
affective dictionary (known as the LEW list).

– Emotional values are computed for words under the scope of the negations by inverting
the values of the original words.

– Once all the words of the sentences have been evaluated, the average value for each
dimension is calculated, with no consideration for sentence structure.

A sample part of a marked tale by EmoTag is given in Table 2.

3 Ontology-supported mark up of emotions

The contribution of the paper involves two different applications of ontologies in the mark-up
process: a word dependency ontology is used to permit reasoning processes in the composi-
tion of sentence emotion from word emotions, and an emotion ontology is used to interpret
the resulting values assigned for emotional dimensions in terms of the emotional concepts
in the ontology, which are directly mapped to emotional categories. Emotional concepts are
used here as a form of interlingua that simplifies the semantic mapping [18].

3.1 Dependency analysis ontology for the obtaining of words
implied in the mark-up process

We have developed an ontology for the representation of the dependency analysis of the
sentence. This ontology is based in the dependency trees generated by Minipar as described
in Sect. 2.3.

3.1.1 Structure

The ontology has a root concept called Node which has two disjoint subconcepts. These
subconcepts are SentenceNode, representing the set of individual sentences of the tale, and
WordNode, representing the set of individual words that appears in the text. There is also a
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Fig. 2 Structure of the Word Dependency Ontology

special subconcept called WordRootNode that is the first node to be connected to a sentence
in the MINIPAR tree.

The most interesting part of the ontology is the role hierarchy. It contains the relations
of MINIPAR organized under two useful super roles called contributor and nonContributor
that distinguish between relations that allow a word to contribute to the global emotion of the
sentence and those that do not. The contributor role is marked as transitive and it connects
a word node with any kind of node, no matter if it is a word or a sentence. There are also
other structural roles as part and its inverse role called whole, both allowing the connection
between words and their corresponding sentences. Finally, an attribute called word is used
to store the String representation of each word. Figure 2 shows graphically the structure of
the ontology.

3.1.2 Generation of the OWL file based on the dependency analysis of Minipar

The starting point for the creation of the ontology is the dependency analysis generated by
Minipar for each of the sentences that compose the text. Instead of using a formal concept-
based process, a more empirical method is used to transform this data into an OWL file. The
method works as follows:

Minipar returns six main fields for each node of the tree: the identifier, the word which it
refers to, the stem of the word, the part-of-speech of the word in the sentence, the identifier
of the parent node and the relation between the node and its parents. For the tree represen-
tation that we want to obtain in the ontology, we require four of these fields: the identifier,
the word, the identifier of the parent node and the relation between the parent and the child.
Based on these values, we generate the OWL file which is composed of the following frag-
ments:

– Head of the OWL File.
– Root node of each sentence in the text, indicating the node identifier of the root node and

the sentence which belongs to.
<emo:WordRootNode rdf:ID=“idRootNode”>
<emo:part rdf:resource=“#idSentence”/>
</emo:WordRootNode>

123



Ontological reasoning for improving the treatment 431

– For each node in the dependency tree we must specify the identifier, the word as a data-
type property of the node, the identifier of the parent, the relation with the parent and the
sentence which the node belongs to.
<emo:WordNode rdf:ID=“idNodo”/>
<emo:word rdf:datatype=“#string”>wordNode</emo:word>
<emo:relation rdf:resource=“#idParent”/>
<emo:part rdf:resource=“#idSentence”/>
</emo:WordNode>

3.1.3 Obtaining the words implied in the mark-up process

When considering that the root node of a sentence is correctly connected with the contributor
role to that sentence (which can be done automatically when creating the knowledge base
file), nothing more is necessary to obtain the words implied in the mark-up process. Owing
to the transitive property of the contributor role, every single word that has an “unbroken”
path of contributor subroles that reach the root node of the sentence is a contributor to the
emotional value of the sentence. So, due to the predefined semantics of OWL, the contributors
of each sentence are obtained automatically.

In this way, the assignment of contributor or nonContributor roles to each one of the
dependencies used by Minipar basically encodes the compositionality of emotional value in
terms of sentence structure. The current configuration of the ontology assigns the nonCon-
tributor role to the following set of Minipar dependency relations: Det, amod, Desc, mod,
gen, punc, whn, be, aux, c, by-subj, neg, guest, whp, have, inv-aux, wha. The
selection has been carried out on the basis of the following criteria:

– Certain dependencies allow the identification of word types that were originally contem-
plated in the stop list

– Other dependencies constitute instances of structural subordination that suggest some
variation in the transmission of emotional value.

This initial role assignment is intended as a first approximation, subject to subsequent refine-
ment based on analysis of available corpora of sentences hand-tagged with emotions [9] and
word collections with emotional values assigned by human evaluators [5].

3.1.4 Example

Figure 3 shows an example of the generation of the ontology for the sentence “Two of her
tears wetted his eyes and they grew clear again”. In the figure, the first table contains the
dependency analysis returned by Minipar, based on this information, we obtain automati-
cally the required fields for the representation of dependency analysis in our ontology. Based
on these fields shown in the second table, we generate the OWL File which is going to be
used for the definition of the ontology. Once the ontology has been defined, the reasoner
automatically classifies the contributor nodes (wetted, tears, eyes, grew and clear) which are
used by EmoTag to determine the emotion of the sentence.

3.2 Emotional ontology for the correct interpretation of final mark-up values

The assignment of emotional values provided by the mark-up system at this stage provides
for each sentence a triple of values for its three emotional dimensions. To enable the sys-
tem to interpret these value assignments in terms of emotional concepts that people may
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Fig. 3 Example of how the emotional contribution of the sentence is obtained

understand more easily, we have developed an ontology of emotional categories. They are
structured in a taxonomy that covers from basic emotions to the most specific emotional cat-
egories. This ontology is based on the emotional structures mentioned in the Sect. 2.1.2. As
basic emotions we have: sadness, happiness, surprise, fear and anger. We have adapted the
Parrot model to these basic emotions, and we have integrated in this model all the emotions
which appeared in other models. Then we have added all the emotion-denoting words of the
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Fig. 4 Fragment of the emotional ontology

English and Spanish languages. Finally, each of the emotional categories is related with the
three emotional dimensions by means of data ranges.

3.2.1 Structure

Our ontology has two root concepts:

– Emotion: This is the root for all the emotional concepts which are used to refer to emo-
tions. Each of the emotional concepts are subclasses of the root concept Emotion. Some
examples of these subclasses are: Anger, Annoyance, Displeasure, Sad, Happy, Surprise,
Fright, Horror…

– Word: This is the root for the emotion-denoting words, the specific words which each
language provides for denoting emotions. Our ontology is currently available for two
different languages: English and Spanish. To classify the words into their corresponding
language, the root concept Word has two subclasses: EnglishWord and SpanishWord.

As instances of the EnglishWord and SpanishWord subclasses, there are emotion-denot-
ing words, which are all the words used for denoting Anger, Annoyance, Displeasure,
Terror…Each of these instances has two parents: a concept from the Emotion hierarchy
(which indicates the type of abstract emotion denoted by the word) and a concept from the
Word hierarchy (which indicates the language of the word).

It is important to note here that, because the ontology is intended to operate over input
in the form of language utterances, the ontology must include the means for representing
emotional words. Therefore, it includes the specific concept of Word. All actual emotional
categories handled by the system must be instances of this concept or one of its subclasses.
Specific sub-hierarchies are added to group together all words which refer to emotions in a
given language.

Figure 4 shows a fragment of the ontology. In this fragment, it can be seen how the emo-
tional categories are related both to one emotional concept and to one word concept, for
example, the word unhappiness is an instance of the emotional concept Sadness at the same
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time it is an instance of the word concept EnglishWord, which means that unhappiness is an
English word for denoting the emotion sadness.

Another valid way of representing these relations might be to create a new property called
“language” to connect each word with an instance of the language it belongs. We have cho-
sen the in-built “type” relation because individuals with many different types are considered
natural in OWL DL, and it is easier to retrieve every word of a specific type than “every word
that has a relation with a specific individual”.

In handling words, the system may need to identify synonyms for a particular word, that is,
other emotional categories which may be used to refer to the same concept. This is specially
relevant considering the importance of this type of semantic relations in text processing, as
compared to the classic bag of words approach [34].

Given the semantics, we have chosen for our ontology, two instances of the Word concept
can be considered to be synonyms if they are also instances of the same single Emotion
concept from the parallel Emotion subhierarchy. For example, in the figure above, we can
find that the words annoyance and irritation are synonyms because they are both instances
of the Emotion concept Annoyance.

To summarize we can conclude that our emotional ontology represents the emotional
categories as instances of a tree structure of emotional concepts. Each emotional word is
an instance of two concepts: an emotional concept which represents the emotion denoted
by the emotional word and a word-of-a-particular-language concept which determines the
language to which the word belongs. From a given emotion-denoting word by means of our
ontology we obtain the direct emotional concept associated with it as well as the more gen-
eral emotional concept related to the direct emotional concept. It is also possible to obtain
the synonyms for an emotional word, and the corresponding word in the other language.
For example, given the emotional word grief, we have as direct emotional concept Grief, as
general emotional concepts Distress, Sadness, and Emotion, as Spanish translation Agonia
and finally as synonyms agony, anguish, and sorrow.

3.2.2 Datatype properties

Once we have a hierarchy of emotions, relations between the emotion-denoting words and
their language and the concept they represent, we want to link the emotional concepts with
the three emotional dimensions. Numeric data can be represented in OWL using datatype
properties. To achieve this, we have declared three datatype properties:

– hasEvaluation: Represents the data range for the dimension evaluation.
– hasActivation: Represents the data range for the dimension activation.
– hasPower: Represents the data range for the dimension power.

Each of the emotional concepts is defined by specifying appropriate data ranges for these
properties as described in the following section.

3.2.3 Data range

We have defined each of the emotional concepts through the emotional dimensions defined as
datatype properties. Each emotional concept takes up a region in the three-dimensional space
of emotional dimensions. To describe this with the datatype properties, we have to define our
own datatype restrictions, because we are using specific intervals between numbers of type
float. This can be done using data range definitions.
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Table 3 Fragment of the OWL ontology

For example, we have the Anger emotional concept, we can describe the region of the space
associated with it in the following way: 7<=hasActivation<=10, 0<=hasEvaluation<=3,
3<=hasPower<=5.

The fragment of the OWL file which correspond to the data range for the hasActivation
property is shown in Table 3.

In this way, by means of the data ranges on the datatype properties, the link between
the abstract emotional concepts and the three-dimensional space of emotional dimensions is
established.

3.2.4 Automatic classification of emotions using datatype properties

A requirement to be taken into consideration when representing emotions using numerical
data are to have some reasoning device capable of processing such data in an appropriate way.
Pellet is able to classify concepts with restrictions formed by combinations of user-defined
datatypes.

Once we have defined the emotional concepts by means of the emotional dimensions,
Pellet automatically classifies the concepts into a hierarchy of emotional concepts. This
means that Pellet obtains a hierarchy of emotions in which the most basic concepts are at the
top of the hierarchy and the concepts which are more specific appear as descendants of the
more general ones.

Datatype properties transform the classification of the emotional concepts into a relatively
simple task. It is not necessary for the designer of the ontology to know which concepts are
more specific than others because it is the reasoner that carries out the task automatically. For
example, we have the following emotional concepts: Anger, Annoyance, Fury and Indigna-
tion. Anger is one of the basic emotions and Annoyance, Indignation and Fury are different
forms of anger that differ from one another in their intensity of arousal. We define the four
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Table 4 Example of datatype
properties assigns to Anger,
Annoyance, Fury and Indignation

Emotion hasActivation hasEvaluation hasPower

Anger 7<= x<= 10 0<= y <= 3 3<= z <= 5

Annoyance 7<= x < 8 0<= y <= 3 3<= z <= 5

Indignation 8<= x < 9 0<= y <= 3 3<= z <= 5

Fury 9<= x <= 10 0<= y <= 3 3<= z <= 5

Fig. 5 Example of the automatic classification of emotions using datatype properties

concepts as subclasses of the root concept Emotion, and we define the ranges in Table 4 for
the three datatype properties.

Just by loading the ontology in DLModel, the reasoner automatically classifies the con-
cepts Annoyance, Indignation and Fury as subclasses of the emotional concept Angry which
is automatically identified as more general. In Fig. 5, we can see how the reasoner classifies
the concepts in the correct way.

4 An example application of the whole process

In this section, an example of application of the complete process is explained. The first
subsection explains how the Word Dependency Ontology is used to obtain the words that
should be considered to compute the emotional dimensions of the sentence. The second
subsection explains the application of the Emotion Ontology to convert a text marked up
with emotional dimensions into a text marked up with emotional categories. The third
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subsection explains how the resulting marked up text is used as the input of an emotional
synthesizer.

4.1 Using dependency ontology to obtain the words implied in the mark-up process

The new version of EmoTag replaces the list of stop POS tags with the Dependency Ontology.
This process now is carried out in the following way:

– Obtain the words affected by negations (by means of the dependency analysis), the stem
and the part-of-speech of each of the words.

– Creation of the ontology from the dependency analysis generated by Minipar.
– By means of the roles defined in the dependency ontology, Pellet automatically discards

the words which are related with its parents by nonContributor relations such as mod
(modifier), punc (punctuation), det (determiner)…Once we have identified the words
which are going to take part in the mark-up process, EmoTag by means of DLModel
obtains this words.

– Obtaining the emotional value associated with the words obtained in the previous step
looking in the affective dictionary (LEW list).

– Processing the words under the scope of the negations.
– Obtaining the final value of the sentence based on the emotions associated with the words

which compound it. Once all the words of the sentences have been evaluated, the average
value for each dimension is calculated.

4.2 Using automatic classification to interpret emotional dimensions
as emotional categories

Each sentence of the marked up text is related to a point in the three-dimensional space
of emotions. This point is the input to our ontology of emotions, which by means of the
datatype properties and the datarange restrictions, automatically classifies this point under a
given emotional concept. Once we have identified the specific emotional concept to which
the input point is related, by means of DLModel we recursively obtain its ancestors until
we locate the one which corresponds to one of the five basic emotions (anger, happiness,
sadness, fear and surprise).

4.3 Configuring a voice synthesizer based on the emotional mark up

EmoSpeech [10] is a system capable of modulating the voice quality of a synthesizer while
reading aloud children’s tales, so that the voice conveys at least part of the emotions expressed
by the corresponding text. This is achieved by controlling those parameters in the synthesizer
that have been identified as having more relevance in the expression of emotions in human
voice. EmoSpeech operates with five basic emotions:anger, happiness, sadness, fear and sur-
prise. The aspects of the voice that act as personality identifiers are: volume, rate, pitch base-
line and pitch range. EmoSpeech uses a group of rules which relates the five basic emotions to
the specific changes on voice parameters involved in the communication of emotion in human
voice utterances. The values of these parameters for every emotion were obtained by refining
an original proposal by Schröder [33], based on the analysis of emotional material generated
by actors. The optimal values were obtained through the systematic variation of the parame-
ters during synthesis. Table 5 summarizes the rules of the synthesizer for the basic emotions.

Using the particular configuration of parameters for that particular basic emotion, the
synthesizer reads out aloud the text with the emotion assigned by EmoTag to the sentences.
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Table 5 Configuration
parameters for emotional voice
synthesis

Volume (%) Rate (%) Pitch baseline (%) Pitch range (%)

Anger +10 +21 +0 +173

Surprise +10 +0 +25 +82

Happiness +10 +29 +35 +27

Sadness −10 −8 −10 −36

Fear +10 +12.5 +75 +118

4.4 A complete example

In Fig. 6, we can see how this process works for a concrete example. In this example, we
have a sentence of input text which EmoTag marks up with the following values:
activation = 7, evaluation = 1 and power = 5. In the mark-up process, EmoTag only takes
into consideration the words cried, he, voice and children which are the words identify by the
reasoner as contributor based on the dependency relations generated by Minipar. The values
obtained by EmoTag in the mark-up process represent a point in the dimensional space which
is classified by means of the emotional ontology under the annoyance emotional concept.
We ask DLModel for the parents of annoyance and the anger emotional concept is returned.
EmoSpeech then receives the sentence of the input text and the emotion anger as the one
associated with the sentence, so it selects the rules corresponding to this basic emotions. Once
EmoSpeech has the suitable rules for the emotional meaning of the sentence, the synthesizer
reads aloud the sentence in an angry way.

5 Discussion

The introduction of a specific ontology to model the dependencies between words in a sen-
tence provides the means for defining specific roles between concepts to capture how the
emotion of a given node in the dependency graph is affected by the emotions of other nodes
related to it. The version described in this paper outlines the definition of a single type of rela-
tion “contributor”, which represents the fact that a given subnode contributes its emotional
connotations to the node that it depends on. The absence of such a relation indicates that the
subnode does not contribute. This is a simple model that presents a significant advantage: it
provides a way of computing the emotional contribution of any node in a given dependency
graph. This emotional contribution can be computed from the emotional contributions of all
the nodes that contribute to that node. This allows easy computation of the emotional contri-
bution of any kind of linguistic construct (words, noun phrases, verb phrases, sentences...) as
long as the particular construct can be identified with a particular fragment of the dependency
analysis starting from a given node.

The emotional ontology provides the means for connecting text marked up in terms of
emotional dimensions to a synthesizer that is in principle only capable of processing material
marked up in terms of emotional categories. The effect of the emotional ontology on the qual-
ity of speech output is limited,2 because the emotion ontology is being used only as interface
between the emotional mark-up application and the voice synthesizer. For inputs originally
tagged with emotional categories, the addition of the ontology has not much impact. Never-
theless, emotional categories as a method of representing emotions provide only very limited

2 The quality and emotional precision of the resulting voice has been discussed elsewhere. Details can be
found in [10].
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Fig. 6 Example of the entire process
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granularity, restricted to the five basic emotions. On the other hand, emotional dimensions
provide a much more flexible means of representing emotions, with greater expressive power.
The main obstacle in switching from one representation to another lies in the fact that there is
no easy way of converting from emotional dimensions to voice synthesizer configurations. At
best, the three-dimensional space of emotional dimensions could be partitioned into restricted
volumes of space, and a particular configuration of the synthesizer assigned to each volume.
The option of using a description logic ontology—and the associated abilities to carry out
instance recognition and automatic classification—as an interface to achieve this conversion
as proposed in this paper, presents two distinct advantages:

– It provides a method for the automatic association of any point in the three-dimensional
space to whatever is the closest available configuration of the speech synthesizer, based on
the information that is defined at the conceptual level—even if it relies on an underlying
level of geometrical representation.

– Any subsequent refinement of the set of configurations available for the synthesizer—for
instance, if the existing configurations are refined into a larger set of options by fine tuning
them to better represent more specific emotions—it would be enough to associate the new
configurations to the corresponding concepts, and to refine the search algorithm to stop
at the first ancestor that has some configuration data associated with it.

Regarding the technologies that have been applied in this proposal, some of these are not
generally accepted as standard. Datatypes (and “reasoning” with numbers and strings) are
not part of the essence of Description Logics. OWL DL considers datatype properties disjoint
with every object property. In the EL, QL, and RL profiles of the next OWL 2 [23] support
for datatypes have been improved, because it is useful for many applications. The version of
OWL that we have used only supports some standard XML Schema datatypes and it lacks a
standard solution for representing user-defined datatypes. DIG 1.1, being a standard designed
for the communication with DL reasoners, does not accept restrictions over datatype proper-
ties. This obstacle made it impossible for us to send an ontology that includes such restrictions
directly from Protégé to Pellet for its automatic classification. DIG 2.0, with support for the
new OWL 2 will offer those features, but for now other shortcuts must be used to reason with
restrictions on datatype properties. Our old version of Protégé had a proprietary solution to
represent user-defined datatypes, which allows the creation of restrictions with interesting
datatype properties and even visualization of the limits of a numeric interval and things like
that in the GUI. However, DIG 1.1 does not allow that kind of information to travel to a DL
reasoner. Pellet, by itself, can deal with user-defined datatype restrictions, and now the last
version supports the inline syntax proposed by OWL 2. So because we are using Protégé
as the editor for our ontology and knowledge base, we have to edit the files manually to
add those restrictions before loading everything in DLModel using the “Pellet-Java” default
configuration. We hope that some of these shortcomings might be solved when updating to
the later versions of these technologies.

6 Conclusions and future work

The word dependency ontology and the initial assignment of nonContributor roles
to a subset of Minipar dependency relations provides a simple model of the composi-
tionality of emotional connotations. Although simple, the reasoning capabilities provided
by the ontology ensure that this model allow correct treatment of sentence structure no
matter how complex, since the reasoner deals with the recursive application of the rel-
evant roles. As noted in Sect. 3, future work contemplates the empirical validation of
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the initial assignment of nonContributor roles to Minipar dependency relations.
A very simple extension of the ontological approach to computing sentence emotion from
word emotion can be achieved by defining more than one mode of contribution (contrib-
ute with half the intensity, invert the sign of the contribution...). The final stage of the
process, which computes a single emotional representation for the node from the set of
elements that contribute to it, would then be refined so that different forms of contribu-
tion are considered differently. This would allow the system to treat differently linguis-
tic constructions that affect the emotional contribution, such as for instance modal verbs
(“I wish I was getting married” need not have the same emotional effect as “I am getting
married”), reported speech (“He said I jumped into the fire” is different from “I jumped
into the fire”), subordinate clauses (“She saved the dog that had fallen off the cliff” is
different from “The dog had fallen off the cliff”)…The possibility of defining specific
roles for each dependency relation provides the means for blocking some of the contri-
butions of emotional content, or for modifying the sign or the importance of the contribu-
tion.

An emotional ontology based on description logics has been implemented using Semantic
Web technologies. Each emotional concept is defined in terms of a range of values along the
three-dimensional space of emotional dimensions, that allows the system to make inferences
concerning the location of new concepts with respect to the taxonomy. This constitutes a
valid solution to the problem of finding a relationship between an arbitrary point in a space
of emotional dimensions and the set of basic emotional categories usually identified with
specific names. The importance of being able to identify such relationships is strengthened
by the fact that configuration of synthesizer parameters for artificially producing emotional
voice tends to be established in terms of basic emotional categories. The ontology described
in this paper has demonstrated its usefulness as part of a complex process of converting
unmarked input text to emotional voice, resolving the problems that originated at the inter-
face between the emotional tagging in terms of emotional dimensions and the synthesis of
emotional voice in terms of basic emotional categories. In this process, both the capability
for automatic classification provided by the reasoner, and the hierarchical structure provided
by the ontology played important roles.

Although reasoning support for datatype properties in OWL DL is still not standard, tech-
nologies are available that let us experiment with these features and allow us to develop affec-
tive computing applications, such as the emotional voice synthesizer described in the paper.
OWL, Jena, DLModel, Protégé and Pellet are the choices we made before developing this
new iteration of the software. Still more improvements are needed in editors such as Protégé
to be compatible with reasoners such as Pellet. Testing SWOOP is going to be one of our next
steps in order to facilitate the acquisition of knowledge for the emotional knowledge base.
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