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Abstract Field Association (FA) Terms—words or phrases that serve to identify document
fields are effective in document classification, similar file retrieval and passage retrieval. But
the problem lies in the lack of an effective method to extract and select relevant FA Terms to
build a comprehensive dictionary of FA Terms. This paper presents a new method to extract,
select and rank FA Terms from domain-specific corpora using part-of-speech (POS) pattern
rules, corpora comparison and modified tf-idf weighting. Experimental evaluation on 21 fields
using 306 MB of domain-specific corpora obtained from English Wikipedia dumps selected
up to 2,517 FA Terms (single and compound) per field at precision and recall of 74–97and
65–98. This is better than the traditional methods. The FA Terms dictionary constructed using
this method achieved an average accuracy of 97.6% in identifying the fields of 10,077 test
documents collected from Wikipedia, Reuters RCV1 corpus and 20 Newsgroup data set.
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1 Introduction

With the exponential growth of digital texts in recent years, it remains a challenge to retrieve
and process this vast amount of unstructured data into useful information and knowledge. As
opposed to the traditional methods based on vector space models [21,23] and probabilistic
methods [11], novel techniques based on Field Association (FA) Terms [10,26,35] have been
found to be very effective in document classification [10], similar file retrieval [1] and passage
retrieval [17]. These techniques also hold much promise for application in many other areas
such as domain-specific ontology construction [24], machine translation [20], text clustering
[13], cross-language retrieval [19], etc.

The concept of Field Association (FA) Terms is based on the fact that the subject of a text
(document field) can usually be identified by looking at certain specific words or phrases in
that text. It is natural for people to identify the field of a document when they notice these
specific words or phrases. These specific words or phrases are called FA Terms. An FA Term
is defined as the minimum word or phrase that serves to identify a particular field [10]. FA
Terms form a limited set of discriminating terms that can specify document fields [26,32].
For example, “homerun” indicates the subfield <Baseball> of super-field <Sports>, and “US
presidential election” indicates sub-field <Election> of super-field <Politics>. Therefore,
“homerun” and “US presidential election” are examples of FA Terms.

The FA Terms are attached to a field tree which is a schematic representation of relation-
ships among document fields. The field tree along with the attached FA Terms represents a
comprehensive knowledge base. Based on their scope and strength to identify a particular
field, FA Terms are classified into levels and given weights.

Presently, one of the main problems lies in the lack of an effective method to build a com-
prehensive FA Terms dictionary. Although [3] have proposed a method to select compound FA
Terms from a pool of single FA Terms, traditional methods [2,3,10,32] have offered no other
methods to extract compound FA Terms (FA Terms consisting of more than one word) directly
from a document or a corpus. This is a drawback because compound FA Terms form a majority
of the relevant FA Terms in a given field. Moreover, the traditional methods for the selection
of FA Terms do not use any linguistic information and rely too heavily on the term frequency.

Therefore, in this paper, we present a new methodology that uses both statistical and lin-
guistic methods to extract and select relevant compound as well as single FA Terms from
domain-specific corpora. Experimental evaluation shows that the new approach is effective
for building a comprehensive FA Terms dictionary as it can extract and select a large number
of relevant FA Terms at high precision and recall.

In the rest of the paper, Sect. 2 presents the background and the drawbacks of the traditional
methods, Sect. 3 presents the related works, Sect. 4 presents our new methodology and Sect. 5
presents the experimental evaluation. Finally, Sect. 6 presents the conclusion and future work.

2 Background

2.1 FA term

2.1.1 Definition

FA term: FA Terms are words or phrases that allow humans to recognize intuitively the field
to which a text belongs. Technically, an FA Term is defined as the minimum word or phrase
that can identify a field in a document field representation scheme called field tree.
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For example, “First Lady” and “election” are proper FA Terms of the super-field
<Politics>, but “current First Lady” and “recent election” are not considered as FA Terms
because these terms belong to the same fields as “First Lady” and “election”. The addition
of the words “current” and “recent” does not add any new field information. On the other
hand, “tournament” is a proper FA Term of super-field <Sports> and “tennis tournament” is
a proper FA Term of subfield <Tennis> under super-field <Sports>. In this case, the addition
of the word “tennis” has added new field information to the word “tournament”.

Single FA term: A single FA Term is formed by “independent, meaningful, inseparable
and smallest unit” that cannot be divided further without losing its semantic meaning [10]
usually consisting of a single word. In this paper, two or more words separated by hyphens
like “multi-party” but not by white spaces are extracted as a single FA Term.

Compound FA term: A compound FA Term is defined as an FA Term that consists of more
than one word. In this paper, only terms consisting of words separated by white spaces are
extracted as compound FA Terms. For example, “coalition government” is a compound FA
Term of super-field <Politics>.

2.1.2 Comparison with traditional terms

By traditional terms, we mean either index term or terminology. An index term is a term that
captures the essence of the topic of a document and is normally used in information retrieval
[14]. Index terms make up a controlled vocabulary for use in bibliographic records and are
used as keywords to retrieve documents in an information system like a catalog or a search
engine.

On the other hand, terminology denotes a more formal discipline which systematically
studies the labeling or designating of concepts particular to one or more subject fields or
domains of human activity, through research and analysis of terms in context, for the purpose
of documenting and promoting correct usage [41]. It is commonly used in translation and for
representing knowledge in a particular domain. However, sometimes the terms ‘terminology’
and ‘index term’ are used interchangeably as in Saneifar et al. [29].

FA Terms offer a more formalized study of terms that can discriminate between different
fields. FA Terms belong to fields in a classification scheme called field tree, and the purpose
of FA Terms is to create a comprehensive knowledge base. At the level of individual terms,
FA Terms have similarities to both index terms and terminologies, but they are also different
in some ways. FA Terms are similar to index terms in that they both consist of choosing a set
of statistically and contextually significant terms including names of people and places etc.
used in a particular document. But index terms are less strictly defined than FA Terms, and
the choice of index terms may depend a lot on the user and the purpose for which they are
selected. Unlike FA Terms, sometimes index terms may also consist of word stems.

The formal study of terminology may exclude names of people and places that qualify as
FA Terms. Similarly, some subject terminologies which do not occur in documents would
not qualify as FA Terms. Also, the traditional terms are usually managed in isolation for each
domain [12] unlike the FA Terms which are managed as a knowledge base.

FA Terms are extracted from a document by taking their occurrence both in the docu-
ment and in the whole domain specific corpus into consideration, while index terms may
be extracted directly from individual documents. Thus FA Terms have high field specificity
while the same cannot be said of index terms. In addition, as pointed out in Sect. 2.1.1,
by definition, FA Terms are restricted to the minimum word or phrase that can identify a
document field. So, while “election” is a FA Term, “recent election” is not one. There are no
such restrictions on the index term and terminology.
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Fig. 1 Snapshot of field tree
structure 01. Culture & Fine Arts

   01.0 GENERAL 
    -------- 
       ------ 
   01.5 ARCHITECTURE 
   01.6 MUSIC 
       01.6.0 General 
       01.6.1 Classic 
       01.6.2 Popular 
06. Hobby & Entertainment
   ---- 
   06.5 MOTOR VEHICLES 
   06.6 HORSE RACING  

2.2 Field tree

A document field is defined as basic and common knowledge useful for human communica-
tion [10]. A field tree is a schematic representation of relationships among document fields.
Leaf nodes in the field tree correspond to terminal fields, nodes connected to the root are
super-fields and other nodes correspond to median fields. FA Terms are saved in a field tree
as knowledge base. This knowledge base would constitute an FA Terms dictionary.

In this study, we use a field tree based on Imidas’99 [8] containing 14 super-fields, 50
median fields and 393 terminal fields (sub-fields). For example, in Fig. 1, the path <Culture &
Fine Arts/Music/Classic> describes super-field <Culture & Fine Arts> having median-field
<Music> and terminal field <Classic> and this path can be represented by field code 01.6.1.

Each FA Term is connected to a particular field inside a hierarchical field tree like the one
shown in Fig. 1. Since an FA Term may belong to more than one field, it is possible that the
same FA Term may be connected to the field tree at more than one node. In the FA Terms
dictionary, whether an FA Term belongs to more than one field or not is represented by its
level.

2.3 FA term levels

Some FA Terms can uniquely identify a certain field, while some FA terms may belong to
two or more fields. Thus, each FA Term has a different scope to associate with a field. In
order to take this into consideration, FA Terms are classified into five different levels [10]
based on how well they indicate specific fields as shown in Table 1. The FA Term levels are
defined as follows:

Level 1: Proper FA Terms-terms associated with one subfield only.
Level 2: Semi-proper FA Terms—terms associated with more than one subfield in one

super-field.
Level 3: Super FA Terms—terms associated with one super-field,
Level 4: Cross FA Terms—terms associated with more than one subfield of more than one

super-field
Level 5: Non FA Terms—terms that do no specify any subfield or super-field.
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Table 1 Examples of FA Terms
with their levels

FA Term Field Level

Four-wheel drive Sub-field <Motor vehicles> 1

Tournament Sub-fields <Soccer>, <tennis>, <basketball>
etc. under super-field <Sports>

2

Political party Super-field <Politics> 3

Victory Sub-field <election> under super-field
<Politics>
Sub-field <Tennis> under super-field
<Sports>

4

Huge size No particular field 5

2.4 Drawbacks of the existing methods

Fuketa et al. [10] relied on the extraction of FA Terms from a manually collected document
corpus using “weighted inverse document frequency (WIDF)” which was defined as the term
frequency of a word in a sub-field divided by the term frequency of the word in the whole
corpus. Although this method was found useful in selecting FA Terms on a small scale in
Japanese, it is not effective for extracting and selecting English FA Terms on a larger scale.
Atlam et al. [2] presented a method to extract single FA Terms from the Internet using the
search engine. In this method, FA Terms are selected based on the “Concentration Ratio” of
the FA Term candidates. The “Concentration Ratio” is calculated using the term frequency
of an FA Term candidate in the documents obtained from the Internet using a commercial
search engines such as Yahoo or Google. Sharif et al. [32] proposed a method to improve
Atlam’s method [2] by using a passage retrieval technique. The only difference between
Atlam’s method and Sharif’s method [32] is that Sharif’s method calculates the term fre-
quency of FA Term candidates based on passages retrieved by Salton’s passage retrieval
technique [28] rather than using whole document texts. Both these methods [2,32] have the
following drawbacks:

– Sorting and compiling a large collection of documents for different fields using commer-
cial search engines would be tedious and mistake-prone.

– Calculation of “Concentration Ratio” for selecting relevant FA Terms uses only term
frequency. No other component for domain relevance is used in selecting FA Terms from
a pool of FA Term candidates. Term frequency may not be the only determining factor
for a term’s association with a field.

– Although [3] have proposed a method to select compound FA Terms from a pool of single
FA Terms, this method is constrained by the limitation of the single FA Term extraction
methods [2,10,32], since it is not able to extract compound FA Terms directly from the
document or the corpus. Since compound FA Terms form a majority of the FA Terms in
a given field, automatic extraction of compound FA Terms from a document or a corpus
is very important.

In view of the aforementioned drawbacks, these methods [2,10,32] are not suitable for
extracting and selecting FA Terms to build a comprehensive FA Terms dictionary. In order
to overcome these drawbacks, this paper presents a new methodology using linguistic and
statistical techniques to extract and select both single and compound FA Terms automatically
from domain-specific corpora obtained from Wikipedia dumps [40].
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3 Related works

There are two important aspects to the construction of FA Terms dictionary: the extraction
and selection process of FA Terms, and the organization of FA Terms within the dictionary as
a knowledge base. These two aspects bear similarities to different areas of research in the field
of information science. The former has similarities with the techniques used in terminology
extraction, while the latter has similarities with knowledge organization.

Terminology management is a key component of many natural language processing activ-
ities such as machine translation (Langlais et al., 2004), text summarization and text index-
ation [22]. The identification of terminology in the biomedical literature is seen as a very
important and challenging research area [15]. With the ever increasing popularity of the
Internet, terminology management assumes continued significance for developing content-
based applications. For instance, terminology extraction is used to model communities and
networked enterprises on the web [37]. The extracted terminologies are also used for appli-
cations like topic-driven web crawlers [34], web services and recommender systems [25],
conceptualizing knowledge domain, supporting the creation of a domain ontology, etc.

Krauthammer et al. [15] list extensive lexical variations, term synonymy (when a concept
is represented with several terms) and term homonymy which creates uncertainties regard-
ing the exact term identity as barriers to successful term identification. The maintenance of
terminological resources is further complicated by a constantly changing terminology. Some
terms appear in a very short time period, and some of them do not last for long.

The extraction of domain terminology from textual data is an important step for creating
a specialized dictionary of terminologies [22,37]. Krauthammer et al. [15] provide an over-
view of a number of approaches used for term identification. Co-occurring words are usually
extracted as compound term candidates. Approaches used to identify co-occurrences consist
of dictionary-based, syntactic rule-based using POS Patterns, machine-learning and n-gram
based approaches, or a hybrid of these approaches. For instance [4,38] have developed syn-
tactic pattern rules for extracting noun phrases, while machine learning methods based on
Hidden Markov Models (HMMs) are used in Collier et al. [7] to extract terminology in the
field of molecular biology. Saneifar et al. [29] use syntactic patterns as well as bigrams to
extract terminology candidates from log files.

Smadja [33] has presented a terminology extraction system called Xtract which first uses
straight statistical measures to retrieve from a corpus pairwise lexical relations whose com-
mon appearance within a single sentence are correlated. A pair (or bigram) is retrieved if its
frequency of occurrence is above a certain threshold and if the words are used in relatively
rigid ways. Xtract then uses the output bigrams to extract collocations involving more than
two words (or n-grams) based on syntactic and statistical information. Sclano and Velardi
[31] has presented TermExtractor which first identifies term candidates based on syntactic
patterns and then selects the relevant terms using the so-called domain pertinence, domain
consensus and lexical cohesion filters.

Statistical methods are generally used with syntactic methods for evaluating the adequacy
of terminological candidates. Under the framework established by traditional terminology
extraction methods, we use specially developed POS patterns to extract FA Term candidates
from domain-specific corpora using a sliding window of ten words. Relevant FA Terms are
then selected by corpora comparison and using a unique series of statistical formulae based
on tf-idf.

The selected FA terms are then added to FA Terms dictionary under their relevant fields in
the field tree. Currently, we use a hierarchical field tree based on Imidas’99 [8]. This field tree
is a classification system similar to those used in knowledge organization systems. Therefore,
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POS Tagging
Domain-

specific corpus Tagged corpus
FAT  

candidates
extraction

FAT candidates

FAT  
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weighting 
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Single FATs 
or Stopwords

Selected 
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POS Tagging
Reference 

corpus
Tagged ref. 
corpus

Reference FAT 
candidates

FATs 
Dictionary

Updating
FAT level 

Ref. FAT 
candidates
extraction

Fig. 2 System outline of the proposed FA Terms selection methodology

if required, it can be updated to other knowledge organization systems such as those based
on traditional hierarchical classification systems or faceted analytic approaches [5].

4 The new methodology

4.1 System outline

The outline of the new system for the selection of FA Terms and building a comprehensive
FA Terms dictionary is shown in Fig. 2. The abbreviation FAT stands for FA Term. We use
as inputs domain-specific corpora for the various fields of interest and reference corpora for
comparison. The system consists of a part-of-speech (POS) tagger, a module for FA Terms
candidate extraction, a module for weighting candidate terms and selecting the relevant FA
Terms, and lastly a module for determining the level of selected FA Terms and appending
them to the FA Terms dictionary.

Firstly, documents in a domain-specific corpus are POS tagged using TreeTagger [30,36].
The tagged corpus is then fed as input to the FA Term candidate extractor module. This mod-
ule extracts FA Term candidates that match predefined POS pattern rules. The extracted FA
term candidates are then weighted and ranked by comparing with term candidates from a ref-
erence corpus and using formulae based on tf-idf. Candidate terms that have normalized final
weights higher than the heuristically determined cutoff weight are automatically selected as
new FA Terms. The selected FA Terms are then manually checked to confirm their relevance.
Finally, the selected FA Terms are compared with all other FA Terms in the dictionary and
their FA Term levels are determined by the module for updating FA Term levels. Then the
selected FA Terms are appended to the FA Terms dictionary under their relevant fields.

The extraction and selection of single FA Terms and compound FA Terms are done
separately because their term frequencies differ drastically. Moreover, stopwords list to filter
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Table 2 Sample output of TreeTagger

Token POS Lemma Token POS Lemma Token POS Lemma

Red NP Red Van NP Van troops NNS troop

, , , Riper NP Riper , , ,

Commanded VVN Command , , , Evading VVG Evade

By IN by Used VVN Use Blue NP Blue

Retired VVN Retire Motorcycle NN Motorcycle ‘s POS ‘s

Marine NP Marine Messengers NNS Messenger Sophisticated JJ Sophisticated

Corps NP Corps to TO to Electronic JJ Electronic

Lt. NP Lt. Transmit VV Transmit Surveillance NN Surveillance

General NP General Orders NNS Order Network NN Network

Paul NP Paul to TO to . SENT .

K. NP K. Front-line NN Front-line

out term candidates is used only during the selection of single FA Terms, whereas single FA
Terms list to give additional weights is used only during the selection of compound FA Terms.
All these procedures involved in the extraction and selection of FA Terms are described in
detail in Sects. 4.2, 4.3, 4.4 and 4.5.

4.2 POS tagging

The documents in the domain-specific corpora and the reference corpora are POS-tagged
using TreeTagger [30,36]. Schmid [30] presented a probabilistic tagging method in which
transition probabilities are estimated using a decision tree and thus avoids the problems that
Markov models based taggers face when they have to estimate transition probabilities from
sparse data. TreeTagger is reported to achieve accuracy of 96.36% on Penn-Treebank data
which is better than that of a trigram tagger on the same data. It annotates text with POS and
lemma information as shown in Example 1.

Example 1 The results of tagging the following sentence using the TreeTagger is shown
in Table 2. The sentence was taken from a document in the domain-specific corpus of the
‘military’ field.

Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used motor-
cycle messengers to transmit orders to front-line troops, evading Blue’s sophisticated
electronic surveillance network.

4.3 FA term candidates extraction

4.3.1 Single FA term candidates extraction

Single words like “ombudsman” and two or more words joined by hyphens like “self-
determination”, “commander-in-chief” etc. which are common nouns, proper nouns, adjec-
tives or gerunds are extracted as candidates for single FA Terms. The words that belong
to these parts-of-speech are the most likely candidates for single FA Terms. We extract the
actual word used as well as its lemma. However, we do not replace the actual words used
with their lemma because it sometimes leads to the loss of semantic information.
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Example 2 Let us consider extracting single FA Term candidates from the sentence given in
Example 1. All words, the POS of which have been identified as nouns, adjectives or gerunds
in Table 2 would be extracted as candidates. That would include the following words: Red,
Marine, Corps, Lt., General, Paul, K., Van, Riper, motorcycle, messengers, orders, front-line,
troops, evading, Blue, sophisticated, electronic, surveillance, network.

4.3.2 Compound FA term candidates extraction

4.3.2.1 Extraction by matching POS patterns Compound FA Terms are formed by collo-
cations. Smadja [33] identified three types of collocations: rigid noun phrases, predicative
relations and phrasal templates. Compound FA Terms consist of an uninterrupted sequence of
words such as “parliamentary election”, “Barack Obama”, “Council of Ministers”, “Christian
Heritage Party”, “Declaration of the Rights”, etc. and fall under the category of “rigid noun
phrases”.

Bennet et al. and Voutilamen [4,38] have developed syntactic rules for extracting noun
phrases in general, but they cannot be applied directly for our purpose as we are interested
only in some special noun phrases that are candidates for compound FA Terms. All noun
phrases cannot be candidates for FA Terms. Based on previous studies [4,33,38] and on our
own study of FA Terms, we developed the following sequence of POS patterns for a maxi-
mum length of ten words and minimum of two words, as rules for determining compound
FA Term candidates:

1. [Noun]–[Noun]—[up to 8 more nouns]
2. [Noun]–[Preposition]–[Noun]—[up to 7 more nouns]
3. [Noun]–[Preposition]–[Article]–[Noun]—[up to 6 more nouns]
4. [Adjective]–[Noun/Gerund]—[up to 8 more nouns]
5. [Adjective]–[Adjective]–[Noun]—[up to 7 more nouns]
6. [Gerund]–[Noun]—[up to 8 more nouns]

These rules are applied to the tagged documents from the corpora using a sliding window
of ten words. The window is placed on the words such that the word at the beginning of the
window is a noun, adjective or a gerund as per the POS pattern for a compound FA Term
candidate identified earlier. The POS pattern rule is then applied to the window contents.
The window will be truncated when a word that does not conform to the identified POS
pattern is encountered or a punctuation mark other than the hyphen is encountered. Whether
a candidate term is located or not, the window then slides over to the next word that matches
the starting POS for a FA Term candidate following the word where the previous window
was truncated. If the previous window was not truncated, the window moves to the word that
matches the starting POS for a FA Term candidate next to where the previous window ended.
The process is repeated until the end of the file is reached.

Example 3 Let us look at the extraction of compound FA Term candidates from the sentence
given in Example 1. Figure 3 shows the first three steps involved in extracting compound FA
Term candidates. The box formed by broken lines show the position of the ten word sliding
window at each step, while the box formed by the dark unbroken lines show the position
where the window is truncated after identifying a possible FA Term candidate. Firstly, the
underlined phrases are extracted as compound FA Term candidates.

Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper , used
motorcycle messengers to transmit orders to front-line troops ,evading Blue ’s
sophisticated electronic surveillance network.
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Step 1: 

Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used motorcycle  
Messengers …………………… 

Step 2: 

Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used motorcycle 
messengers …. 

Step 3: 

Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used  
motorcycle messengers to transmit orders to front-line troops, evading Blue's ……… 

Position of first ten-word sliding window First window truncation and 
FAT candidate extraction 

Second window truncation and 
FAT candidate extraction Position of second ten-word sliding window 

Third window truncation and 
FAT candidate extraction Position of third ten-word sliding window 

Fig. 3 An example of compound FA Term candidate extraction

Secondly, some of the FA Term candidates can furnish other smaller FA Term candidates,
since some of the POS pattern rules are subsets of other rules. Such terms are extracted as
described in Sect. 4.3.2.2. Finally, the following compound FA Term candidates are extracted:
Marine Corps Lt. General Paul K. Van Riper, motorcycle messengers, front-line troops, evad-
ing Blue, sophisticated electronic surveillance network, surveillance network, sophisticated
electronic surveillance.

4.3.2.2 Extracting subset FA Term candidates Candidate terms made up of three or more
words have the potential to yield smaller FA Term candidates, since some of the POS pattern
rules are subsets of other rules. In Example 3, the FA Term candidate “sophisticated elec-
tronic surveillance network” was extracted at first. Then this FA Term candidate also yielded
two smaller FA Terms “surveillance network” and“sophisticated electronic surveillance”.

Similarly, an FA Term candidate like “proportional representation system” which matches
the POS pattern “adjective–noun–noun”, would furnish two smaller terms “proportional rep-
resentation” and “representation system”. “European Parliament elections” which matches
the POS pattern “noun–noun–noun” would furnish two smaller terms “Parliament elections”
and “European Parliament”.

On the other hand, the term “members of the European Parliament” which matches the
POS pattern “noun–preposition–article–noun–noun” would furnish only one smaller term
“European Parliament” because we do not qualify phrases starting or ending with preposi-
tion or article as FA Term candidates. We also do not break down a sequence of proper nouns
as they usually refer to names of people or places. Hence the term “Marine Corps Lt. General
Paul K. Van Riper” was not broken down in our example in Example1 in Sect. 4.3.2.1.

4.4 FA terms weighting and selection

In this section, we describe how the extracted FA Term candidates are weighted and the rele-
vant FA Terms are selected using corpora comparison and statistical formulae based on tf-idf.
Single FA Term candidates and compound FA Term candidates are weighted separately, since
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they have drastically different term frequencies. However, the same formulae and procedure
are used for both.

4.4.1 Corpora comparison

Comparing the occurrence of a FA Term candidate in the domain-specific corpus with its
occurrence in the reference corpus [9,12] is an effective method to find FA Terms with
high field specificity. The reference corpus is chosen in such a way that it would help us
discriminate FA Terms in the domain-specific corpus more distinctly.

For each candidate term, we measure the local term frequency (the frequency of term
within the given document), the global term frequency (term frequency within the whole of
domain-specific corpus) and the document frequency (number of documents in the domain-
specific corpus that contain the term). Likewise, we also measure the global term frequency
and the document frequency of the term in the reference corpus. These measures are then
used in the term weighting formula described in Sect. 4.4.3. The more relevant a term is to the
field, the higher will be its term frequency and document frequency in the domain-specific
corpus, while its term frequency and the document frequency in the reference corpus would
be lower. This would help us differentiate genuine FA Term candidates from those terms of
general expression which may occur frequently in both domain-specific corpus and reference
corpus.

4.4.2 Use of stopwords list and single FA terms list

We use a list of 534 stopwords to filter out the single FA Term candidates during the selection
process. The list is not used during the selection of compound FA Terms. The stopwords
consist of function words, names of months, days and directions, since they do not identify
any field strongly. The following are few examples of the stopwords used: a, able, about,
above, across, after, again, against, all, almost, alone, along, already, also, although, always,
among, an, and, another etc.

On the other hand, we use a list of single FA Terms during the compound FA Term selec-
tion process. Since compound FA Terms often contain single FA Terms [3], we refer to the
list of single FA Terms during compound FA Terms selection. We give additional weights to
those candidate terms containing a single FA Term as shown in Sect. 4.4.3.

4.4.3 Weighting formula

The weighting formula is based on a modified version of tf-idf. Lan et al. [16] has made a
comparative study of various versions of tf-idf term weighting schemes. Brunzel et al. [6]
introduced a term weighting scheme which improves the behavior compared to the traditional
tf-idf scheme by adding a domain relevance component that measures the degree to which
a term is regarded as more relevant within a corpus compared to a reference corpus. Based
on the careful study of the different term weighting schemes ([6,16,18], we have come up
with a unique term weighting method of our own based on a combination of term frequency
(tf), document frequency (df), inverse document frequency (idf) and inverse term frequency
(itf) of a term in a domain-specific corpus and a reference corpus. The use of itf was first
introduced by Leopold and Kindermann [18] although the calculation of itf in this paper is
not exactly the same as theirs. The proposed term weighting method was found to be better
suited for the selection of FA Terms from domain-specific corpora compared to the traditional
methods.
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We make the calculations at two levels: one at the document level and the other at the cor-
pus level. “Local” refers to the calculation at the level of the document, while “global” refers
to the calculation at the level of the whole corpus of a particular field. The final selection of
FA Terms is based on the global weight.

weighted_local_tf refers to weighted local term frequency of a FA Term candidate. local_tf
refers to local term frequency and local_avg_tf to average frequency of all FA term candidates
in a document.

weighted_local_t f = 1 + k1 × log(local_t f )

1 + k2 × log(local_avg_t f )
(1)

k1 and k2 are normalizing terms calculated using document frequencies to curb the influence
of unusually high term frequency in a particular document. N1 is the number of documents
in the domain-specific corpus, df1 is the number of documents containing the term in the
domain-specific corpus, N2 is the number of documents in the reference corpus, df2 is the
number of documents containing the term in the reference corpus and β is an adjustment
factor.

k1 = d f 1/N1

d f 1/N1 + d f 2/N2
× β (2)

k2 = d f 2/N2

d f 1/N1 + d f 2/N2
× β (3)

Then, local_term_weight is calculated as in Eq. (4). α is the additional weight given to
compound FA Term candidates if they contain a single FA Term. i t f1, i t f2, id f1 and id f2

are calculated as log10(Nt1/t f1), log10(Nt2/t f2), log10(N1/d f1) and log10(N2/d f2) respec-
tively. Nt1 and t f1 are the total number of candidate terms and the total frequency of a partic-
ular term in the domain-specific corpus, while Nt2 and t f2 are the total number of candidate
terms and the total frequency of a particular term in the reference corpus.

local_term_weight = weighted_local_t f ×
(

i t f2

i t f1
× id f2

id f1

)2

+ α (4)

After calculating local_term_weight, candidate terms which do not make it beyond a heuris-
tic cut-off weight are filtered out. Global term weights are calculated as in Eq. (5) by taking
the average of the local term weights that remain.

global_term_weight =
∑n

i=1 local_term_weight i

n
(5)

Where n is the number of documents in which the term appears in the domain-specific corpus.
The global_term_weight calculated earlier is often spread over a wide range. In order to

get normalized weights between 0 and 1, the FA Term candidates are then ranked by giving
the value of 1 for the term with global_term_weightmaxthe highest global_term_weight, and
so on. For the ith term, normalized final weight is calculated as shown in Eq. (8). lowest_rank
refers to the lowest rank value.

normali zed_ranki = lowest_rank + 1 − ranki

lowest_rank + 1
(6)

normali zed_wti = global_term_weighti
global_term_weightmax

(7)
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Table 3 Example showing FA Term weight calculation

FA term df1 df2 tf1 tf2 N1 N2 Nt1 Nt2 global_ Rank Normalized_
candidate term_weight final_weight

Volkswagen polo 3 0 7 0 244 300 9,520 9,632 167.507 163 0.6774

Sports car 36 1 63 3 244 300 9,520 9,632 318.82 22 0.8622

normali zed_ f inal_weighti = λ × normali zed_wti + μ × normali zed_ranki

λ + μ

(8)

λ and μ are adjustment factors. The FA Term candidates with normalized_final_weight above
a heuristically determined cut-off value are automatically selected as FA Terms.

Example 4 Let us take the FA Term candidate ‘Volkswagen Polo’ for the field <Motor vehi-
cles> for instance. As Table 3 shows, it appears 7 times in 3 documents of the domain specific
corpus, but it does not appear at all in the reference corpus.

First we need to calculate weighted_local_tf by Eq. (1). Suppose in the first document,
‘Volkswagen Polo’ appears 2 times (local_tf = 2), and the average frequency of all terms
in the document is 1.2 (local_avg_tf = 1.2). From Table 1, df1 = 3, N1 = 244, N2 = 300,
and df2 = 0.‘001 (Set to 0.001 to avoid division by 0). Given β = 10, k1 = 9.997 and k2 =
0.003. Thus, from Eq. (1), weighted_local_tf is found to be 3.999.

Using the parameter values (using 0.001 instead of 0) from Table 1, we get itf1 = 3.134,
itf2 = 6.984, idf1 = 1.910, idf2 = 5.477. Now, from Eq. (4), we get local_term_weight =
167.915, where we have used α = 5, since it contains a valid single FA Term ‘Volkswagen’.
Likewise, we calculate local_term_weight for all the 3 documents in which ‘Volkswagen
Polo’ appears.

Finally, global_term_weight is calculated by taking the average of the 3 local term
weights as shown in Eq. (5), and is found to be 167.501. It is ranked 163 out of 2,515
FA Term candidates. So, in Eq. (6), lowest_rank = 2,515 and ranki = 163. In Eq. (7),
global_term_weighti = 167.501.global_term_weightmax was found to be 575.00. Given
λ = 2 and μ = 3, we get normalized_final_weight for ‘Volkswagen Polo’ to be 0.6774 from
Eq. (8). Likewise, the normalized_final_weight of the FA Term ‘Sports car’ is calculated to
be 0.8662.

4.5 Updating FA terms level

Before appending the selected FA Terms to the FA Terms dictionary, their levels are deter-
mined by comparing them with the existing FA Terms in the dictionary. If the same FA
Term already exists under the same field, it is not appended. If the term does not already
exist in the dictionary, it is temporarily designated as a proper FA Term. If the same term
exists under a different subfield under the same super-field, the new FA Term is designated
as level 2, semi-proper FA Term. If the term belongs to a super-field and it does not already
exist in the dictionary, it is designated as level 3, super FA Term. If the same term exists
in the subfield of another super-field, the new FA Term is designated as level 4, cross FA
Term. Using this method, the accuracy of FA Term levels would increase as the number of
FA Terms increases.
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5 Experimental evaluation

The experimental procedure follows the system outline presented in Fig. 1. The inputs are
domain-specific corpora, and reference corpora for comparison. We discuss these corpora in
Sect. 5.1. We evaluate the results of the extraction and selection of FA Term candidates from
the domain-specific corpora in Sect. 5.2. The effectiveness of the presented methodology is
measured by precision and recall of FA Terms selection. Finally, we discuss the building of FA
Terms Dictionary from the selected FA Terms, and evaluating its accuracy in Sect. 5.3. The
accuracy of the FA Terms dictionary is tested by its ability to identify the fields of test docu-
ments collected from Wikipedia dumps, Reuters RCV1 corpus [27] and 20 Newsgroup data
set (downloaded from http://people.csail.mit.edu/jrennie/20Newsgroups/on1October2009).
The experimental results are discussed in Sect. 5.4.

5.1 Corpora collection

The domain-specific corpora used in this research were collected from the English Wikipedia
dump [40] downloaded on 24 July 2008. As [39] have shown that a thesaurus of concepts
built from Wikipedia is effective in enhancing previous approaches for text classification,
Wikipedia dumps is a good source of corpora for extracting FA Terms. From the downloaded
Wikipedia dumps, the individual documents (articles) are extracted and POS-tagged with
TreeTagger. We then use these tagged corpora as the source of our domain-specific corpora.
We divide the documents (articles) into different fields based on their Wikipedia catego-
ries and titles using a computer program. Some manual checking was required to get rid of
garbage or empty files. The size of each domain-specific corpus is shown in Table 4.

Experimental evaluation is carried out for 21 different fields using 306.28 MB of domain-
specific corpora. The 21 fields are: <Motor vehicles>, <Music>, <Films>, <Politics>,
<Military>, <Christianity>, <Aviation>, <Sex>, <Geography>, <Telecommunications>,
<Soccer>, <History>, <Economics>, <Transport>, <Education>, <Foreign relations>,
<Computer software>, <War>, <Mathematics>, <Sports>, and <Television>. Reference
corpora for comparison were also collected from the Wikipedia dump.

5.2 Evaluation of FA terms selection results

Once the domain-specific corpora and reference corpora are ready, we extract the single FA
Terms and compound FA Terms as described in Sect. 4.3. The number of candidates selected
in different fields is shown in Table 4. The extracted FA Term candidates are then given
weights using the method described in Sect. 4.4.3. The FA Term candidates with normal-
ized_final_weight above a heuristic threshold value are selected as FA Terms. Based on our
experimental observations, we selected α = 5, β = 10, λ = 2, and μ = 3. Out of the total
number of FA Term candidates, only a very small percentage is selected as FA Terms.

The selection of FA Terms is done based on the normalized_final_weight which lies
between 0 and 1. The column ‘Cutoff weight’ in Table 4 shows the normalized_final_weight
threshold above which the FA Term candidates were selected as FA Terms for different fields
as shown in Table 4.

For space reasons, in Table 4, we show the results of FA Terms selection for only 10
fields out of the 21 used in the experimental evaluation. The column ‘Total FA Terms’ shows
the total number of FA Terms (single and compound separately) selected for the field after
relevant terms missed by the program were manually added. The column “FA Terms selected
automatically” refers to the number of FA Terms selected automatically by the system. The

123

http://people.csail.mit.edu/jrennie/20Newsgroups/ on 1 October 2009


Extraction, selection and ranking 155

Table 4 Results of FA Terms selection for some fields

Field
(Size in MB)

FAT*
type

Candidate
terms

Total FA
terms

FA Terms
selected
automati-
cally

Cutoff
weight

Irrelevant
terms
selected

Precision % Recall %

Motor vehicles (6.32) SFAT* 177,047 1,113 1,077 0.43 85 92.69 96.77

CFAT* 79,155 1,404 1,266 0.42 60 95.48 90.17

Military (18.20) SFAT 556,566 338 228 0.59 32 87.69 67.46

CFAT 221,230 1,327 868 0.49 103 89.39 65.41

Christianity (13.30) SFAT 367,558 377 286 0.50 57 83.38 75.86

CFAT 129,305 1,211 1,152 0.44 107 91.50 95.13

Music (18.30) SFAT 498,529 622 514 0.54 21 96.07 82.64

CFAT 201,899 1,345 1,247 0.42 145 89.58 92.71

Politics (31.70) SFAT 839,412 294 236 0.57 69 77.38 80.27

CFAT 323,930 1,858 1,716 0.36 84 95.33 92.36

Computer SFAT 220,163 480 442 0.54 34 92.86 92.08

software (8.14) CFAT 95,798 1,382 1,285 0.42 46 96.54 92.98

History (29.30) SFAT 784,655 184 160 0.61 52 75.47 86.96

CFAT 287,847 313 243 0.66 47 83.79 77.64

Telecom- SFAT 162,876 398 320 0.54 87 78.62 80.40

munications (6.60) CFAT 72,661 1086 1,051 0.43 82 92.60 93.72

Soccer (2.89) SFAT 71,477 371 309 0.55 60 83.74 83.29

CFAT 33,295 908 851 0.47 68 88.46 92.91

Economics (8.43) SFAT 248,614 233 204 0.57 55 78.76 87.55

CFAT 98,106 1,057 1,004 0.42 137 87.99 94.99

* FAT = FA Term, SFAT = single FA Term, CFAT = compound FA Term

column “Irrelevant terms selected” refers to the number of irrelevant FA Terms selected by
the system. Hence, precision and recall are calculated as follows:

precision = F A_T erms_selected_automatically

F A_T erms_selected_automatically + irrelevant_terms_selected
(9)

recall = F A_T erms_selected_automatically

T otal_F A_T erms
(10)

5.3 Evaluation of the FA terms dictionary

Once an FA Term is selected, we check if it exists under the same field in the FA Terms dictio-
nary already. If it does not exist under the same field, we compare if it exists under different
fields and then we update its level. Then, we append it to the dictionary under the field it is
selected for. In the same way, we append all selected FA Terms to the FA Terms dictionary.
The resulting FA Terms dictionary looks like Table 5. The column ‘Field code’ identifies
the path of the field to which the FA Term belongs in the field tree. For instance, the field
code 14.3.12.1 for the FA Term “Clementine Vulgate” identifies the path <Study/Humanities/
Religion/Christianity>. In this experimental evaluation, we constructed a FA Terms dictio-
nary of 31,234 FA Terms for 21 fields.
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Table 5 A snapshot of the FA Terms Dictionary

FA Term Field code Field Name Level normalized_final_weight

Clementine Vulgate 14.3.12.1 Christianity 1 0.6193

Cleveland Browns Stadium 13.0 Sports 3 0.4778

Cliff Burton 01.6.0 Music 1 0.5212

Clifford Roberts 13.0 Sports 3 0.4982

Clinton administration 10.0 Politics 3 0.2851

Co-ed 3.0 Education 3 0.5108

Coach 2.19 Transport 4 0.5654

Coach 13.0 Sports 4 0.6654

Table 6 Results of field identification using the FA Terms dictionary

Field Field code Wikipedia RCV1 Newsgroup

n* accuracy% n accuracy% n accuracy%

Sports 13.0 510 100 1,000 100 – –

Christianity 14.3.12.1 500 100 – – 997 99.4

War 14.3.1.1 590 100 1,000 91.00 – –

Politics 10.0 – – 2,000 98.52 750 85.2

Motor vehicles 6.5 – – 1,757 99.94 973 99.9

Total n in (),
Average accu-
racy%

(1,600) 100 (5,757) 97.90 (2,720) 95.66

* n = number of documents

We then tested the quality of the FA Terms dictionary by its ability to identify the fields
of 10,077 test documents collected from three different sources: Wikipedia, Reuters RCV1
corpus and 20 Newsgroup data set. The field of a test document is determined by calculating
for each field the sum of the product of the term frequency and normalized_ final_weight of
FA Terms in the document. The term frequency refers to the number of times a particular
FA Term occurs in the document, and normalized_ final_weight of a FA Term comes from
the FA Terms dictionary. The field with the highest sum is identified as the field to which the
document belongs. As Table 6 shows, the results are very encouraging. The column n stands
for the number of test documents and ‘accuracy’ stands for the percentage of documents
whose fields were correctly identified.

5.4 Discussion of results

A total of 497 to 2,517 FA Terms including both single and compound FA Terms are selected
for each field. In total, 22,229 compound FA Terms are selected from 3,700,278 compound
FA Term candidates and 9,005 single FA Terms are selected from 8,437,691 single FA Term
candidates. This makes the total number of FA Terms selected for the 21 fields 31,234. The
relevance of the automatically selected FA Terms was checked by three PhD students. For
single FA Terms selection, precision range from 73.76 to 96.07% and recall range from
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67.46 to 98.1%. For compound FA Terms selection, precision range from 83.79 to 97.27%
and recall range from 65.41 to 96.76%.

The size of domain-specific corpora varied from 2.6 MB for the field <Aviation> to
31.7 MB for <Politics>. The highest number of FA Terms is selected for the field <Motor
vehicles> although its corpus size is modest at 6.3 MB, while the lowest number is selected
for the field <history> which has a corpus size of 29.3 MB but contains texts from various
other fields. We concluded that both the size and the quality of the domain-specific corpus,
as well as the choice of a good reference corpus are important factors in extracting a larger
number of FA Terms at high precision and recall.

Using the improved traditional method, Sharif et al. [32] reported precision and recall
of 98 and 94% respectively. In the new method, we achieved precision of up to 97% and
recall up to 98%. However, the two results cannot be compared directly because the exper-
imental setup and environment are different. But the new approach has selected 31,234 FA
Terms for just 21 fields compared to the 25,869 FA Terms selected from documents of 850
fields by Sharif et al. [32]. This shows that the new method has selected an average of
1,487 FA Terms per field, while the traditional method selected just around 30 FA Terms per
field.

Moreover, the new method is superior because the traditional methods are plagued by
the drawbacks described in Sect. 2.4. Traditional methods offer no technique for the auto-
matic extraction and selection of compound FA Terms, although compound FA Terms form
a majority of the relevant FA Terms in a given field. Traditional methods use “Concen-
tration Ratio” based only on the term frequency to select FA Terms from FA Term candi-
dates.

The FA Terms dictionary constructed using our method correctly identified all 1,600 test
documents taken from Wikipedia while it achieved field identification accuracy of 97.90%
with 5,757 test documents of Reuters RCV1 corpus and 95.66% with 2,720 test documents
of 20 Newsgroup data set. This high field identification accuracy shows that the quality of
FA Terms dictionary constructed by the presented method is high.

6 Conclusion

The novel technique of using FA Terms holds much potential for use in many areas of infor-
mation retrieval and natural language processing, but one of the major problems today is the
lack of a comprehensive FA Terms dictionary. Therefore, we have presented a methodology
to extract and select FA Terms effectively to build a comprehensive FA Terms dictionary.
The methodology is based on POS pattern rules, corpora comparison and modified tf-idf
weighting for selecting domain-relevant terms.

Experimental evaluation carried out for 21 different fields using 306 MB of domain-specific
corpora obtained from Wikipedia dump selected 22,229 compound FA Terms and 9,005 sin-
gle FA Terms. The precision and recall were 74–97 and 65–98% respectively. The results
show that the proposed methodology is effective for building a comprehensive dictionary of
FA Terms.

Future studies will further improve the proposed methodology by adding a document clas-
sification module so that documents can be classified automatically and FA Term candidates
extracted from them. We will also explore the application of FA Terms in cross language
retrieval, domain-specific ontology building and machine translation etc.
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