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Abstract Association rule mining is an important data analysis method that can discover
associations within data. There are numerous previous studies that focus on finding fuzzy
association rules from precise and certain data. Unfortunately, real-world data tends to be
uncertain due to human errors, instrument errors, recording errors, and so on. Therefore, a
question arising immediately is how we can mine fuzzy association rules from uncertain data.
To this end, this paper proposes a representation scheme to represent uncertain data. This
representation is based on possibility distributions because the possibility theory establishes
a close connection between the concepts of similarity and uncertainty, providing an excel-
lent framework for handling uncertain data. Then, we develop an algorithm to mine fuzzy
association rules from uncertain data represented by possibility distributions. Experimental
results from the survey data show that the proposed approach can discover interesting and
valuable patterns with high certainty.

Keywords Learning · Fuzzy statistics and data analysis · Uncertain data · Data mining ·
Fuzzy association rules

1 Introduction

Association rule mining is an important data mining method that can discover consumer
purchasing patterns from transaction databases (see [5,27] for an overview). The association
rules mining techniques have been used in many applications, such as market basket anal-
ysis [7,10,11,14,26,34], image mining [17], recommender systems [40], medical domain
[42] and classifying multiple databases [50]. Furthermore, Berti-Equille [6] integrated data
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quality indicators to propose a cost based probabilistic model for selecting legitimately inter-
esting rules. Lee et al. [39] revise a graph-based algorithm to further speed up the process of
itemsets generation.

Agrawal et al. [1] first introduced the problem, and defined it as finding all rules from
transaction data satisfying the minimum support and the minimum confidence constraints.
Briefly, an association rule mining algorithm works in two steps: (1) generate all frequent
itemsets that satisfy the minimum support and (2) generate all association rules that satisfy
the minimum confidence from the already discovered frequent itemsets.

Due to its great success and widespread usage, many variants of association rule min-
ing algorithms have been proposed [13,16,38]. Based on different assumptions about the
underlying data, different methods have been developed to discover association rules from
databases. In general, a common assumption adopted by most previous approaches is that
the data are precise and certain. Unfortunately, real-world data tends to be uncertain due to
human errors, instrument errors, recording errors, and so on. Therefore, a question arising
immediately is how we can mine association rules from uncertain data.

A possibility distribution is a representation of uncertain knowledge and information,
where the center reflects the most possible case and the spread reflects the other cases with
relatively low possibilities. Possibility theory is an extension of the fuzzy set theory, which
describes uncertain and incomplete information [53]. In the past, possibility theory has been
popularly used to handle uncertain information. For example, Hsu and Wang [33] proposed
a possibility linear programming model to alleviate the influences of demand uncertainty in
assemble-to-order (ATO) environments, and further manage production planning problems.

In this paper, we use the possibility theory to handle uncertain data. An item in a transac-
tion is represented by a possibility distribution. When the data item is certain, the distribution
can be as simple as a single point. But when the data item is uncertain, the distribution can
be as complex as necessary. For example, if an uncertain data has four different plausible
values, we can represent it using a discrete possibility distribution with four values.

After transforming the data into possibility distributions, our next problem is finding fuzzy
association rules from the transformed data. Our algorithm must be able to discover patterns
from possibility distributions rather than crisp data. The difficulty is that a possibility distri-
bution may match a pattern with multiple support values, where a support value is obtained
for every plausible value in the distribution. Therefore, this study computes two measures
from these values, support and deviation, where the support and the deviation are the mean
and the standard deviation of those multiple supports, respectively. A pattern is considered
as a good pattern if its support is high but its deviation is low, because low deviation means
the pattern is more certain and believable. Accordingly, we use these two measures as the
basis for a new algorithm to mine fuzzy association rules from uncertain data represented by
possibility distributions.

The rest of this paper is organized as follows. Section 2 reviews related work and Sect. 3
explains how to use possibility theory to represent uncertain data. The problem definitions are
given in Sect. 4. The proposed algorithm and an example are illustrated in Sect. 5. Section 6
uses survey data as a case study to demonstrate the usefulness of the proposed algorithm.
Conclusions and future works are discussed in Sect. 7.

2 Related work

It is widely recognized that many real world relationships are intrinsically fuzzy. Therefore,
the theory of fuzzy sets can help data miners discover novel and meaningful patterns from
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data [44,54]. Fuzzy set theory [52] is primarily concerned with quantifying and reasoning
using natural language, where words can have ambiguous meanings. Delgado et al. [19]
considered fuzzy sets as an optimal tool for modeling the imprecise terms and relations
commonly employed by humans in communication and understanding.

Determining the membership functions is very important in Fuzzy set applications. Actu-
ally, there are two approaches for the acquisition of membership functions: (1) querying
experts; (2) applying machine learning techniques. In the second approach, membership
functions are derived from training examples by machine learning approaches. Hong and Lee
[31] proposed a general learning method that automatically derives membership functions
from a set of given training examples using a decision table. Hong and Chen [29] improved
Hong and Lee’s method by first selecting relevant attributes and then building appropriate
initial membership functions. Genetic algorithms (GAs), frequently used in various scientific
applications, can also be used to determine the membership functions [3,4].

Recently, the theory of fuzzy sets has been widely used in mining association rules. This
technique has been used in various applications, such as finding fuzzy association rules from
quantitative transactions by Hong et al. [30,32] and finding fuzzy association rules from
both quantitative and categorical attributes by dividing them into various linguistic values
by Hu et al. [35,36]. Besides these works, a number of studies in the past have exploited
fuzzy techniques to mine fuzzy association rules or fuzzy sequential patterns from databases
[8,9]. However, these above works focus on discovering patterns from certain data, rather
than uncertain data.

Some researches have extended association rules mining techniques to imprecise or uncer-
tain data [12,15,22,48,49]. Chen and Weng [12] propose a new approach to discover asso-
ciation rules from imprecise ordinal data. Although this work is interesting, the expressive
power of this model is limited because it can not handle other types of uncertain data, such
as categorical and numerical data. Djouadi et al. [22] propose a generalized possibilistic
relational model and discover association rules under imprecision and vagueness. However,
in this study only numerical data are represented by possibility distributions, categorical and
ordinal data are not involved. Chui et al. [15] discover frequent itemsets from uncertain data
under a probabilistic framework which associate items of transactions with existential prob-
abilities. Unfortunately, this study only processes categorical data represented by existential
probabilities without considering other data types, such as ordinal data.

Shyu et al. [49] apply the Dempster–Shafer evidential reasoning theory to generate the
association rules from uncertain data under probabilistic framework. Dempster–Shafer The-
ory is a mathematical theory of evidence [47] which is an expansion of [20]. Dempster–Shafer
theory offers an alternative to traditional probabilistic theory for the mathematical represen-
tation of uncertainty. In a finite discrete space, Dempster–Shafer theory can be interpreted
as a generalization of probability theory, where probabilities are assigned to sets as opposed
to mutually exclusive singletons. An important property of possibility theory is the ability
to merge different data sources in order to increase the quality of the information. Besides,
Dubois and Prade [24] argued that possibility theory is especially suitable in cases where
human opinions, judgments and decisions are involved.

As pointed out in the above discussion, previous research has applied fuzzy sets to dis-
cover fuzzy association rules from certain data rather than uncertain data. Since the possibility
theory is more suitable for human to express their opinions, judgments and decisions with
uncertainty, this study attempts to combine these both theories and then discover fuzzy asso-
ciation rule from uncertain data. The possibility theory is closely related to fuzzy set theory
[52]. In the next section, an overview of using possibility theory to represent uncertain data
is presented.
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3 Using possibility theory to represent uncertain data

The concept of a possibility measure was introduced by Zade [53]. A possibility measure �

on a universe U is a function from ρ(U ) to [0, 1], where ρ(U ) denotes the set of subsets of U .
Now, let us consider the representation of incomplete or uncertain knowledge. Assume that
John thinks that the best teaching method for the computer course would be BBI (blackboard
instruction) and CAI (computer-aided instruction).

Consider the proposition q : q
�= X is the best teaching method, where “the best teaching

method” is a fuzzy subset defined in the universe of teaching methods as the best teaching
method = 0.8/BBI+1/CAI, where 0.8/BBI signifies that the grade of membership of the
teaching method BBI in the fuzzy set “the best teaching method” or equivalently, the com-
patibility of the statement that BBI is the best teaching method is 0.8. The interpretation of
the proposition q can be as follows:

It is possible for any teaching method to be the best teaching method, with the possibility
of X taking a value of u being equal to the grade of membership of u in the fuzzy set the best
teaching method. In other words, q induces a possibility distribution �x which associates
with each teaching method the possibility that u could be a value of X , equal to the grade of
membership of u in the fuzzy set the best teaching method. Thus, possibility{X = BBI}=0.8,
possibility{X =CAI }= 1.

Generally, a possibility measure� can be built from a so-called possibility distribution π ,
which is a function from ρ(U ) to [0, 1], in the following way:

∀X ∈ ρ(U ), �(A) = sup
u∈A

π(u).

Note that �({u}) = π(u). The distribution π can be viewed as a fuzzy restriction on the
possible values of a variable X which takes its value on U . If X is a variable that takes values
in U , and F is a fuzzy set subset of U characterized by a membership function m F , then

the proposition q
�= X is F , induces a possibility distribution �x which is equal to F , i.e.,

�x = F , implying that possibility{X = u} = m F (u) for all u ∈ U .
From the above description, we know that possibility theory is an extension of the fuzzy

set theory, which establishes a close connection between the concepts of similarity and uncer-
tainty, and it provides an excellent framework for handling uncertain data. Besides, Dubois
[23] noted that possibility theory is one of the current uncertain theories devoted to the han-
dling of incomplete information. As a result, possibility theory has been used successfully in
a wide range of engineering and scientific fields, including robotics application [43], decision
making [21], instance-based learning [37], and querying systems in databases [41,45,48].
In order to discover rules from uncertain data, we need a brand new approach that can deal
with raw data represented by possibility distributions. In the next section, we discuss the
problem of mining fuzzy association rules from the three types of uncertain data represented
by possibility distributions.

4 Problem definition

Djouadi et al. [22] define the semantics of certainty association rules, A ⇒ B as “the more
certainly X is A, the more certainly Y is B”. In this study, we extend this concept and at-
tempt to discover certain patterns from uncertain data represented by possibility distributions.
Different from the work of Djouadi et al. [22] which determines certainty value (support)
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Table 1 A data set with possibility distributions

TID Itemsets

1 (TM, (0.2/BBI)+(1.0/CAI)))

(ES, ((0.7/80)+(1.0/85)+(0.3/90)))

(TS, ((0.1/average)+(1.0/good)))

2 (TM, (1.0/BBI))

(ES, ((1.0/[71, 75])+(0.5/[76, 80])+(0.3/[81, 85])))

(TS, ((0.2/poor)+(1.0/average)+(0.3/good)))

3 (TM, (0.3/BBI)+(1.0/CAI)))

(ES, ((0.1/[76, 80])+(1.0/[81, 85])+(0.5/[86, 90])))

(TS, ((0.2/average)+(1.0/good)))

4 (TM, (1.0/BBI) +(0.5/AVI)))

(ES, ((0.4/85)+(1.0/90)))

(TS, ((0.3/poor)+(1.0/average)+(0.2/good)))

5 (TM, (1.0/BBI) +(0.6/AVI)))

(ES, ((0.1/[71, 75])+(1.0/[76, 80])+(0.5/[81, 85])))

(TS, ((0.2/poor)+(1.0/average)+(0.1/good)))

TM teaching method, ES estimated score, TS teaching skill

by choosing either “membership degree” or “possibility degree”, we use the mean and the
standard deviation of those multiple values to represent its support and certainty. With these
two measures, support and deviation, we can mine frequent itemsets with high supports and
small deviations.

In this section, we define the problem of mining fuzzy association rules from uncertain
data. First, several items used in the proposed algorithm are introduced. Second, we define
the membership degree for each different item and use them to compute the itemsets’ support
from uncertain data.

Definition 1 Let I T = {i t1, i t2, . . . , i tm} be a set of all items. A d-item is denoted as(
i t i ,

pi1
xi1

+ pi2
xi2

+ · · · + pik
xik

)
, where i t i ∈ I T is the item name and pi1

xi1
+ pi2

xi2
+ · · · + pik

xik
is

the possibility distribution of i t i . Here, each xik ∈ X is a possible value of i t i and pik ∈ [0, 1]
stands for the possibility of xik .

Example 1 In Table 1, we show a data set containing five transactions. The values “black-
board instruction”, “computer-aided instruction”, and “audio-visual instruction” are abbre-
viated as BBI, CAI, and AVI, respectively. There are three items i1, i2, and i3. The d-item
could be category d-item, point number d-item, or interval number d-item. Take TID#1,
for example. The d-item, TM, is a category d-item with value ((0.2/BBI)+(1.0/CAI)).
The d-item, ES, is a point number d-item with value ((0.7/80)+(1.0/85)+(0.3/90)). The
d-item, ES, in TID#2 is an interval number d-item with value ((1.0/[71, 75])+(0.5/[76,
80])+(0.3/[81, 85])). In this study, we are interested in examining the associations between
the uncertain data represented by the possibility distributions and discover the fuzzy associ-
ation rules, such as (TM, BBI)⇒ (ES, high).

Definition 2 An r -item can be a category r -item or a linguistic r -item. For simplicity, we
use bi = (ici , fi ) to denote an r -item. An r -itemset B is a set of r -items, where all r -items

123



134 C.-H. Weng, Y.-L. Chen

must have distinct items’ names. We use B = {(ic1, f1), (ic2, f2), . . . , (icn, fn)} to denote
an r -itemset.

Example 2 For example, {( TM, CAI), (ES, high)} is an r -itemset.

Definition 3 For category ci and category c j , let simCC (ci , c j ) denote the similarity between
category ci and category c j . In this study, the CC similarity matrix SimCC stores the simi-
larities between all categories.

Example 3 Table 2 is an example of a CC similarity matrix SimCC-T . From this matrix,
we know that simCC-T (BBI, CAI)=0.50, simCC-T (BBI, AVI)=0.20, and simCC-T (CAI,
AVI)=0.50. Table 3 is another example of a CC similarity matrix SimCC-L . From this matrix,
we know that simCC-L (average, good)=0.50, simCC-L (good, good)=1, and simCC-L (good,
very-good)=0.50.

Assume that we have a category d-item ai =
(

i t i ,
pi1
xi1

+ pi2
xi2

+ · · · + pik
xik

)
and a category

r -item b j = (ic j , f j ). Let simr (ai , b j ) denote the similarity between xir , the r th-value of
ai , and b j , where 1 ≤ r ≤ k. Then, simr (ai , b j ) is given as follows:

simr (ai , b j ) =
{

simCC (xir , f j ), if i ti = ic j and xir = f j

0, otherwise

There are some different ways to determine support (certainty) from uncertain data [22,
49]. Because the approach proposed by Djouadi et al. [22] is closely related to our study,
we describe the difference between our work and this approach in determining support (cer-
tainty). Djouadi et al. [22] uses the maximum value between (m F (x)) and (1 − πA(x)), that
is, Max(m F (x), 1 − πA(x)), to represent the item’s certainty value (support). The drawback
of this approach is that it determines certainty value (support) by choosing either “member-
ship degree” or “possibility degree”. Since both degrees are influential factors of determining
the certainty value, a better definition should consider these two simultaneously. Therefore,
this study uses the product of the item’s possibility and the similarity to calculate the item’s
support.

Let supr (ai , b j ) denote the degree to which xir , the r th-value of ai , matches b j , where
1 ≤ r ≤ k. There are two factors affecting supr (ai , b j ); one is how certain xir is and the
other is how similar xir is to b j . Therefore, supr (ai , b j ) can be defined as the product of xir ’s

Table 2 A CC similarity matrix
SimCC-T

BBI CAI AVI

BBI 1 0.50 0.20

CAI 0.50 1 0.50

AVI 0.20 0.50 1

Table 3 A CC similarity matrix
SimCC-L

Very poor Poor Average Good Very good

Very poor 1 0.5 0 0 0

Poor 0.5 1 0.5 0 0

Average 0 0.5 1 0.5 0

Good 0 0 0.5 1 0.5

Very good 0 0 0 0.5 1

123



Mining fuzzy association rules from uncertain data 135

possibility and the similarity between xir and b j . Furthermore, let sup(ai , b j ) be the degree
to which ai matches b j . Since there are totally k supr (ai , b j ) values, we define sup(ai , b j )

and dev(ai , b j ) as the average and standard deviation of these k values, respectively.

Definition 4 The following are the formal expressions for supr (ai , b j ), sup(ai , b j ), and
dev(ai , b j ).

supr (ai , b j ) = pir × simr (ai , b j ), if i ti = ic j and 1 ≤ r ≤ k

sup(ai , b j ) =
∑k

r=1 supr (ai , b j )

k
, if i ti = ic j

dev(ai , b j ) =

√√√√k
∑k

r=1 supr (ai , b j )2 −
(∑k

r=1 supr (ai , b j )
)2

k2

Example 4 Suppose we have the CC similarity matrix SimCC-T shown in Table 2, a category
d-item a1 = (T M , ((0.2/BBI)+(1.0/CAI))), and a category r -item b1 = (TM, CAI). Then,
the degree sup(a1, b1) = (0.2 × 0.5 + 1.0 × 1.0)/2 = (0.1 + 1.0)/2 = 0.55 and the degree
dev(a1, b1) = 0.45, which are computed from values 0.1 and 1.0.

Definition 5 (Fuzzification) Suppose we have a universe of discourse X in a quantitative
domain, where each element x belongs to X. Then, a fuzzy set F is characterized by mem-
bership function m F (x), which maps x to a membership degree in interval [0, 1].

Example 5 Assume that we have five membership functions for the score: Svery_low, Slow,

Smiddle, Shigh, and Svery_high. From these five membership functions, we know that Smiddle

(73) = 0.7, Shigh(81) = 0.9, and Svery_high(92) = 1.0.

Svery_low(q) =
{

1, if q ≤ 50
60−q
60−50 , if 50 ≤ q ≤ 60

(1)

Slow(q) =

⎧⎪⎨
⎪⎩

q−50
60−50 , if 50 ≤ q ≤ 60
1, if q = 60
70−q
70−60 , if 60 ≤ q ≤ 70

(2)

Smiddle(q) =

⎧
⎪⎨
⎪⎩

q−60
70−60 , if 60 ≤ q ≤ 70
1, if q = 70
80−q
80−70 , if 70 ≤ q ≤ 80

(3)

Shigh(q) =

⎧⎪⎨
⎪⎩

q−70
80−70 , if 70 ≤ q ≤ 80
1, if q = 80
90−q
90−80 , if 80 ≤ q ≤ 90

(4)

Svery_high(q) =
{ q−80

90−80 , if 80 ≤ q ≤ 90
1, if 90 ≤ q

(5)

Definition 6 Assume that we have a point number d-item ai =
(

i ti ,
pi1
xi1

+ pi2
xi2

+ · · · + pik
xik

)
,

a linguistic r -item b j = (ic j , f j ), and a membership function (F S f j ), where FS f j (x)

denotes the membership degree to which x belongs to f j . Let simr (ai , b j ) denote the simi-
larity between xir , the r th-value of ai , and b j for 1 ≤ r ≤ k. Then, simr (ai , b j ) is given as
follows:

simr (ai , b j ) = F S f j (xir ), if i ti = ic j
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Thus, sup(ai , b j ) and dev(ai , b j ) can be given as follows:

supr (ai , b j ) = pir × simr (ai , b j ), if i ti = ic j and 1 ≤ r ≤ k

sup(ai , b j ) =
∑k

r=1 supr (ai , b j )

k
, if i ti = ic j

dev(ai , b j ) =

√√√√k
∑k

r=1 supr (ai , b j )2 −
(∑k

r=1 supr (ai , b j )
)2

k2

Example 6 Suppose we have a point number d-item a2 = (ES, ((0.7/80) + (1.0/85) +
(0.3/90))), a linguistic r -item b2 = (ES, high), and a fuzzy membership function (Shigh),
as shown in Example 5. Since Shigh(90) = 0, the support of (0.3/90) is 0 and thus eliminated
in computing support and deviation. Then, degree sup(a2, b2) = (0.7 × Shigh(80) + 1.0 ×
Shigh(85))/2 = (0.7×1.0+1.0×0.5)/2 = (0.7+0.5)/2 = 0.6 and degree dev(a2, b2) = 0.1.

Definition 7 Assume that we have an interval number d-item ai = (i ti ,
pi1

[xi1a ,xi1b ]+ pi1
[xi2a ,xi2b ]+

· · ·+ pi1
[xika ,xikb ] ), a linguistic r-item b j = (ic j , f j ), and a membership function (FS f j ), where

FS f j (x) denotes the membership degree to which x belongs to f j . Let simr (ai , b j ) denote
the similarity between xir , the r th-value of ai , and b j for 1 ≤ r ≤ k. Then, simr (ai , b j ) is
given as follows:

simr (ai , b j ) = max{FS f j (xir )}, if xira ≤ xir ≤ xirb and i ti = ic j

Furthermore, sup(ai , b j ) and dev(ai , b j ) can be defined as shown in Definition 6.

Example 7 Suppose we have an interval number d-item a2 = (ES, ((1.0/[71, 75]) + (0.5/[76,
80]) + (0.3/[81, 85]))), a linguistic r -item b2 = (ES, high), and a fuzzy membership function
(Shigh), as shown in Example 5. Then, the degree sup(a2, b2) = (1.0 × Shigh(75) + 0.5 ×
Shigh(80) + 0.3 × Shigh(81))/3 = (1.0 × 0.5 + 0.5 × 1.0 + 0.3 × 0.9)/3 = 0.42 and the
deviation dev(a2, b2) = 0.11.

There are several different inference and composition techniques. The most common and
simplest method is the “min–max”. Without losing generality, this paper uses the “min–
max” method in this study. The Min and Max operators infer the supports and deviations of
itemsets, respectively.

Definition 8 Assume that we have a d-itemset A = {(i t1, v1), (i t2, v2), . . ., (i tm, vm)} and
an r -itemset B = {(ic1, f1), (ic2, f2), . . ., (icn, fn)}(n ≤ m). Assume we can find
i1, i2, . . ., in such that ai j matches b j , for 1 ≤ j ≤ n. Let sup(A, B) denote the degree
to which A contains B. Then, sup(A, B) can be defined as follows:

sup(A, B) = Minn
j=1sup(ai j , b j )

Additionally, dev(A, B) can be defined as follows:

dev(A, B) = Maxn
j=1dev(ai j , b j )

Example 8 Suppose we have a d-itemset A={(TM, ((0.2/BBI)+(1.0/CAI))), (ES, ((0.7/80) +
(1.0/85) + (0.3/90)))}, an r -itemset B ={(TM, CAI), (ES, high)}, and a fuzzy membership
function (Shigh), as shown in Example 5. Then, the degree sup(A, B) = min(0.55, 0.6) =
0.55 and the degree dev(A, B) = max(0.45, 0.10) = 0.45.
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Mining fuzzy association rules from uncertain data 137

Definition 9 Assume that we have a database DB formed from a set of transactions. Let
d-itemset Ai be the i-th transaction in DB, denoted as Ai = {(i t1, v1), (i t2, v2), . . . ,

(i tm, vm)}, where ai = (i t i , vi ) could be a category d-item, point number d-item, or interval
number d-item. Suppose we have an r -itemset B = {(ic1, f1), (ic2, f2), . . ., (icn, fn)}(n ≤
m), where b j = (ic j , f j ) is an r -item. Then, the support of Bin database DB, denoted as
supDB(B) , can be defined as follows:

supDB(B) =
(∑

sid⊆DB
sup(Asid, B)

)
/|DB|,

where |DB| denotes the number of transactions in database DB.
The deviation of B in database DB, denoted as devDB(B), can be defined as follows:

devDB(B) =
(∑

sid⊆DBB
dev(Asid, B)

)
/(|DBB |),

where |DBB | is the subset of transactions in the DB containing itemset B.

Note that we use |DBB | as the denominator when computing devDB(B) in Definition 9.
This is because dev(Asid, B) is meaningless if transaction Asid does not contain r -itemset
B. Since dev(Asid, B) can only be applied to these |DBB | transactions, we use |DBB | as the
denominator.

Example 9 Assume that we are given a database DB, as shown in Table 1, and an r -itemset
B = ((TM, CAI), (ES, high)). Then, the degree supDB(B) = (min(0.55, 0.60) +
min(0.50, 0.42)+min(0.57, 0.40)+min(0.38, 0.20)+min(0.40, 0.50))/5 = (0.55+0.42+
0.40 + 0.20 + 0.40)/5 = 0.39 and deviation devDB(B) = (0.45 + 0.11 + 0.43 + 0.12 +
0.39)/5 = 0.30. The details of this computation are shown in Table 4.

Definition 10 Given two user-specified thresholds σsup and σdev, an r -itemset B is frequent if
supDB(B) is no less than σsup; it is frequent-and-certain (or FC) if it is frequent and devDB(B)

is no larger than σdev. Let B be a FC r -itemset, where B = X ∪ Y and X ∩ Y = φ. Then, the
confidence of the rule X ⇒ Y , denoted as conf(X ⇒ Y ), is defined as supDB(B)/supDB(X).
Given a confidence threshold σconf , if conf(X⇒ Y ) ≥ σconf, then X ⇒ Y holds in the
database D.

Example 10 Suppose we have a database DB, as shown in Table 1, and three user-specified
thresholds σsup = 0.35, σdev = 0.3, and σconf = 60%. Let r -itemset X= (TM, CAI), Y = (ES,
high), and B = X ∪ Y . Then, from Table 4, we have supDB(B) = 0.39, supDB(X) = 0.48,

Table 4 The supports and deviations of the itemsets

TID supDB devDB

TM.CAI ES.high TM.CAI ∪ ES.high TM.CAI ES.high TM.CAI ∪ ES.high

1 0.55 0.60 0.55 0.45 0.10 0.45

2 0.50 0.42 0.42 0.00 0.11 0.11

3 0.57 0.40 0.40 0.43 0.36 0.43

4 0.38 0.20 0.20 0.12 0.00 0.12

5 0.40 0.50 0.40 0.10 0.39 0.39

AVG 0.48 0.42 0.39 0.22 0.19 0.30
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Input: A database, DB; membership functions (
jfFS ); a predefined minimum 

support σsup; a predefined maximum deviation σdev.; a predefined minimum 
confidence λ. 
Output: A set of fuzzy association rules
Method:
// Phase 1 Call the Sup_Transform Subroutine
(1). For each transaction

Transform each d-item data into r-items;
Store these results as a new transaction in new database DT.

// Phase 2 Call the FreqCertItemsets_gen Subroutine
(1). For each r-item icj,r, calculate its support.
(2). Check whether the support of each r-item icj,r is no less than the minimum 

support σsup. If it is, put it into the set of frequent one-itemsets (L1).
(3). Check whether the deviation of each r-itemset in L1 is no larger than the 

maximum deviation σdev. If it is, put it into the set of FC one-itemsets ( cL1 ).
(4). Generate candidate set Ck+1 from Lk.
(5). Compute the supports of all r-itemsets in Ck+1 and determine Lk+1.
(6). Compute the deviations of all r-itemsets in Lk+1 and determine C

kL 1+ . 

(7). If Lk+1 is null, go to phase 3; otherwise, set k = k + 1 and repeat steps (4)–(6).
// Phase 3 Call the FAR_gen Subroutine
(1). Generate fuzzy association rules from all FC r-itemsets.

Fig. 1 The UDM algorithm

devDB(B) = 0.30, and devDB(X) = 0.22. Therefore, r -itemsets B and X are both FC. Fur-
thermore, the confidence conf(X ⇒ Y ) = 0.39/0.48 = 81.25% is greater than σconf. So,
the rule (TM.CAI ⇒ ES.high) holds. The meaning of this rule is that if teaching method is
CAI then the expected score is high.

5 Algorithm for mining fuzzy association rules from uncertain data

In this section, we introduce an Apriori-like algorithm, named the UDM (uncertain data
mining) algorithm, to discover fuzzy association rules from uncertain data. The UDM algo-
rithm was developed by modifying the well-known Apriori algorithm [2] to mine fuzzy rules
from uncertain data. In Sect. 5.1, we introduce the UDM algorithm; an example is shown in
Sect. 5.2.

5.1 The proposed algorithm

We now introduce a new algorithm for mining fuzzy association rules from uncertain data.
The algorithm is outlined in Fig. 1. Although the basic structure of UDM is similar to the
Apriori algorithm, they differ in the following respects:

(1) Data types: The Apriori algorithm was designed only for handling categorical data. The
UDM algorithm, however, was developed for handling the three data types that may
appear in uncertain data.

(2) Membership functions: In the Apriori algorithm, an item can only 100 or 0% match with
another item. Therefore, the Apriori algorithm does not need a membership function
to measure the membership degree between items. Since partial membership relations
exist in raw data, the UDM algorithm uses the membership functions described in Sect. 4
to calculate the membership degree between items.

123



Mining fuzzy association rules from uncertain data 139

(3) Possibility: In the Apriori algorithm, an itemset is completely certain. In the UDM algo-
rithm, an itemset can be partially certain. Therefore, this study uses the product of the
value’s possibility and similarity as the item’s support.

(4) Deviation: In the Apriori algorithm, an itemset is completely certain. In the UDM
algorithm, an itemset can hold multiple supports. Therefore, this study uses an item-
set’s deviation, which is calculated by these multiple supports to measure the itemset’s
uncertainty.

(5) Counting candidates: In the Apriori algorithm, an itemset is either completely contained
in a transaction or not at all. In the UDM algorithm, an itemset can be partially con-
tained in a transaction. As a result, the degree to which a transaction contains an itemset
is a value between 0 and 1, instead of either 0 or 1. The UDM algorithm also uses
deviation to determine whether an itemset is certain or not. Accordingly, the algorithm
seeks patterns that are frequent and certain.

Besides the differences mentioned above, there is one more distinction that makes the struc-
ture of our algorithm different from the Apriori algorithm.

Definition 11 (Anti-monotone constraints) A constraint ζ is anti-monotone if it holds for an
itemset S, than it holds for any subset of S.

Lemma 1 Let the constraint that supDB(B) must be not less than σsup and that devDB(B)

must be no larger than σdev be called the support constraint and the deviation constraint,
respectively. Then the support constraint satisfies the anti-monotone property, while the devi-
ation constraint does not.

Proof It is obvious that the support constraint satisfies the anti-monotone property. Here,
we use a counter example to show why the deviation constraint does not satisfy the anti-
monotone property. Assume that we have a data set composed of two transactions, as shown
in Table 5. The deviation of item X is (0.3 + 0.4)/2 = 0.35, but the deviation of itemset XY
is 0.3. If σdev = 0.33, then XY satisfies the deviation constraint but its subset X does not.


�
Lemma 1 indicates that we can use the support constraint to develop the algorithm, sim-

ilar to the traditional Apriori algorithm. Since the deviation constraint does not satisfy the
anti-monotone property, after finding the frequent r -itemsets in each phase, we must further
apply the deviation constraint to prune the uncertain frequent r -itemsets.

The proposed algorithm is composed of three phases, as shown in Fig. 1. In the first phase,
we apply the membership functions as given in Sect. 4 to transform the original database
into a new database. After the transformation, a transaction in the new database stores the
support and deviation of every r -item in the corresponding transaction of the original data-
base. In the second phase, we use a level-wise approach to iteratively generate candidate
r -itemsets of k items, Ck , and then find frequent r -itemsets of k items, Lk . We then use the
maximum deviation σdev to determine FC r -itemsets of k items, Lc

k . To proceed to the next
level, we generate candidate set Ck+1 from Lk and repeat. In the final phase, we generate
fuzzy association rules from the FC r -itemsets, Lc

k , obtained in the second phase.

Table 5 The deviations of the
items

TID X Y Z

1 0.3 0.3 0.1

2 0.4 0.3
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Subroutine: Sup_Transform Subroutine. Transform every d-item data (iti, vi) in each 
transaction of D into a set of (icj,r , μ j,r, dj,r), where icj,r is an r-item, μ j,r, is its support,
and dj,r is its deviation.
Input: a database, D; a membership function,

jfFS .

Output: DT, a new database where each transaction contains a set of (bj, μj, dj).
(1) for each transaction t ∈ D {
(2)  for each d-item ai=(iti, vi){

// the following procedure does not generate an r-item if its support is zero//
(3)   if ai ∈ category d-item, then for each category fj

create an r-item bj= (iti, fj) with sup and dev as defined in Definition 4.
(4)   if ai ∈ point number d-item, then for each linguistic term fj

create an r-item bj= (iti, fj) with sup and dev as defined in Definition 6.
(5)   if ai ∈ interval number d-item, then for each linguistic term fj

create an r-item bj= (iti, fj) with sup and dev as defined in Definition 7.}
(6) store the results as a transaction in the new database DT;}
(7) return DT;

Fig. 2 The Sup_Transform function

Note that, to improve the performance of the proposed approach, two subroutines
Sup_Transform and FreqCertItemsets_gen should be integrated into one single subroutine,
that is, calculate each itemsets’ support and deviation directly without using temporary data-
base DT to avoid the copy of the whole database. However, to clarify the two different
datasets used in the traditional and the proposed approach, the Sup_Transform subroutine
is separated from the FreqCertItemsets_gen subroutine in this study. In the following, we
present and explain in detail the three subroutines in each phase.

As mentioned previously, there are three types of uncertain data. Accordingly, we need
to use the membership functions to calculate the supports for each data type. Figure 2 shows
the pseudocode for the Sup_Transform subroutine, which is used to calculate the support for
each data type. In steps 1–7, we check the data type of every d-item ai in each transaction, and
generate the corresponding r -items. Finally, every d-item ai is transformed into r -items in
the form (b j , μ j , d j ), where b j is an r -item, μ j is its support, and d j is its deviation. Steps
3–5 calculate the support and deviation for different data types, such as categories, point
numbers, and interval numbers. With the help of membership functions, the Sup_Transform
subroutine can transform the original data set into a new form DT. followings, we introduce
the FreqCertItemsets_gen subroutine, which mines fuzzy association rules from database
DT.

The Apriori algorithm calculates the counts of candidate itemsets by adding either a one
or a zero, depending on whether that particular itemset appears in the transaction or not. The
FreqCertItemsets_gen subroutine in the proposed algorithm, however, can add a fractional
value to the counts of itemsets. Figure 3 shows the pseudocode for the FreqCertItemsets_gen
subroutine. Step 1 finds the frequent 1-itemsets, L1. In steps 2–10, Lk−1 is used to generate
candidates Ck in order to find Lk . The apriori_gen subroutine [1,2] generates the candidates
and then uses the downward closure property to eliminate those that have a non-frequent
subset (step 3). Once all the candidates have been generated, the database is scanned (step
4). For each transaction, a subset function is used to find all subsets of the transaction that
are candidates (step 5), and the counts and deviations for each of those candidates are accu-
mulated (steps 6, 7, and 8). Finally, all candidates satisfying the minimum support constraint
constitute the set of frequent r -itemsets (Lk). After filtering out uncertain r -itemsets from
Lk , we obtain FC itemsets (Lc

k) (steps 13, 14). We can then use those patterns to generate the
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Subroutine: FreqCertItemsets_gen Subroutine. Find FC r-itemsets using an iterative, 
level-wise approach based on candidate generation.
Input: Database DT; the minimum support σsup and the maximum deviation σdev.
Output: Lc, FC r-itemsets in DT.
Method:
(1)   L1 = find_frequent_1-itemsets(DT);
(2)   for (k=2; Lk-1≠∅; k++) {
(3)     Ck = apriori_gen(Lk-1, min_sup, max_dev); 
(4)  for each transaction t∈ DT { //Scan D to compute counts
(5) Ct=subset(Ck, t); //get the subsets of t that are candidates;
(6)       for each candidate c ∈ Ct {
(7)           c.count=c.count + j

k
j supMin 1= ;

(8)           c.devcount =c.devcount + j
k
j devMax 1= ;

(9) }
(10) }
(11)    c.sup= (c.count /|DB| ); 

//where |DB| denotes the transaction numbers of database DB.

(12)    c.dev= (c.devcount /| DBB | );
//where | DBB| denotes the transaction numbers of the itemsets B in database DB.

(13)   Lk = {c ∈ Ct | c.sup ≥ σsup};
(14) c

kL = {c ∈ Lk | c.dev ≤ σdev};

(15)  return L=∪k Lk};

Fig. 3 The FreqCertItemsets_gen function

Subroutine: FAR_gen Subroutine. Generate all fuzzy association rules
Input: Lc, FC itemsets in DT; a predefined minimum confidence λ.
Output: FAR, Fuzzy association rules in DT.
Method:
(1)  For each FC itemset B=X∪Y, where X∩Y=φ
(2)  For every subset X of B
(3)  If the confidence of rule X⇒Y is no less than the minimum confidence λ
(4)  then output the rule
(5) return FAR

Fig. 4 The FAR_gen function

Fuzzy association rules (FAR). In the next section, we introduce the FAR_gen subroutine,
which generates fuzzy association rules from FC r -itemsets Lc

k .
Finally, like the Apriori algorithm, we generate fuzzy association rules from the FC

r -itemsets (Lc
k) obtained in the second phase. Figure 4 shows the pseudocode for the FAR_gen

subroutine. Obviously, the procedure can generate all the FARs, satisfying Definition 10.

5.2 An example

An example is given to illustrate the proposed data mining algorithm. This example uses the
data set shown in Table 1.

STEP 1 Assume that we have five membership functions (F S f j ), as shown in expressions

(1)–(5), and two similarity matrixes, as shown in Tables 2 and 3. Every d-item
(

i t i ,
pi1
xi1

+
pi2
xi2

+ · · · + pik
xik

)
in each transaction of D can be mapped to a set of r -items with multiple

supports, and the results are shown in Table 6. Furthermore, by consolidating the multiple
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Table 6 The itemsets with multiple supports

TID Teaching method (TM) Estimated score (ES) Teaching skill (TS)

1 (BBI, (0.20, 0.50)) (high, (0.70, 0.50)) (poor, (0.50))

(CAI, (0.10, 1.00)) (very-high, (0.50, 0.30)) (average, (0.10, 0.50))

(AVI, (0.04, 0.50)) (good, (0.05, 1.00))

(very-good, (0.50))

2 (BBI, (1.00)) (middle, (0.90, 0.20)) (very-poor, (0.10))

(CAI, (0.50)) (high, (0.50, 0.50, 0.27)) (poor, (0.20, 0.50))

(AVI, (0.20)) (very-high, (0.15)) (average, (0.10, 1.00, 0.15))

(good, (0.50, 0.30))

(very-good, (0.15))

3 (BBI, (0.30, 0.50)) (middle, (0.40)) (poor, (0.10))

(CAI, (0.15, 1.00)) (high, (0.10, 0.90, 0.20)) (average, (0.20, 0.50))

(AVI, (0.06, 0.50)) (very-high, (0.50, 0.50)) (good, (0.10, 1.00))

(very-good, (0.50))

4 (BBI, (1.00, 0.10)) (high, (0.20)) (very-poor, (0.15))

(CAI, (0.50, 0.25)) (very-high, (0.20, 1.00)) (poor, (0.30, 0.50))

(AVI, (0.20, 0.50)) (average, (0.15, 1.00, 0.10))

(good, (0.50, 0.20))

(very-good, (0.10))

5 (BBI, (1.00, 0.10)) (middle, (0.09, 0.40)) (very-poor, (0.10))

(CAI, (0.50, 0.25)) (high, (0.05, 1.00, 0.45)) (poor, (0.20, 0.50))

(AVI, (0.40, 0.20)) (very-high, (0.25)) (average, (0.10, 1.00, 0.05))

(good, (0.50, 0.10))

(very-good, (0.05))

supports of every r -item into two values, support and deviation, we can build the temporary
database DT shown in Table 7.

STEP 2.1 For each r -item stored in database DT , calculate its support and check whether
the support of each r -item is greater than or equal to the minimum support σsup. If it is, then
insert it in L1.

Then, calculate its deviation and check whether the deviation of each frequent itemset in
L1 is less than or equal to the maximum deviation σdev. If it is, put it into the set of Lc

1.

For example, let us set σsup to 0.38 and σdev to 0.35. Then, we have L1 and Lc
1, as shown in

Table 8.

STEP 2.2 Now, we generate candidate set C2 from L1. For example, we can obtain C2

as follows: (TM.BBI, TM.CAI), (TM.BBI, ES.high), (TM.BBI, ES.very-high), (TM.BBI,
TS.good), …, and (ES.very-high, TS.good). After computing their supports, we can deter-
mine L2, as shown in Table 9. Then, filter out the uncertain itemsets from L2 to obtain the
FC itemsets (Lc

2), as shown in Table 10.

STEP 2.3 Since L2 is not null, we repeat the previous steps to find L3. Unfortunately, we
find that C3 is empty after pruning; therefore, we stop the iterations.
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Table 7 The constructed temporary set DT

TID Teaching method (TM) Estimated score (ES) Teaching skill (TS)

1 (BBI, 0.35, 0.15) (high, 0.60, 0.10) (poor, 0.05, 0.00)

(CAI, 0.55, 0.45) (very-high, 0.40, 0.10) (average, 0.30, 0.20)

(AVI, 0.27, 0.23) (good, 0.52, 0.48)

(very-good, 0.50, 0.00)

2 (BBI, 1.00, 0.00) (middle, 0.55, 0.35) (very-poor, 0.10, 0.00)

(CAI, 0.50, 0.00) (high, 0.42, 0.11) (poor, 0.35, 0.15)

(AVI, 0.20, 0.00) (very-high, 0.15, 0.00) (average, 0.42, 0.41)

(good, 0.40, 0.10)

(very-good, 0.15, 0.00)

3 (BBI, 0.40, 0.10) (middle, 0.04, 0.00) (poor, 0.10, 0.00)

(CAI, 0.57, 0.43) (high, 0.40, 0.36) (average, 0.35, 0.15)

(AVI, 0.28, 0.22) (very-high, 0.50, 0.00) (good, 0.55, 0.45)

(very-good, 0.50, 0.00)

4 (BBI, 0.55, 0.45) (high, 0.20, 0.00) (very-poor, 0.15, 0.00)

(CAI, 0.38, 0.12) (very-high, 0.60, 0.40) (poor, 0.40, 0.10)

(AVI, 0.35, 0.15) (average, 0.42, 0.41)

(good, 0.35, 0.15)

(very-good, 0.10, 0.00)

5 (BBI, 0.56, 0.44) (middle, 0.25, 0.16) (very-poor, 0.10, 0.00)

(CAI, 0.40, 0.10) (high, 0.50, 0.39) (poor, 0.35, 0.15)

(AVI, 0.40, 0.20) (very-high, 0.25, 0.00) (average, 0.38, 0.44)

(good, 0.30, 0.20)

(very-good, 0.05, 0.00)

Table 8 L1 andLc
1

Frequent itemsets in L1 FC itemsets in Lc
1

Itemsets Support Deviation Itemsets Support Deviation

TM.BBI 0.572 0.228 TM.BBI 0.572 0.228

TM.CAI 0.480 0.220 TM.CAI 0.480 0.220

ES.high 0.424 0.192 ES.high 0.424 0.192

ES.very-high 0.380 0.100 ES.very-high 0.380 0.100

TS.good 0.424 0.276 TS.good 0.424 0.276

Table 9 L2 for this example Itemsets Support Deviation

(TM.BBI, TM.CAI) 0.406 0.354

(TM.CAI, ES.high) 0.394 0.300

(TM.CAI, TS.good) 0.424 0.276
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Table 10 Lc
2 for this example Itemsets Support Deviation

(TM.CAI, ES.high) 0.394 0.300

(TM.CAI, TS.good) 0.424 0.276

Table 11 The generated fuzzy
association rules

No. Rule

1 If TM.CAI, then ES.high; (confidence=82.08%)

2 If ES.high, then TM.CAI; (confidence=92.92%)

3 If TM.CAI, then TS.good; (confidence=88.33%)

4 If TS.good, then TM.CAI; (confidence=100%)

STEP 3 Construct the FARs from all frequent and certain r -itemsets.

We can generate the FARs from Lc
2. For example, let us set λ to 0.8. Then, we can obtain

the FARs, as shown in Table 11.

6 Experiment results

We conducted several experiments to evaluate our approach and the performance of the pro-
posed algorithm. The survey data concerned teaching evaluations of courses at a university
in Taiwan. We invite about 600 students to answer questions. For the students’ convenience,
we list the questionnaire’s contents on the web and then record their opinions into database.
A total of 490 pieces of valid survey data were collected after eliminating undeliverable
ones. The questionnaire’s contents can be found in Appendix A. The data set contains a
description of each student’s opinions about the courses they took in the semester. It com-
bines information from two categories: (1) course, including the course’s pace, expected
score, (2) lecturer, including lecturer’s professional, lecturer’s guidance and support, pace of
lecturing. Each transaction provided information about the teacher’s teaching performance
and the student’s learning performance. The algorithms were implemented using Sun Java
language (J2SDK 1.3.1) and tested on a PC with a single Intel Pentium III 866 MHz processor
and 512MB main memory using the Windows XP operating system. Neither multi-threading
technology nor parallel computing skills were used in our implemented programs.

There are two approaches for the acquisition of membership functions: (1) querying
experts [30,32]; (2) applying machine learning techniques [3,4,29,31]. Most existing papers
[30,32] in fuzzy data mining only focus on the design of mining algorithms by assuming
that the membership functions are given, because this can streamline the presentation of the
paper and enable us to focus on the design of mining algorithms. Due to the same reasons,
we assume that the fuzzy functions and matrixes are given by experts. For these experiments,
we invited a senior faculty department member to set the values of the five membership
functions, matrix SimCC-T , and matrix SimCC-L .

We performed three experiments. In the first experiment, we investigate how the run time
of the UDM algorithm changes as we vary the minimum support value and the database size.
In the second experiment, we compare the performances of the proposed UDM algorithm
and the traditional fuzzy-Apriori algorithm, which uses the Min operator to infer the sup-
ports of itemsets [30]. Finally, the third experiment applies the UDM algorithm to discover
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Fig. 5 Run time versus minimum support (proposed approach)
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Fig. 6 Run time versus database size (proposed approach)

rules from uncertain data in the real world. The traditional fuzzy-Apriori algorithm discovers
both low and high certainty itemsets, however, our algorithm discovers interesting rules only
containing high certainty itemsets.

In the first experiment, we are interested in investigating how the run time changes as we
vary the minimum support value and the database size. Therefore, we first fixed the database
size at 490, maximum deviation at 0.2, and varied the minimum support. In Fig. 5, it is appar-
ent that the run time increases as the minimum support value decreases. This is especially
true when the minimum support becomes very small; the run time increases sharply. These
results concur with results from previous association mining algorithms [28,46,51]. Next,
we set the minimum support at 0.5, maximum deviation at 0.2, and varied the number of
transactions by repeatedly duplicating the database until the intended size was reached. From
Fig. 6, we found that the run time increases linearly with respect to database size. This linear
relationship indicates that the proposed algorithm has a good scalability.

In the second experiment, we focus on studying performance differences between the
traditional fuzzy-Apriori algorithm [30] and the proposed UDM algorithm. Note that the
traditional fuzzy-Apriori algorithm does not consider the deviation factor, while ours does.
Therefore, to make comparison possible, we needed to generate a specific transaction set for
the traditional fuzzy-Apriori algorithm. Since the Sup_Transform function used in this work
can generate a new database, DT , where each transaction contains a set of (b j , μ j , d j ), we
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Fig. 7 Run time versus minimum support (comparison)

Minsup=0.50

0

20

40

60

80

100

10K 20K 40K 60K 80K 100K

Tansaction Sizes

R
un

tim
e 

(S
ec

on
d) Proposed approach

Tranditional approach

Fig. 8 Run time versus database size (comparison)

eliminated the deviation part, (d j ), from each transaction set of (b j , μ j , d j ). We obtained
a new transaction set of (b j , μ j ), which the traditional fuzzy-Apriori algorithm could use
directly. Then, we could compare the performances of the traditional fuzzy-Apriori algorithm
and the proposed UDM algorithm.

In the first test, we set the database size at 490 and varied the minimum support from
0.30 to 0.50. From the results in Fig. 7, we found that the traditional fuzzy-Apriori algorithm
performs slightly better than the proposed algorithm. This result is quite reasonable because
the proposed UDM algorithm deals with an extra factor, deviation, which requires additional
computation.

In the second test, we set the minimum support at 0.5 and varied the number of transactions
by repeatedly duplicating the database until the intended size was reached. Figure 8 indicates
that the fuzzy-Apriori algorithm has a better run time than the UDM algorithm. The reason
for this result is the same as the first test, the additional factor of deviation.

In the third test, we set the database size at 490 and varied the minimum support from
0.30 to 0.50. Figures 9 and 10 show the accumulative numbers of patterns in L1, L2, and
L3 for different minimum supports σsup. Obviously, the traditional fuzzy-Apriori algorithm
generates more patterns in L1, L2, and L3 than the UDM algorithm. The results, however,
indicate that many patterns generated by the traditional fuzzy-Aprori algorithm are of high
uncertainty. Using the new index, deviation, our proposed approach discovers only believable
patterns from uncertain data.

The third experiment investigated the number of patterns for different deviation thresh-
olds. In this experiment, we set the database size at 490, the minimum support thresholds
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The Proposed Uncertain Data Mining approach (         ) 
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Fig. 10 Patterns versus minimum support (proposed approach)
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Fig. 11 Patterns versus maximum deviation (proposed approach)

σsup to 0.50, and varied the maximum deviation from 0.16 to 0.25. Figure 11 shows the accu-
mulative numbers of patterns in L1, L2, and L3 for different maximum deviation thresholds
σdev. The number of patterns increases with the maximum deviation value. This is especially
true when the maximum deviation becomes very large. Obviously, with the new deviation
index proposed in this work, we can eliminate many highly uncertain patterns and obtain
more certain ones from uncertain data. From the above results, our algorithm has been proven
through its discovery of interesting rules that contain only high certainty itemsets.

With support value σsup = 0.5 and deviation value σdev = 0.2, the proposed UDM
approach discovered Lc

2, as shown in Table 12. One may wonder if there were any more
patterns generated by the traditional fuzzy-Apriori approach. Actually, with support values
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Table 12 Lc
2 in this experiment

Itemsets Support (%) Deviation (%)

(PC.good, PL.good) 55.03 19.50

(PC.good, TS.good) 54.30 19.40

(PL.good, TS.good) 53.79 19.60

(GS.good, TS.good) 54.42 19.66

(GS.very-good, LP.very-good) 52.58 17.02

(LP.very-good, TS.very-good) 50.23 17.00

GS guidance and support, LP lecturer professional, PC pace of the course, PL pace of the lectures, TS teaching
skill.

σsup = 0.5, the traditional fuzzy-Apriori approach generated an extra 27 patterns with a
deviation larger than 0.20, such as (PC.good, GS.good).

Since the proposed approach uses deviation thresholds to eliminate highly uncertain pat-
terns, the uncertain L2 itemset (PC.good, GS.good) could only be discovered by the traditional
fuzzy-Apriori approach. From itemset (PC.good, GS.good), we can generate a rule like “if
the pace of the course is good, the guidance and support provide by the lecture will be good”.
Although its support value is larger than the minimum support thresholds σsup, this rule
seems not as reasonable as the rule “if the pace of the course is good, the pace of the lecturer
will be good”, which is generated by the certain Lc

2 itemsets, (PC.good, PL.good), as shown
in Table 12. From the above illustration, we know that without the deviation threshold the
traditional fuzzy-Apriori approach generates many uncertain rules, whereas the proposed
one will not. Therefore, the proposed approach can improve the quality and the accuracy of
extracted knowledge. Finally, Table 13 shows some certain rules that can be found by using
our approach but not with the traditional method.

Table 13 Association rules generated by Lc
2 in this experiment

No Rules Support (%) Confidence (%)

1 (PC.good ⇒ PL.good) 55.03 95.28

2 (PL.good ⇒ PC.good) 55.03 96.45

3 (PC.good ⇒ TS.good) 54.30 94.01

4 (TS.good ⇒ PC.good) 54.30 95.19

5 (PL.good ⇒ TS.good) 53.79 94.27

6 (TS.good ⇒ PL.good) 53.79 94.29

7 (GS.good ⇒ TS.good) 54.42 92.08

8 (TS.good ⇒ GS.good) 54.42 95.41

9 (GS.very-good ⇒ LP.very-good) 94.92 94.92

10 (LP.very-good ⇒ GS.very-good) 94.92 88.60

11 (LP.very-good ⇒ TS.very-good) 84.64 84.64

12 (TS.very-good ⇒ LP.very-good) 84.64 95.98

GS guidance and support, LP lecturer professional, PC pace of the course, PL pace of the lectures, TS teaching
skill
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Please refer to the certain rules generated by Lc
2 in Table 13, which were found using our

approach. Those rules are meaningful for teaching evaluation and course evaluation. Take
Rule#4 and Rule#8 as examples. Rule #4 indicates that if the lecturers own good teaching
skills, the pace of the course will be more suitable for students’ learning. Rule #8 indicates that
if the lecturers own good teaching skills, students will feel comfortable in seeking guidance
and support from the lecturers. Our finding suggests that the lecturers with good teaching
skills not only make the pace of the course more suitable for students’ learning but also make
students more considerate in seeking guidance and support.

7 Conclusion

Association rule mining is an extremely popular data mining technique that can discover
relationships between data. Association rule mining algorithms have been used in various
applications and data sets, due to its practical usefulness; however, no association mining
algorithms have been used to discover rules from uncertain data. This is because previous
mining algorithms merely focused on a certain data set.

This paper has made several contributions. First, this paper proposed a representation
scheme for uncertain data. This representation was based on possibility distributions, since
possibility theory establishes a close connection between the concepts of similarity and
uncertainty, thereby providing an excellent framework for handling uncertain data. Second,
although uncertain data exists in practical databases, no mining algorithms have been devel-
oped to discover knowledge from uncertain data. This paper developed an effective mining
algorithm that finds fuzzy association rules from uncertain data. Experimental results from
the survey data show the feasibility of the proposed mining algorithm.

There are several issues that can be addressed in future research. First, we assumed that
the membership functions were known in advance. In the future, we would attempt to adopt
other data mining technologies, such as clustering [18,25], to obtain the similarity matrix.
Then, experts would not need to assign them in the preprocessing phase, and the member-
ship functions acquisition bottleneck would be avoided. In addition, this paper assumed that
experts assigned the maximum deviation threshold. In future research, we would attempt to
automatically infer the maximum deviation threshold from the raw data, avoiding the max-
imum deviation acquisition bottleneck. Finally, the variation of the generated rules as the
similarity matrix’s parameter settings varied is an interesting issue. In this regard, it would
be helpful for future studies to test the sensitivity of the rule mining algorithm.

Appendix A

In this study, students were also allowed to use possibility to answer the seven questions
listed in Table 14.

The User can use the possibility to represent each choice. (0–100%)
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Table 14 The seven questions in the Teaching Evaluation and Course Evaluation

No. The questions

1 How suitable was the pace of the course to my learning?

�very poor �poor �average �good �very good

2 How suitable was the pace of the lectures to my learning?

�very poor �poor �average �good �very good

3 How comfortable did I feel in seeking guidance and support from my lecturer?

�very poor �poor �average �good �very good

4 How professional was the lecturer?

�very poor �poor �average �good �very good

5 How approachable and courteous was the lecturer?

�very poor �poor �average �good �very good

6 What teaching methods do you think are appropriate for this course?

�Black-board instruction �Computer-aided instruction �Audio-visual instruction

7 What score do you think you will receive in this course this semester? (1–100)
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