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Abstract The problem of ‘information content’ of an information system appears elusive.
In the field of databases, the information content of a database has been taken as the instance
of a database. We argue that this view misses two fundamental points. One is a convincing
conception of the phenomenon concerning information in databases, especially a properly
defined notion of ‘information content’. The other is a framework for reasoning about infor-
mation content. In this paper, we suggest a modification of the well known definition of
‘information content’ given by Dretske(Knowledge and the flow of information,1981). We
then define what we call the ‘information content inclusion’ relation (IIR for short) between
two random events. We present a set of inference rules for reasoning about information con-
tent, which we call the IIR Rules. Then we explore how these ideas and the rules may be
used in a database setting to look at databases and to derive otherwise hidden information by
deriving new relations from a given set of IIR. A prototype is presented, which shows how
the idea of IIR-Reasoning might be exploited in a database setting including the relationship
between real world events and database values.
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30 K. Xu et al.

1 Introduction

Information systems are constructed for storing and providing information. And yet, it would
appear that the notion of ‘information content’ of an information system is elusive. In the
field of databases, the information content of a database has been taken as the instance
of a database and the information capacity of a data schema as the collection of instances
of the schema [23,32,33]. We argue that this view misses two fundamental points. One is a
convincing conception of ‘information content’. To equate data with information overlooks
the fact that data in a database is merely raw material for bearing and conveying information.
Information must be veridical [5, p.10], that is, must relate to a contingent truth [18] while for
data there is no such requirement. The other is a framework for reasoning about information
content to reveal hidden information. In addressing this problem, our purpose is twofold. One
is that we want to reveal what machinery actually already exists with a database from the
perspective of reasoning about information content. The other is to look at the relationships
between information content, database structure and business rules, and thus discover how
tacit business knowledge can then be explicitly expressed and analysed.

We proceed to report our work in the rest of the paper as follows. We define the notion of
‘information content’ in Sect. 2. One seemingly unusual notion we put forward is the ‘par-
ticulars’ of a random event, for which we give Definition 3 with an example in Sect. 2, and
we give further examples in Sect. 4. In Sect. 3, we define the relation concerning information
content between two states of affairs called ‘information content inclusion’ relation (IIR for
short) and present a set of inference rules for reasoning about IIR. In Sect. 4, we address the
problem of how IIR reasoning might be exploited in a database setting by describing the main
components of a prototype. We would draw reader’s attention to the alignment between real
world events and database values in that section, which is one of the crucial points for IIR to
underpin a database. Then we give a brief comparison between our work and related works
that are concerned with applying the classic information theory (i.e., Theory of Shannon’s
[37]) to database problems in Sect. 5. Finally, we make concluding remarks in Sect. 6.

2 The notion of ‘Information Content’

The origin of the work presented here was an attempt to apply the semantic theory of informa-
tion presented by [13] to information systems design. One of the most fundamental notions
that would be needed within this endeavour is that of ‘information content’ of a sign, a random
event, and in the most general terms, a state of affairs, and to be able to reason about it. Let
us consider the following list:

Example 1 That there is smoke carries the information that there is a fire.

Example 2 That he is awarded a grade ‘A’ for his Programming course contains the infor-
mation that Jack Brown has gained 70% or above for that course.

Dretske[13, p.45] defines the notion of the ‘information content’ of a state of affairs as
follows:

A state of affairs contains information about X to just that extent to which a suitably
placed observer could learn something about X by consulting it.

Following Dretske, we take information as in the form of ‘de re’, rather than ‘de dicto’, that
is, in the form of ‘a’s being F carries the information that b is G’. Dretske [13] establishes
the following definition:
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Defining ‘Information Content’ 31

Information Content: A signal r carries the information that s is F = The conditional
probability of s’s being F, given r (and k), is 1 (but , given k alone, less than 1).

In this definition, k stands for prior knowledge about information source s. Dretske’s
approach, which we will extend for our purposes, is based upon the notion of probabil-
ity [5, pp.14–18], which is concerned with characterising random events, we first give a
definition of random event:

Definition 1 Let s be a selection process under a set C of conditions, O the set of possible
outcomes of s, which are called states, and E the power set of O , X is a random event if
E ∋ X and there is a probability of X , i.e., P(X).

In our analysis the notion of ‘probability distribution’ will be relevant, which is concerned
with a probability space.

Definition 2 Let s be a selection process under a set C of conditions, O the set of possible
outcomes of s, E the power set of O and E ∋ Xi for i = 1, . . ., n, Ps is the probability space of
the random events Xi for i = 1, . . ., n if Ps = {P(X1),P(X2), . . .,P(Xn)} and�P(Xi ) = 1.

Dretske’s definition quoted above sounds plausible. However, there are a few points to
note about it. First of all, it is particulars, i.e., individual things in the world that carry infor-
mation [5, p.27]. It is a particular map that carries information about a particular mountain.
It is the particular grading event that he is awarded a grade ‘A’ for his Programming course
that contains the information that Jack Brown has gained 70% or above for that course. It is
a particular smoke that carries information that there is a particular fire. So the two examples
above work on different levels—the first is concerned with a relation (which can be said as
an informational one) between two types of random events, namely smoke and fire taking
place, and the second a similar informational relation between two particulars of random
events, Jack Brown has an ‘A’ for ‘Programming’ and he scores 70% or more for it. We now
give a definition to the term particular of a random event below.

Definition 3 Let s be a selection process under a set C of conditions, X a random event
concerning s, Xi an instance of s, Xi is a particular of X if Xi is in a state �, written � =
state(Xi ), and X ∋�.

The term particular was borrowed from Barwise and Seligman [5, p.27]. It could be mis-
leading if being taken to mean something specific. By particular, we mean an individual
occurrence of a random event. For example, s could be concerned with data values going
into an attribute, say, the Emp_Name column of a table; Xi is a data value in the Emp_Name
column at a time t , which happens to be ‘tony_wu’; the state of Xi , i.e., state(Xi ) = ‘a value in
Emp_Name column being tony_wu’, which is�; X is the disjunction of two states, namely,
� and say, � = ‘a value in Emp_Name column being shirley_wu’. Then, Xi is a particular
of X .

Secondly, probability theory concentrates on the level of types. That a map happens to be
of a specific type is a random event, and therefore has a probability. Thus, Dretske’s definition
is concerned with types, and there is no concept of particulars in his theory as Barwise and
Seligman [5, p.26] correctly point out.

But there is a twist, and this is the third point that we are making, namely, that the very
capability of a particular to carry information comes from their belonging to types. It is the
aforementioned informational relation between types, which reflects some regularities in the
world, that is the basis for information to flow, i.e., for one thing to carry information about
another. Therefore, only particulars can carry information whereas their types determine what
sort of information can be carried.
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32 K. Xu et al.

Finally, information, which has to be carried by particulars rather than types as argued
above, comes in the form of types [5, p.27] and not anything else. That is, it is something
that is concerned with a type, i.e., something that is common for all the instances of the type,
i.e., particulars of a random event (which is represented by the type), and not those that are
unique to a specific particular that can be carried. The map’s being a certain type of maps
carries information that the mountain is of some certain type of mountains [5]. The content of
the information itself is what the type of the mountain could tell us, e.g, a mountain with the
height of 1,000 ft above sea level, not anything unique to the mountain, such as its specific
shape.

Therefore, it would seem appropriate that the above definition of ‘the information content
of a state of affairs’ by Dretske [13] be modified as follows.

Definition 4 Let s be some selection process or mechanism the result of which is reduction
of possibilities, and therefore be an information source, and k prior knowledge about s;1

Let r be a random event, and ri a particular of r at time ti and location li ;
Let s’s being F be a random event concerning s, and s j some particular of s’s being F at
time t j and location l j ;

ri carries the information that there must be some s j existing at time t j and location l j ,
that is, the state of affairs of s is F at t j and l j , if and only if the conditional probability of
s’s being F given r is 1 (and less than 1 given k alone).

Definition 5 When a particular ri carries the information that a particular s j exists we will
say that the information content of ri includes s j , or in other words, s j is in the information
content of ri .

The notion of Shannon’s entropy can be used to measure the amount of information asso-
ciated with a random variable, which models a collection of messages but not an individual
message. To talk about the content of an individual message, we have to use the notion of
random event as above definitions show.

3 ‘Information content inclusion’ relation

Closely following the previous section, given two random events, say X and Y , there might
be a special type of relation between them, i.e., ‘the particulars of random event Y are in the
information content of the particulars of random event X ’. For brevity, we will also call such
a relation ‘random event Y is in the information content of random event X ’. We suggested
calling such a relation an ‘information content inclusion relation’ (IIR) [16]. Interestingly, it
happens that this term also appears in the literature, e.g., in her manuscript Duží [14], points
out that information content inclusion relations (in relation to attributes) are of partial order.

Definition 6 Let X and Y be a random event respectively, there exists an information con-
tent inclusion relation, IIR for short, from X to Y , if every possible particular of Y is in the
information content of at least one particular of X .

A random event may have an information content inclusion relation (IIR) with more than
one other random event. Every one of the latter provides the former with its set of particulars,

1 Note that k here goes only as far as what counts as a possibility involved in s, and it is not concerned with
whether an observer is able to learn and actually learns something about s by consulting something else such
as r .
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Defining ‘Information Content’ 33

the whole collection of which is ‘what a suitably placed observer could learn by consulting’
the particulars of the former. Therefore this is the information content of the former. That is
to say, the information content of a random event is the set of random events with which the
former has an information content inclusion relation.

Definition 7 Let X be a random event, the information content of X , denoted I(X), is the
set of random events with each of which X has an information content inclusion relation.

Therefore, I(X) ∋ Y is a valid expression, which denotes that random event Y is in the
information content of random event X through the particulars of random event Y being in
the information content of the particulars of random event X (For the notion of ‘information
content’, see Definitions 4 and 5 above). For the sake of the completeness of the definition,
we allow I(X) ∋ X , which is a trivial case of I(X) ∋ Y , when X and Y are not distinct. Note
that in this paper we concern ourselves with the ‘information content inclusion’ relation as
just defined only between random events (and their particulars), not any other things. This
is because we observe that this random event based approach to information in databases is
helpful.

Given a set of IIR, such as the above I(X) ∋ Y , generally there are other IIR that are nested
within (i.e., logically implied by) them. Sometimes, we wish to derive such implied IIR log-
ically from those that we have already known somehow. ‘Logically’ here means that we use
domain independent inference only and do not use any of what we call ‘domain dependent
knowledge’. One example of domain dependent knowledge is a business rule that ‘if a sup-
plier supplies a part and the part is used by a project, then the supplier supplies the project’.
To this end, in the next section, we present and prove a set of domain independent inference
rules, which can be called IIR Rules.

3.1 Inference rules for IIR

Let P(Y |X) be the probability of Y under the condition X ; Let P(Y ) be the probability of
Y without the condition X . We are now in the position to present a set of inference rules
for logically reasoning about information content. The proofs to be presented below contain
some comments on important steps: the comments are not formally part of the proof. We
borrow some terms from the well known Armstrong’s axioms [3] for functional dependency.
We will discuss the differences between IIR and functional dependency shortly.

Note that the inference rules to be presented below are not for the identification of the
original (i.e., before applying the IIR Rules) set of IIR except the trivial ones through the
Sum or Product rules shown shortly. Original non-trivial IIR have to be identified by directly
using the definition of information content that we gave earlier. In addition, other theories
such as Information Flow [5] and Formal Concept Analysis [42] can also be used for the
identification of IIR.

To facilitate the reader to understand the proofs of the rules, we re-iterate the following.
What is meant by ‘I(X) ∋ Y’?
It means that a suitably placed observer could learn that Y (particulars of Y) by consulting

the particulars of X.
A sufficient condition for ‘I(X) ∋ Y ’:

1) Both X and Y are random events, namely they could be contingently true and contin-
gently untrue, but are neither necessarily true nor necessarily untrue. Mathematically,
P(X) �= 1 and P(X) �= 0, and P(Y ) �= 1 and P(Y ) �= 0.

2) Whenever X is true, Y is always true. That is, P(Y |X) = 1. In other words, X ⊂ Y .
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Inference rule 0
‘Sum’: If Y = X1 ∪ X2 · · · ∪ Xn , then I(Xi ) ∋ Y for i = 1, . . ., n
This rule says that if it is the disjunction of a number of random events, then a random

event X is in the information content of any of the latter. A trivial case is where X and Y
above are not distinct.

Proof

Assume Xi Assumption 1
(Comment: assume that Xi is true for i = 1,…,n.)
Y = X1 ∪ X2· · · ∪ Xn Premise 2
Y 1 and 2 3
P(Y |Xi ) = 1 1 and 3 4
(Comment: If Xi is true, Y is always true. Thus Y ’s probability is 1
given Xi .)
P(Y ) �= 1 Premise 5
(Comment: X , Y , W and Z are assumed random events.)
I(Xi ) ∋ Y 4 and 5
(Comment: this is because P(Y ) �=1 and P(Y |X) = 1.)

��
We will use the following example states of affairs2 to explain the IIR inference rules:

(ψ1) Someone a holds a colored (green, red, blue or yellow) ball in her hand.
(ψ2) Someone a holds a blue ball in her hand.
(ψ3) Someone a utters the words ‘she’, ‘is’ and ‘insane’ while pointing to Jane.
(ψ4) a utters the word ‘she’ while pointing to Jane.
(ψ5) Jane is insane at some moment t .
(ψ6) Jane’s behaviour is odd at t .
(ψ7) ψ4 and ψ5 above combined to form that someone a utters the word ‘she’ while
pointing to Jane at time t and Jane is insane at t .
(ψ8) Someone a is a PhD student and part time lecturer.
(ψ9) a is a PhD student.
(ψ10) a is awarded a grade ‘A’ for her/his Programming course.
(ψ11) a gains 70% or above for her/his Programming course.
(ψ12) the product of above ψ8 and ψ10.
(ψ13) the product of above ψ9 and ψ11.
(ψ14) a attends the Programming course.
(ψ15) the product of ψ11 and ψ14 above.

Example 3 The ψ1 above is a disjunction of a few others including the ψ2 above. Thus
according to the rule, ψ1 is in the information content of ψ2.

Inference rule 1
‘Product’: If X = X1 ∩ X2· · · ∩ Xn, Y = Xi for i = 1, . . ., n, then I(X) ∋ Y
This rule says that if a random event X is the conjunction of a number of random events,

then any of the latter is in the information content of the former. A trivial case is where X
and Y above are not distinct.

2 These states of affairs may be used by more than one example, and they retain their identifications throughout
the examples that use them.
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Proof

Assume X Assumption 1
(Comment: Assume that X is true.)
Y = Xi premise 2
(Comment: This is for i = 1, . . ., n as usual.)
Y 1 and 2 3
P(Y |X) = 1 1 and 3 4
(Comment: If X is true, Y is always true. Thus Y ’s probability is 1
given X .)
P(Y ) �= 1 Premise 5
(Comment: X , Y , W and Z are assumed random events.)
I(X) ∋ Y 4 and 5
(Comment: this is because P(Y ) �= 1 and P(Y |X) = 1.)

��
Example 4 (ψ3) Someone a utters the words ‘she’, ‘is’ and ‘insane’ while pointing to Jane.
(ψ4) a utters the word ‘she’ while pointing to Jane.

The ψ3 above is a conjunction of a few others including the ψ4 above, so according to the
rule, ψ4 is in the information content of ψ3.

Inference rule 2
Transitivity: If I(X) ∋ Y , I(Y ) ∋ Z then I(X) ∋ Z
This rule says that if the information content of a random event X includes another random

event Y , and the information content of Y includes yet another random event Z , then the
information content of X includes Z .

Proof

I(X) ∋ Y Premise 1
(Comment: Information content of X includes Y , which is given.)
P(Y |X) = 1 Definition and 1 2
(Comment: Y ’s probability, under the condition X , is 1 by defini-
tion.)
I(Y ) ∋ Z Premise 3
(Comment: Information content of Y includes Z , which is given.)
P(Z |Y ) = 1 Definition and 3 4
(Comment: Z ’s probability, under the condition Y , is 1 by defini-
tion.)
Assume X Assumption 5
(Comment: Assume that X is true.)
Y 2 and 5 6
(Comment: Y is true.)
Z 4 and 6 7
(Comment: Z is true.)
P(Z |X) = 1 5, 7 8
(Comment: If X is true, then Z ’s probability is 1.)
P(Z) �= 1 premise 9
I(X) ∋ Z 8 and 9
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��
Example 5 (ψ3) Someone a utters the words ‘she’, ‘is’ and ‘insane’ while pointing to

Jane.
(ψ5) Jane is insane at some moment t .
(ψ6) Jane’s behaviour is odd at t .

Given that ψ5 above is in the information content of ψ3 (which would be the case if when
ψ3 is true, ψ5 is true, and if ψ3 is not certainly true, the state of ψ5 is uncertain), and ψ6

above is in the information content of ψ5, according to this rule, we get that ψ6 is also in the
information content of ψ3. That is to say, by observing ψ3, one could learn ψ6.

Inference rule 3
Union: If I(X) ∋ Y , I(X) ∋ Z then I(X) ∋ Y ∩ Z
This rule says that if the information content of a random event X includes another two

random events Y and Z respectively, then the information content of X includes random
event Y ∩ Z that is the product of Y and Z . ‘Union’ here indicates that whenever event X
happens, both event Y and event Z happen.

Proof

I(X) ∋ Y Premise 1
P(Y |X) = 1 Definition and 1 2
X ⊂ Y 2 3
(Comment: This follows probability theory.)
I(X) ∋ Z Premise 4
P(Z | X) = 1 Definition and 4 5
X ⊂ Z 5 6
(Comment: This follows probability theory.)
X ⊂ Y ∩ Z 3 and 6 7
P((Y ∩ Z)|X) = 1 7 8
(Comment: This follows probability theory.)
Y ∩ Z is a random event Premise 9
P(Y ∩ Z) �= 1 9 10
I(X) ∋ Y ∩ Z 8 and 10

��
Example 6 (ψ3) Someone a utters the words ‘she’, ‘is’ and ‘insane’ while pointing to Jane.
(ψ4) a utters the word ‘she’ while pointing to Jane.
(ψ5) Jane is insane at some moment t .
(ψ7) ψ4 andψ5 above combined to form that someone a utters the word ‘she’ while pointing
to Jane at time t and Jane is insane at t .
ψ4 and ψ5 above are in the information content of ψ3 above, respectively. Following this

rule, the product of ψ4 and ψ5 namely ψ7 is also in the information content of ψ3. That is to
say, by observing ψ3, one could learn ψ7.

Inference rule 4
Augmentation: If W =W1∩W2 · · ·∩Wn, Z is the product of a subset of {W1,W2, . . . ,Wn},

I(X) ∋ Y then I(W ∩ X) ∋ Z ∩ Y
This rule says that if W = W1 ∩ W2· · · ∩ Wn , random event Z is the product of a subset of

{W1,W2, . . . ,Wn}, and the information content of random event X includes random event
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Y , then the information content of the random event W ∩ X formed by the product of W and
X includes the random event Z ∩ Y formed by the product of Z and Y .

Proof

Given W Assumption 1
Z is the product of a subset of {W1,W2, . . .,Wn} Premise 2
I(W ) ∋ Z Rule 1 3
Given X Assumption 4
W ∩ X Assumption 5
W is a factor of W ∩ X 5 6
I(W ∩ X) ∋ W Rule 1 7
(Comment: Information content of W ∩ X includes W
by Rule 1.)
I(W ∩ X) ∋ Z Rule 2 applied to 7 then 3 8
I(X) ∋ Y Premise 9
X is a factor of W ∩ X 5 10
I(W ∩ X) ∋ X Rule 1 11
I(W ∩ X) ∋ Y Rule 2 applied to 11 then 9 12
I(W ∩ X) ∋ Z ∩ Y Rule 3 applied to 8, 12

��
Example 7 (ψ8) Someone a is a PhD student and part time lecturer.
(ψ9) a is a PhD student.
(ψ10) a is awarded a grade ‘A’ for her/his Programming course.
(ψ11) a gains 70% or above for her/his Programming course.
(ψ12) the product of above ψ8 and ψ10.
(ψ13) the product of above ψ9 and ψ11.

In the above, ψ9 is a factor of ψ8, and ψ11 is in the information content of ψ10. Following
the rule discussed here, by consulting ψ12, one could learn ψ13.

Inference rule 5
Decomposition: If I(X) ∋ Y ∩ Z then I(X) ∋ Y , I(X) ∋ Z
This rule means that if the information content of random event X includes random event

Y ∩ Z that is the product of random event Y and random event Z , then Y and Z , as separate
random events, are in the information content of X , respectively.

Proof

I(X) ∋ Y ∩ Z Premise 1
P((Y ∩ Z)|X) = 1 1 2
(Comment: By the definition of ‘information content’.)
X ⊂ Y ∩ Z 2 3
(Comment: This follows probability theory.)
X ⊂ Y 3 4
X ⊂ Z 3 5
P(Y |X) = 1 4 6
P(Z |X) = 1 5 7
(Comment: This follows probability theory.)
Y , Z are random events Premise 8

123



38 K. Xu et al.

P(Y ) �= 1 8 9
P(Z) �= 1 8 10
I(X) ∋ Y 6 and 9
I(X) ∋ Z 7 and 10

��
Example 8 (ψ10) a is awarded a grade ‘A’ for her/his Programming course.
(ψ11) a gains 70% or above for her/his Programming course.
(ψ14) a attends the Programming course.
(ψ15) the product of ψ11 and ψ14 above.

In the above, if it is given that ψ15 is in the information content of ψ10, then following the
rule discussed here, by consulting ψ10, one could learn ψ11 and ψ14 respectively.

3.1.1 Independence of the IIR rules

Similar to Armstrong’s inference rules on functional dependencies between attributes of a
relation [3] not all the inference rules are independent, and rules 1, 3 and 5 above can be
derived from the other three rules. Here is the proof for the Decomposition rule.

Proof

I(X) ∋ Y ∩ Z Premise 1
Y ∩ Z Assumption 2
Y is a factor of Y ∩ Z 2 3
I(Y ∩ Z) ∋ Y Rule 1 4
Z a factor of Y ∩ Z 2 5
I(Y ∩ Z) ∋ Z Rule 1 6
I(X) ∋ Y Rule 2 applied to 1, 4
I(X) ∋ Z Rule 2 applied to 1, 6

��
The Union rule can also be proved from other rules: we leave this to the reader.

3.1.2 The completeness of IIR inference rules

For the IIR inference rules to be complete, IIR that is logically implied by a set F of known
IIR must be deducible from F by using the rules. That a set of IIR, say F , logically implies
an IIR, say I I Ri , means that whenever F is true I I Ri is true.

The proof of the completeness of IIR inference rules is based upon the idea of ‘constructive
proof’. We take the approach similar to that of the ‘standard’ proof of the completeness of
Armstrong’s rules for functional dependencies [3]. We want to show that any IIR that cannot
be deduced from F by using the IIR inference rules is not logically implied by F , i.e., it is not
the case that whenever F is true the IIR is true. To this end, we only need to find an instance
of a set of random events under consideration against which F is true and the IIR is not.

Let R(X, Y, Z , . . .) be a set of random events under consideration, F be a set of IIR that
hold on R. Suppose I(X) ∋ Y cannot be deduced from F by the IIR inference rules. Consider
an instance of R, say r , with two tuples as follows that capture how the random events fare
at two different occasions (Table 1).
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Defining ‘Information Content’ 39

Table 1 A relation r with two
tuples

X+ U − X+

t1 T T · · · T T T · · · T

t2 T T · · · T F F · · · F

In the table above, X+ is the closure of X with respect to F , namely within X+, for any
Xi (i = 1, 2. . . n), I(X) ∋ Xi can be deduced from F by the inference rules; ‘T’ indicates that
a random event happens to be true (i.e., to occur), and ‘F’ false (i.e., not to occur); and U is
the set of random events in R.

The instance r of R has the same truth value ‘T’ in the first tuple. In the second, it has a
‘T’ for all random events within X+ and ‘F’ for the rest, i.e., U − X+.

Firstly let us show that all IIR in F are satisfied by r .
Assume a relation I(V ) ∋ W in F , we want to deduce that I(V ) ∋ W holds on r . There are

only two possible different situations in terms of whether V is in X+ or not. These will now
be examined in turn.

• If V ⊆ X+ then I(X) ∋ V definition of X+ 1
I(V ) ∋ W in F assumption 2
I(X) ∋ W 1, 2 and Transitivity 3
W ⊆ X+ definition of X+ 4

In r
When V is true assumption 5
V is in t1 and t2 definition of r 6
W is true definition of r 7
P(W |V ) = 1 is not violated 5 and 7 8
I(V ) ∋ W holds on r 8 and the Definition 9

• If V �⊂ X+ (note that
W can be either in X+
or in U − X+), then in
r

V is in U − X+ assumption 10
When V is true assumption 11
V can only be in t1 and not in
t2

definition of r 12

W is true definition of r 13
Comment: as only t1 needs to
be considered
P(W |V ) = 1 is not violated 11 and 13 14
I(V ) ∋ W holds on r 14 and the Definition 15
We have now shown that all
IIR in F are satisfied by r .
We will now show that
I(X) ∋ Y does not hold on r :
I(X) ∋ Y cannot be deduced by
the IIR inference rules with re-
spect to F

premise 16

Y �⊂ X+ (i.e., Y ⊆ R − X+) definition of X+ 17
X ⊆ X+ definition of X+ 18
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In r
When X is true assumption 19
X is in t1 and in t2 Definition of r 20
Y is either true (if int1)
or false (if in t2) Definition of r 21
P(Y |X) �= 1 19 and 21 22
So I(X) ∋ Y does not hold on
r .

Up to this point we have shown that all IIR of F hold on r but I(X) ∋ Y does not. So the
instance r that we set out to find has been found. We can now conclude that any I(X) ∋ Y that
cannot be deduced by the IIR inference rules from F is not logically imply by F . In other
words, any IIR that is logically implied by F can be deduced from F by using the IIR rules.
This proves that the IIR inference rules are complete.

Even though we have taken the same approach to proving the completeness of the IIR rules
as that for the completeness of Armstrong’s rules, there are a few fundamental differences
between functional dependencies and IIR as shown in Table 2.

3.2 IIR underpin a database

The notion of ‘information content’ of a state of affairs is essentially the same as that of
‘information flow’ in the sense that information is carried by a state of affairs in order
to flow. We agree with Barwise and Seligman [5, p.4], ‘Once one reflects on the idea of
information flowing, it can be seen to flow everywhere—not just in computers and along
telephone wires but in every human gesture and fluctuation of the natural world. Infor-
mation flow is necessary for life.’ In this section we explore how IIR underpin a
database.

3.2.1 Types of IIR and their sources

A database system is involved with two types of random events: those that are within the
database per se, which may be called database random events, and those that are in the real
world, which could be called real world random events. Consequently, there are four types
of IIR. The following table summaries the types of IIR and their sources (Table 3).

Table 2 The differences between functional dependencies and IIR

Functional Dependencies IIR

Objects concerned Attributes in a relation Events—members of power set of
outcomes of a selection process

Characterisation of objects
concerned (1)

Both random and certain ones are
covered

Random

Characterisation of objects
concerned (2)

Within a DB DB and the real world—altogether
four types (see Section 3.2)

What is based on Syntactic characterisation Syntactic, Semantic, Norms, Busi-
ness rules…

Veridicality N/A The veridicality of event X is a nec-
essary condition for X to be quali-
fied as information being carried
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Table 3 Types of IIR and their sources

Information inclusion relation: Information con-
tent of X includes Y

Sources

X, Y : both database random events Syntactic relations between data constructs and data
values

X : a database random event; Y : a real world ran-
dom event

Semantic values and information content of data

X : a real world random event; Y : a database ran-
dom event

Rules and processes of database design and database
operations

X, Y : both real world random events Relations between real world objects, Business rules

3.2.2 How IIR work for a database

We observe that constructing and using a database to carry and convey information involve
all the above four types of IIR.

The IIR between real world random events (Row 4 of Table 1) is concerned with require-
ments analysis and query writing, among others. For example, in a business rule of ‘if a
supplier supplies a part and the part is used by a project, then the supplier supplies the pro-
ject’, ‘a supplier supplies a part and the part is used by a project’ is a random event, denoted
say X , and ‘the supplier supplies the project’ is another random event, say Y . The rule embeds
I(X) ∋ Y . Furthermore, due to this IIR, we need only embody (carry) X by using data and
not Y , as Y can be derived from X . Consequently to query about Y should be implemented
by querying X .

The IIR from a real world random event to a database random event (Row 3 of Table 1)
at least partly underpins database design. It remains uncertain whether an entity Supplier
should be placed in an ER schema until suppliers are identified in the application domain
for which the database is designed. Another example would be ad hoc constraints placed on
a relation being specified, which would not be certain until some relevant relation between
real-world objects is captured.

Row 2 of Table 1, i.e., IIR from a database random event to a real world random event, is
concerned with how to interpret data in order to obtain information. For example, in Fig. 1,
the connection between node s1 and node j1 may convey the information that supplier s1 sup-
plies project j1. This is possible only because this connection is a particular of the database
random event that entity Supplier and entity Project is connected, and supplier s1 supplies
project j1 is a particular of the real world random event that a supplier supplies a project, and
there is an IIR from the former to a latter.

Finally, the IIR between database random events indicated by Row 1 of Table 1 appears to
be the least understood of all. Such IIR are purely determined by the syntactic characteristics
of a database. More precisely, they are fully determined by the nomic constraints [12, p.81]
of a database. For example, in the path shown in Fig. 1, let σ1 be the connection between
node entity Supplier and node entity Part, σ2 entity Part and entity Project, and σ3 entity
Supplier and entity Project, there is a nomic constraint σ1, σ2 + σ3, which means that σ1

and σ2 conjunctively entails σ3. A constraint captures what information flows [5, p.29], and
therefore there is an IIR: I(σ1 ∩ σ2) ∋ σ3.

We observe that IIR now provides a framework for reasoning about a database in order to
obtain information. For example, let θ1 be a real world random event that a supplier supplies
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SUPPLIES
(1, n) (1, n)

SUPPLIER PART PROJECT
(n, m) (1, n)

PROJECTPARTSUPPLIER

USES

s1

s2

s3

p2

p1

p3
j2

j1

Fig. 1 A path in an ER schema

a part, θ2 a part is used by a project, and θ3 a supplier supplies a project. To obtain supplier
s1 supplies project j1 (which is a particular of θ3), either of the two chains of IIR is used:

1) I(σ1 ∩ σ2) ∋ σ3, I(σ3) ∋ θ3, through transitivity, we get θ3.
2) I(σ1) ∋ θ1, I(σ2) ∋ θ2, through augmentation and union, we get θ1 ∩ θ2, then apply I(θ1 ∩

θ2) ∋ θ3, we get θ3.

This example is simple and straightforward, but we hope that the reader is convinced that the
ideas presented in this paper so far represent a promising start of a theorization of the notion
of information content, and that its use in databases can lead to a sophisticated formulation
of the elusive notion of the information content of a database [6].

3.2.3 Meaning versus information content of a data construct

Information that data bear and convey is often confused with and taken as the meaning that
data may have, which we observe is the main obstacle that hampers a scientific study of
information for databases. We clarify the difference between them in this section.

Let f be a relation between objects in the real world, which may or may not be true.
Let e be a data construct, which can be defined as a node or a path in a graph. For example,
e could be, in Fig. 1, the nodes s1, p1 and the connection between them, which is termed
‘supplies’.

If f can be ‘read off’ directly by following some interpretation rule (called ‘semantic rule’
by Shimojima 1996) without any effort such as reasoning [38, p.21] from e then f is in the
primary meaning of e [43]. For example, the primary meaning of e is that suppler s1 supplies
part p1. Following the rule for interpreting an ER diagram in the notations shown in Fig. 1,
the data constructs shown in this diagram have a ‘type’ of primary meaning that a supplier
supplies a part, and a project uses a part as compared with the meaning of an individual data
construct.

If under certain conditions on both data and the part of the real world with which the data
are concerned, such as the structure and constraints of a data schema, on top of what can be
read off directly from the data, f can be derived from e, that is beyond the primary meaning,
then f is part of the implied meaning of e [43]. For example, the data constructs in Fig. 1 are
capable of giving the meaning that a supplier supplies a project if there exists a business rule
that ‘if a supplier supplies a part and the part is used by a project, then the supplier supplies
the project’.

Note that the meaning of an instance, such as the individual entities and links between
them shown in the lower half of Fig. 1, of a data construct is given by its type. Types are

123



Defining ‘Information Content’ 43

captured by the data schema, and types are concepts [13, p.214]. Data instances that follow
the schema inherit the meaning of their respective types. This is due to concepts being capable
of giving meaning to their instances [13, p.222]. Some relevant interpretation rule is then
applied to data constructs whereby meanings of them are produced.

The possible meanings of a data construct are not necessarily part of its information con-
tent. Information must be contingently true [18], but meaning does not. Suppose that f is
part of the meaning of e, only if it is also a particular of some real world random event say
Y with which a database random event say X , of which e is a particular, has an IIR, does f
qualify as part of the information that e bears and conveys. The IIR would make sure of the
veridicality [5, p. 10] required. The meaning of a data construct may happen to be part of its
information content. But this is only accidental, not essential.

4 Exploiting IIR-reasoning in a database setting

4.1 The architecture of a standalone system

To explore how the ideas of IIR and the rules for reasoning about IIR presented above may be
implemented and made use of for a database, we have developed a prototype of a standalone
system, which works with a database and a number of other elements as shown below. The
architecture of the prototype is shown in Fig. 2.

As shown in Fig. 2, we propose that a reasoning process about IIR consist of two major
steps: Clause Conversion and Reasoning. In the Clause Conversion step, we convert the
ontology, the database, relevant business rules and IIR inference rules into Prolog clauses,
which become either ‘facts’ or ‘rules’. These generated Prolog clauses are then reasoned
about by the Prolog Inference Engine3 whereby hidden and nested information is derived.

IIR-Reasoning provides us with a mechanism exploiting the notion of information content
inclusion relationship in a database setting, which helps reveal information that is carried
by the data in a database and yet is hidden in the sense that it is normally not accessible by
queries by using standard query languages such as SQL.

Notice that in the literature, most database-to-Prolog conversions [1,30,31,36] are more
concerned with the Prolog-based representation of individual data set than the Prolog-based
representation of IIR between them. Their approaches focus on the direct projection between
database elements and Prolog predicates. Our conversion looks at the IIR between database
elements and converts the IIR to Prolog predicates. This procedure is guided by ontology
and users’ perspective.

4.2 Prolog clauses conversion

4.2.1 Converting ontologies

Ontologies are useful because they encourage standardization of the terms used to rep-
resent knowledge about an application domain [24] or refer to a wide range of formal
representations from taxonomies and hierarchical terminology vocabularies to detailed log-
ical theories describing a domain [35]. Therefore, adding ontologies to our approach is use-
ful for deriving more new facts, namely new IIRs. For the first step, there are many known
Ontology-to-Prolog translators, which can deal with different ontology representation

3 It is included in Visual Prolog that is downloadable from http://www.visual-prolog.com.
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Prolog to SQL Translator & SQL 
interface for ordinary users 

Ordinary users Technical users 

Prolog to SQL Translator & SQL 
interface for technical users 

Reasoning
outcomes

IIR between data events 

IIR between data events and real 
world events 

IIR between real world events 

Prolog Inference Engine

Reasoning

IIR between data events 

IIR between data events and real world events 

IIR between real world events Inference
rules in IIR 

format

IIR-based Prolog Clause Derivation

The 
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system

Database
Business 

Rules
Inference
RulesOntology

Fig. 2 The architecture of a standalone IIR-based system

languages such as RDF [26], Ontolingua [15] and Protégé [20]. For example, there exist RDF-
to-Prolog, Ontolingua-to-Prolog and Protégé-to-Prolog translators. In our implementation,
we developed an in-house conversion tool that partially translates the employee ontology
written in OWL [40]. In the literature, some Ontology-to-Prolog translators (for instance, the
translator used in IF-Map [25]) ignores constructs such as documentation slots, template slots
and own slots used in KIF [19] or Ontolingua. The reason is that the absence of these con-
structs from the translated codes does not invalidate their meanings [25]. In our architecture,
these constructs are still useful for deriving hidden and nested information, and therefore they
must be captured by our system by representing them as IIR. This is legitimate because IIR
is suitable for representing the information inclusion relation between two objects whatever
forms these two objects have adopted and wherever they exist in the ontology.

4.2.2 Converting databases

The database conversion is divided into two parts: automatic conversion and manual con-
version. Automatic database conversion translates the basic database elements, for example,
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instances, into Prolog fact clauses. In the prototype, this automatic conversion is done explic-
itly: a production version would perform this step only in principle, and would integrate the
Prolog reasoner with the database. Firstly, we query the databases by SQL. Secondly, we
translate the result of a query, i.e., a data set into Prolog fact clauses in the form of iir(x, y),
which implements I(x) ∋ y and denotes that the information content of particular x includes
another particular y. In such an expression, x and y are particulars of random events in
the database, namely particulars of the types of individual data constructs or a collection
of individual data constructs, each of which happens to meet some conditions. In the Man-
ual conversion step the system administrator converts those relevant facts selected from a
database according to the user’s perspective [39].

The notion of random event in databases can be defined as:

A random event is a set of outcomes A that denotes the occurrence of a set of values in
a certain data construct in a database with the probability P.

For example, a set of values {v0, v1, v2} happens to appear in attributes StudentID, Grade,
Course in table CourseResult respectively, and the probability for this to happen is (say) P0.
This is a random event (say) A0 in the database.

The notion of a particular of a database random event can be defined as:

An individual occurrence of a set of values in a data construct, for which the appear-
ance of the set of values in the data construct has been defined as a random event in a
database.

For example, that the set of values {‘001’, ‘A’, ‘Programming’ } happens to appear in a
tuple in table CourseResult at a certain time ti and location li , which is part of a certain
database state, is a particular of the above database random event A0.

Here is an example of automatic conversion. Suppose we have a table Employee (Emp_no,
Emp_name, Emp_age, Emp_gender, Emp_tel), which contains some personnel information
(Table 4).

After querying this table, we convert the results into Prolog fact clauses in the form of
IIR(x, y) as follows:

iir(Employee, Emp_no_is(0001)).
iir(Employee, Emp_name_is(0001, Jack Smith)).
iir(Employee, Emp_age_is(0001, 29)).
iir(Employee, Emp_gender_is(0001, male).
. . .. . .

Table 4 A table
Employee(Emp_no, Emp_name,
Emp_age, Emp_gender,
Emp_tel)

Employee

Emp_no Emp_name Emp_age Emp_gender Emp_tel

0001 Jack Smith 29 male 01065940656

0002 Morag Black 24 female 01081196443

0003 David Brown 60 male 02159832889

· · · · · · · · · · · · · · ·
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4.2.3 Converting particulars of ‘Relevant’ database random events using the notion of
‘Context-awareness’

In the process of manual conversion, someone could generate a fact clause like this:

IIR(Employee, tel_starts_with(0001, 010)).

This illustrates a problem about translating particulars of relevant database random events
and their granularity. This is because in addition to atomic data values and ‘normal’ data
constructs such as ‘entity’, ‘tuples’, and combinations of these that are useful from the user’s
perspective, infinitely many other (redundant) combinations of data constructs can give rise
to IIR. For example, a particular of a relevant database random event formulated by IIR
(Employee, (Emp_no_is(0001), Emp_name_is(tony_wu), Emp_tel_is(0001, 01087534245)))
means that:

There is a tuple in table Employee, whose information content includes:
A data value 0001 appears in the Emp_no column of the tuple.
A data value tony_wu appears in the Emp_name column,

A data value 01087534245 appears in the Emp_tel column.

Our solution to this problem is to follow the idea of context-awareness[12]. It is within the
context of user requirements that information and/or services are relevant to the user, and
therefore should be considered. That is, the process of converting database random events is
context-aware. In the literature, there are approaches to dealing with context-aware behav-
iours by representing user information context with different tools such as ontologies [39] or
by offering a framework for the development of context-aware applications [12].

In [39], the user interacts with the ontology by selecting concept nodes that are relevant
to their information needs and by deselecting concept nodes that are not relevant. Concept
nodes are selected where they contribute to information content (what can be learned from
them), whereas concept nodes that are redundant are deselected, thus selection of concept
nodes is positive evidence whereas de-selection is a kind of negative evidence. The user
context is represented as a pair of elements: ci =< P, N > where P is a term vector for an
element that represents positive evidence and N negative evidence. Operations min and max
are used to represent the meet (Greatest Lower Bound) and the join (Least Upper Bound)
operations and induce a concept lattice whose elements represent various combinations of
concepts in the original concept hierarchy. The min and max operation is the extension of set
intersection and set union operation to vectors, respectively.

P = n1 ∧ n2 ∧ · · · ∧ nk, N = n1 ∨ n2 ∨ · · · ∨ nk

The nodes that are involved in selection and de-selection may not be in the ontology. New
nodes can be added into this concept lattice by user’s interactions. This approach shows a
way of representing the user information context as an extension of the concept hierarchy
that is maintained and updated incrementally, based on user’s interactions with concepts in
the ontology.

Figure 3 shows an example following the idea of [39] on representing the user information
context for the above database example. To find out what the user information context is, an
original ontology of the relevant domain is used. Users can select and deselect the nodes in
it to show what they are relevant or unnecessary (respectively). The selected nodes will be
treated as positive evidence by min operations whereas the deselected nodes will be treated
as negative evidence by max operations. For the example of Table 2, assume that the user is
interested in the telephone number starting with ‘010’ or ‘021’.
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……

ntelephone
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nvodafone no2

min(nlandline,nstartswith ‘010’,nstartswith ‘021’)

……

max(nmobile,nvodafone,no2)

Fig. 3 An example on the selection and de-selection of nodes

Then we derive facts according to the context and if needed using additional business
rules to derive more information through reasoning. A user may be interested in various
nodes in the original ontology such as position, age of an employee. As shown below, an
information context can be described as c =< P, N >. P = min(m1,m2, . . . ,mk). N =
max(n1, n2, . . . , nk), where m1 . . .mk are user-selected concept nodes and n1, . . . , nk are
user-deselected concept nodes.

In order to derive the fact clause within the user context c =< P, N >, the following
condition has to be satisfied. That is, assume Xi , Yi are individual concepts of the particulars
x, y in a clause iir(x, y),

The clause iir(x, y) is within c if and only if P ∋ Xi , Yi and N �
 {Xi , Yi }.

With our running example, only facts related to ‘landline’ and telephone numbers starting
with ‘010’ or ‘021’ are taken from the database and translated into IIR clauses.

4.2.4 Converting business rules

Similar to ontologies and databases, business rules and inference rules can also be converted
into Prolog clauses. For example, a business rule ‘A person lives in Beijing if her/his tele-
phone number starts with “010”’ can be described as IIR that the information content of a
real world random event ‘the telephone number of A starts with “010” includes another real
world random event ‘A lives in Beijing’, namely:

iir(tel_starts_with(A, 010), livesinBeijing(A)).

If there were a database random event that code ‘010’ appears in attribute Telephone, then
there would be an IIR between this and tel_starts_with(A, 010). This shows the link between
a data random event and a real world random event through IIR. Through such a link, infor-
mation about real world random event (which is what really matters) is conveyed to the user
by means of some database random event(s).
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Another example of business rules is ‘A person A is retired if her/his age exceeds sixty’,
which can be written as a Prolog rule clause:

iir(age_exceeds(A), is_retired(A)).

Note that in the above two IIR expressions, the operands are random events, not their particu-
lars. That is to say, for the sake of implementing information content inclusion relations (i.e.,
IIR), we use iir(X, Y ) to represent I(X) ∋ Y , the meaning of which was given in Sect. 3.1.

4.2.5 Converting inference rules

Following the same idea the inference rules can be translated as:

Sum Rule:

iir(Z, Y) :- sum((X, A), Y), iir(Z, X).

Product Rule:

iir(X, Y ):- product((A, Y ), X).

Augmentation Rule:

iir(A, B) :- product((W, X), A), product((Z , Y ), B), product((C, Z),W ), iir(X, Y ).

Union Rule:
iir(X, S) :- product((Y, Z), S), iir(X, Y ), iir(X, Z).

Decomposition:
iir(X, A) :- product((A, B), S), iir(X, S).
iir(X, B) :- product((A, B), S), iir(X, S).

Transitivity:
iir(X, Z) :- iir(X, Y ), iir(Y, Z).

‘sum’ and ‘product’ are two predicates. ‘sum((A, X), Y )’ means that Y is the random
event which is formed by the disjunction of A and X . ‘product((W , X), A)’ means that A is
the random event which is formed by the product of W and X .

As we mentioned in Sect. 3, three of the six rules are independent and ‘basic’ rules in that
they cannot be derived from the rest of the rules. In our experimentation, we found that there
is no difference between using three basic rules and using all six rules.

Part of the pseudocode for the conversion algorithm is as follows:
//− − − − − − − − − − −−Database conversion− − − − − − − − − − −−
For each table T in a database

//Extract IIR among grids in each table
For each possible set of tuples ti in T

For each possible set of attributes ai in ti
Extract IIR between ai and ti , namely iir(ti , ai ).

End for
For each possible pair of attribute sets ai and a j in ti
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Extract information content inclusion relationship between ai and a j , namely
iir(ai , a j ).

End for
End for

End for
For each possible pair of attributes ai and a j between two tables tm and tn in a database

Extract IIR between ai and a j , namely iir(ai , a j ).
End for

//− − − − − − − − − − −−Ontologies− − − − − − − − − − −− conversion
For each possible pair of objects (i.e., nodes, instances) oi and o j among ontologies

Extract IIR between oi and o j , namely iir(oi , o j ).
End for

4.3 Inference engine

In our implementation, we use PIE (Prolog Inference Engine) as the inference engine. It uses
the standard Prolog syntax and releases the most popular set of predicates.

Here is an example of our implementation. Assume that t is a table in a database. In t there
are two employee records e1 and e2 whose telephone number starts with ‘010’. Following
the informational relation captured by the above IIR expression, we get:

iir(t , telstarts(e1, 010)). 1
iir(t , telstarts(e2, 010)). 2

1 and 2 are two IIR between two particulars of random events, which shows the informa-
tion content of a data item t includes another data item telstarts(e1, 010) (telstarts(e2, 010)
respectively).

Assume that there is also a business rule that ‘A person lives in Beijing if her/his tele-
phone number starts with “010”’, which links a real world random event (i.e., a person
lives in Beijing) and a database random event (i.e., telephone number recorded starting with
‘010’). Better still, there should be another IIR linking the database random event that the
data value in attribute Telephone Number starts with ‘010’ and the real world random event
that someone’s telephone number starts with ‘010’.

To test our example, we raise a goal (a term in Prolog) of ‘Who lives in Beijing?’ The
converted clauses (including the Transitivity rule) are as follows:

1. iir(telstarts(A, 010), livesinBJ(A)). 3
2. iir(X , Z) :- iir(X , Y ), iir(Y , Z). 4

The 3 above is an IIR between two real world random events that represents the above
business rule and 4 the IIR Transitivity inference rule.

To make these clauses acceptable by our inference engine and enable them to be terminated
by the inference engine, we have to slightly change them to:

iir(t , telstarts(e1, 010)).
iir(t , telstarts(e2, 010)).
iir(telstarts(A, 010), livesinBJ(A)).
startiir(X , Y ) :- iir(X , Y ).
startiir(X , Z) :- iir(X , Y ), iir(Y , Z).

Through inference, the system gives the following answers to our question (i.e., the goal):
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Fig. 4 A prototype written in C#

startiir(t , livesinBJ(A))
A = e1

A = e2

2 Solutions

4.4 A Prototype based upon C#

We developed a prototype for Prolog clause conversion, which is based upon C#. In the exam-
ple, it derives facts and rules from different sources and converts them into the form of IIR
(see Fig. 4). After having copied the derived Prolog clauses to the Prolog Inference Engine,
we can consult them in the engine and derive more information by queries that cannot be
answered without our inference mechanism (see Figs. 5, 6). We tested the prototype against
a number of real world databases such as a small-scale employee database (Access-based)
and a medium-scale finance database (Oracle-based). These real world databases contain
various data types, attributes and relationships. The IIR in the databases in which the user is
interested were extracted by the prototype. In the prototype, some slight changes are made
to the Transitivity rule to suit the needs of Prolog programming. The test shows that the
inference procedure works as expected.

As shown in the example above, a query ‘who are retiring?’ gets no answer without import-
ing other rules. After adding a business rule ‘A data construct X tells us that an employee A
is retiring if her/his age B equals or is greater than 60’. We obtained from the prototype that
315 employees in total were retiring by raising a query ‘iir(employee, isretired(A))’ in PIE.
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Fig. 5 Reasoning on facts only

Fig. 6 Reasoning with both facts and additional inference rules
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The test results match what we expect of the system. For example, assume that a user were
provided the extra knowledge that an employee is retired if her/his age equals or is greater
than 60, then the user could execute a SQL query ‘SELECT Employees.* FROM Employees
WHERE 2007 - YEAR(DOB)>= 60’, which would give the same 315 results. Note that our
system does not require the user to have this extra knowledge, as this knowledge has already
been captured as a business rule in the system.

Another example is as follows:
If we want to find out who in the Marketing Department has become a VIP member and

whether she/he wants to keep her/his VIP membership, then we submit to Prolog Inference En-
gine a query: iir(employee, dept_is(A, ‘Marketing’)), iir(hasmembership, wannakeepvip(A)).

To answer this query, a number of business rules are used, which are:
/*− − − − − Business Rule 1 − − − − −*/
/*− − − − − If a member has a membership number which is greater than 1000 and less

than 3000, then this member is a ‘gold member’. − − − − −*/
iir(hasMembership, goldmember(A)) :- iir(hasMembership, membershipnumber_is(A)),

A>=1000, A<3000.
/*− − − − − Business Rule 2 − − − − −*/
/*− − − − − If an employee A is either a ‘gold member’ or a ‘platinum member’, then

A is a ‘VIP member’. − − − − −*/
sum((goldmember(A), platinummember(A)), vipmember(A)).
/*− − − − − Business Rule 3 − − − − −*/
/*− − − − − If an employee A is a VIP member, then A has 200 pounds voucher on

her/his training. − − − − −*/
iir(hasMembership, hasvoucher(A, ‘200 pounds’)) :- iir(hasMembership, vipmember(A)).
/*− − − − − Business Rule 4 − − − − −*/
/*−−−−− If a member A has a 200 pounds voucher, then she/he must attend a general

training course. − − − − −*/
iir(teachesworkshoprun, mustattend(PAYROLLNUMBER, ‘general’)) :- iir(hasMember-

ship, hasvoucher(A, ‘200 pounds’)), iir(hasMembership, payrollnumber_is(A, PAYROLL-
NUMBER)).

/*− − − − − Business Rule 5 − − − − −*/
/*−−−−− If her/his identity is recorded in table teachesworkshoprun and in the record

the value for attribute workshop is ‘general’, then an employee has attended a general training
course. − − − − −*/

iir(teachesworkshoprun, attended(PAYROLLNUMBER, ‘general’)) :- iir(teacheswork-
shoprun, workshopname_is(PAYROLLNUMBER, ‘general’)).

/*− − − − − Business Rule 6 − − − − −*/
/*− − − − − If she/he must attend and has attended a general training course, then an

employee wants to keep her/his VIP membership. − − − − −*/
iir(hasMembership, wannakeepVIP(PAYROLLNUMBER)) :- iir(teachesworkshoprun,

mustattend(PAYROLLNUMBER, ‘general’)), iir(teachesworkshoprun, attended(PAYROLL-
NUMBER, ‘general’)).

Our test shows that the reasoning procedure for the above query is consistent with what
we expect in terms of how facts are used and how rules fire. For the above example, the trace
monitor of PIE shows the reasoning procedure as follows (we added some comments):

Query: iir(employee, dept_is(A, ‘Marketing’)), iir(hasmembership, wannakeepvip(A))
. . .. . .

/*−−− Match A to check whether iir(employee, dept_is(A, ‘Marketing’)) can be satisfied.
− − −*/
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Trace: >> CALL: iir(employee, dept_is(_,Marketing))
Trace: >> RETURN: iir(employee, dept_is(110092,Marketing))
/*− − − A = 110092 is found. − − −*/
/*− − − Check iir(hasmembership, wannakeepvip(A)) − − −*/
Trace: >> CALL: iir(hasmembership, wannakeepvip(110092))
/*− − − Check according to Business Rule 6 − − −*/
Trace: >> CALL: iir(teachesworkshoprun, mustattend(110092, general))
/*− − − Check according to Business Rule 4 − − −*/
Trace: >> CALL: iir(hasmembership, hasvoucher(_,200 pounds))
/*− − − Check according to Business Rule 3 − − −*/
Trace: >> CALL: iir(hasmembership, vipmember(_))
/*− − − Check according to Business Rule 2 − − −*/
/*− − − Check according to Sum rule iir(Z, Y) :- sum((X, A), Y), iir(Z, X). − − −*/
/*− − − Check sum((X, A), Y) − − −*/
Trace: >> CALL: sum(_ , _, vipmember(_))
/*− − − sum((X, A), Y) is matched − − −*/
Trace: >> RETURN: sum(goldmember(_), platinummember(_), vipmember(_))
/*− − − Check iir(Z, X) when X = goldmember(_), Z = hasmembership − − −*/
Trace: >> CALL: iir(hasmembership, goldmember(_))
Trace: >> CALL: iir(hasmembership, membershipnumber_is(_))
Trace: >> RETURN: iir(hasmembership, membershipnumber_is(2371))
Trace: >> CALL: 2371 > = 1000
Trace: >> RETURN: 2371 > = 1000
Trace: >> CALL: 2371 < 3000
Trace: >> RETURN: 2371 < 3000
/*− − − iir(Z, X) is matched − − −*/
Trace: >> RETURN: iir(hasmembership, goldmember(2371))
/*− − − Backtrack− − −*/
Trace: >> RETURN: iir(hasmembership, vipmember(2371))
Trace: >> RETURN: iir(hasmembership, hasvoucher(2371,200 pounds))
Trace: >> CALL: iir(hasmembership, payrollnumber_is(2371,110092))
Trace: >> RETURN: iir(hasmembership, payrollnumber_is(2371,110092))
Trace: >> RETURN: iir(teachesworkshoprun, mustattend(110092,general))
Trace: >> CALL: iir(teachesworkshoprun, attended(110092,general))
Trace: >> CALL: iir(teachesworkshoprun, workshopname_is(110092,general))
Trace: >> RETURN: iir(teachesworkshoprun,workshopname_is(110092,general))
Trace: >> RETURN: iir(teachesworkshoprun, attended(110092,general))
Trace: >> RETURN: iir(hasmembership, wannakeepvip(110092))
/*− − − Got the results − − −*/
A = 110092
. . .. . .

Our test results show that the inference rules and business rules help the prototype answer
many types of queries that are otherwise impossible. This is because the system derives
new IIR from a given set of IIR, which enables hidden information from the database to be
revealed.

Through prototyping, we find that the reasoning procedure takes a long time (a few min-
utes) when a large number of data facts are involved or derived. The translation procedure
could be complex. A possible solution to this problem of efficiency is to only derive the data
facts that are relevant to the user. There can be redundancies and conflicts in new data facts
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derived or reasoned about. A further problem is concerned with the matching order of Prolog
clauses. All these will be further investigated in the near future.

4.5 Future work

With the development of the Semantic Web, many RDF-based tools are becoming available.
RDF includes the notion of entailment, and has inference rules similar to Prolog. Recent work
in SWI-Prolog [41] includes RDF parsers and an interface to SPARQL servers. Our group
has also developed a novel database architecture, Pyrrho DBMS [9], with its own semantic
web capabilities, but which also presents database data directly to the SWI-Prolog inference
engine, thus avoiding the step discussed in the previous section of importing database data
as Prolog assertions.

The production version of the current work envisages combined use of these tools, to
realise a part of Tim Berners-Lee’s vision of the Web [7] as an almost limitless semantic
graph, with many constructs, including relational databases, providing inferable elements of
a virtual graph.

In this vision, a semantic query takes its points of reference (similarly to the context-aware
notion above) from the terms and vocabulary used in the query, and the namespaces referred
to in the current environment. It then uses inference, based on explicit and implicit semantic
rules, to navigate through both local and remote repositories of semantic data. Semantic serv-
ers supply RDF triples on request from inference graphs whose members never need all to be
instantiated, and databases supply semantic triples based on their contents, but instantiated
only as required by the currently executing query.

We treat the IIR as a minimum atomic unit to be used in an inference engine because this
kind of relation under ‘Semantic Information Theory’ is easy and acceptable for people to
understand and use.

5 Comparisons with related work

Several approaches concerning the ‘information content’ of databases have been reported
in the literature. As we mentioned in Sect. 1, one of the approaches is the theory of rela-
tive information capacity (RIC) [23]. [32,33] redefine the notions of absolute and internal
dominance and put forward the Schema Intension Graph (SIG) data model. This RIC- or
SIG-based approach is widely accepted and used for measuring the correctness of data schema
transformation. The limitation of this approach has been discussed in Sect. 1.

Another approach is based upon Formal Language Theory [29]. The information content
of a hypernode database is formalised as the language generated by the context-free gram-
mar, which is defined by Formal Language Theory. This approach is on the data content
level because its main point is to execute accurate data value matching when evaluating the
equivalence of information content.

To tackle other information content problems such as information content measure [2],
information dependency [10], information preserving [27] and information structures [28],
Shannon’s notion of entropy has been used. This notion was widely used in the analysis of
the quantity aspect of information such as information relevance [8], the analysis of Neural
Network Learning (Ng et al. 2000), cluster analysis [21] and many other areas. [2] define a
measure of information content of elements in a database with respect to a set of constraints
in terms of Shannon’s mathematical information theory [37]. Their basic idea is to use the
notion of entropy to measure how much information we can gain if the value of an assumed
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lost position gets restored. In this way, only the quantity aspect of information is considered.
A similar example is in [10]. The notion of Information Dependency measure (InD measure)
characterizes the uncertainty remaining about the values for a set of attributes N when the
values for another set of attributes M are known. Their measure is based upon the calculation
of entropy also.

It appears that Shannon’s entropy is recognized as the most important notion of his theory,
and information-theoretic seems to mean ‘entropy-theoretic’. But [13] points out that Shan-
non’s entropy is concerned with a collection of messages and the amount of information in-
volved, and it is not capable of addressing the information content of a single message. In other
words, entropy can be used to measure the quantity of information associated with a random
variable, but neither the quantity nor the content of information that a random event carries.

Our notion of ‘information content’ is based upon [13], which we extended for our pur-
poses by including [5] idea of duality of ‘token’ and ‘type’; it is on individual messages
(individual data instances), rather than on many messages (for example, all data instances
such as all tuples in a database under study) with which others’ works are in fact concerned.
They look at the amount of information associated with a set of attributes and measure it by
using entropy. Their basic idea would seem to use this concept to formulate data dependen-
cies such as functional, multivalued, and acyclic join dependencies [27,28] by identifying
conditions in terms of entropy that are equivalent to the definitions of data dependencies.

In the database setting, individual messages with which our notion of information content
is concerned could be various. For example, a set of attributes having a certain set of values
is a random event, an instance of which is a particular of it. Similarly individual tuples are
particulars of the random events that the whole set of attributes of a relation have various
sets of values respectively. IIR formulates the situation where the realisation of one random
event can tell us truly about the existence of another. For example,

1) In iir(Employee, Emp_no_is(0001)), ‘Employee’ is a random event in that a table
selected happens to be Employee among other tables, which could possibly be selected.
‘Emp_no_is(0001)’ is also a random event in that a set of tuples whose employee number
happens to be ‘0001’ among other possible tuples.

2) In iir(tel_starts_with(A, 010), livesinBeijing(A)), ‘tel_starts_with(A, 010)’ is a random
event in that a set of tuples whose telephone number happens to start with ‘010’ among
other possible tuples. ‘livesinBeijing(A)’ is a random event in that a person happens to
live in Beijing.

An attribute in a relation is, in our notion, an information source, and the average amount of
information associated with it, which is called self-information cited by [27], is the entropy.
The amount of information that an attribute carries about another is termed mutual-informa-
tion, which in our terminology extended from [13], is the average amount of information that
is the information that a carrier carries about an information source.

Our focus is on the content of information that is carried by individual messages (indi-
vidual data instances), not only the (average) amount of information that many messages
carry, which is the concern of others’ work. This definition is closely related to Shannon’s
information-theoretic terms, especially ‘entropy’, in that entropy is the weighted average
amount of information (called ‘surprisal’) that individual messages carry. Surprisal quanti-
fies the amount of information that a message carries, and therefore places constraints on
what information (i.e., the information content) a message can carry. Our definition of the
information content of a state of affairs satisfies the requirements on both ‘amount’ and
‘content’ of information.
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Therefore, our notion may be seen as extending others’ work that applies information the-
ory to database problems into a fundamentally different dimension in terms of the following:

• Not only the quantity (amount) of information that data carry, but also the content of
information that data carry are addressed.

• Not only the statistical characterisation of data’s carrying information, but also how
individual piece of data carries information are addressed.

• Above all though, what we are concerned with is ultimately the provision of an account
for the phenomenon that data in a database carry and convey information to the user,
which includes the relationship between data and what the data can tell us truly about the
real world. We do not concern ourselves with dependencies between data constructs for
their own sake. One example of those works is how ‘information-lossless’ decomposition
of a relation into several sub-relations can be achieved by preserving mutual information
between data.

• To this end, we look at IIR between data constructs, which may be seen stemming from
one of the inclusion-exclusion identities put forward by [27], namely H(Y |X) = 0 (i.e.,
Entropy of Y given X ), which means that once X is known, Y carries no uncertainty.
That is, X carries all the information about Y . Our extensions to this notion are: (1) we
look at individual data values, rather than all data values in X put together. For example,
we take X = a as a random event and look at what its information content might be;
(2) we look at how one individual data value carries information about another data
value, and moreover we look at how one individual data value carries information about
individual objects in the real world, and vice versa. We envisage that existing work on
information-theoretic relationships between data constructs can be incorporated into our
overall framework for looking at the phenomenon of ‘information’ within databases.

• In order to ground our endeavour on sound theories, not only Shannon’s ideas, but also
ideas in the program of semantic information and information flow, which may be seen
started from Dretske [13] and includes Barwise and perry [4], Devlin (1991), and Barwise
and Seligman [5], are drawn on and Dretske’s ideas are extended.

The main extension to Dretske’s notion of ‘information content’ of a state of affairs that is
reported in the paper is as follows: apart from these known entropy-based measurements, Bar-
wise and Seligman put forward a mathematical model called ‘information flow’ as an account
for the laws that govern how and what information flows within a distributed system. In this
paper, we extend (which we believe is necessary) Dretske’s notion of information content
by including the ideas of the duality between ‘types’ (one kind of which is random events,
which we address in this paper) and ‘tokens’ (one kind of which is particulars of random
events, which we address in this paper) that is put forward by Barwise and Seligman [5].

6 Conclusions

In this paper, we have investigated how the notion of information content of a message, a
state of affairs, or a data construct may be used to explore the information carried by data in
a database. We have proposed to define the notion of ‘information content’ by following the
approach represented by Dretske’s [13] semantic theory of information and complementing
it by drawing on the ideas of the duality of ‘tokens’ (particulars) and ‘types’ (random events)
put forward by Barwise and Seligman [5]. We have thus extended the classic definition of
information content by Dretske [13] by incorporating the role that particulars play and conse-
quently the role that the random events (types) play in it. We hope that this makes the notion
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more accurate and more comprehensive than Dretske’s. Based upon this extended definition
of information content, we have defined the ‘information content inclusion relation’ between
two random events, and then formulated a set of inference rules for reasoning logically about
such relations.

Then we showed how these ideas and rules might be applied within a database setting
including distinguishing the information content from the linguistic meaning of a data con-
struct. We described how reasoning about information content might be exploited with a
database by experimenting with a prototype, which includes, among other things, the archi-
tecture of the prototype, the use of the idea of ‘context-aware‘ systems and the exploitation of
relevant ontologies and business rules. We showed that our approach is a general one. Simi-
lar to Armstrong rules [3], inference rules are domain-independent, which can be applied to
application domains. No interpretation of the rules that are specific to an application domain
is needed. Original sets of IIR (i.e., those derived from database facts and business rules) are
domain-dependent, the identification of which would require domain knowledge.

Our main conclusions through this work are: the program of semantic information theory
represented mainly by the work of Dretske [13], Barwise and Seligman[5], and Devlin [11]
is insightful and helpful in addressing the problem of information content and how it fares in
information systems and databases. Based on these sources, our work offers the machinery
for a systematic approach to the problem, which can bring benefits in identifying previously
inexplicit business information in databases.
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