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Abstract. Sequences of events are a common type of data in various scientific and business ap-
plications, e.g. telecommunication network management, study of web access logs, biostatistics
and epidemiology. A natural approach to modelling event sequences is using time-dependent in-
tensity functions, indicating the expected number of events per time unit. In Bayesian modelling,
piecewise constant functions can be utilized to model continuous intensities, if the number of
segments is a model parameter. The reversible jump Markov chain Monte Carlo (RIMCMC)
methods can be exploited in the data analysis. With very large quantities, these approaches may
be too slow. We study dynamic programming algorithms for finding the best fitting piecewise
constant intensity function, given a number of pieces. We introduce simple heuristics for prun-
ing the number of the potential change points of the functions. Empirical evidence from trials
on real and artificial data sets is provided, showing that the developed methods yield high per-
formance and they can be applied to very large data sets. We also compare the RIMCMC and
dynamic programming approaches and show that the results correspond closely. The methods
are applied to fault-alarm sequences produced by large telecommunication networks.
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1. Introduction

Sequences of events are a common type of data arising in various scientific as well
as business applications, e.g., telecommunication network management, web access
logs, biostatistics and epidemiology. Intuitively, such a sequence consists of pairs
(t,e), where t is the occurrence time and e is the type of event. The occurrence
times are not predefined; this property separates a sequence of events from a time
series, which typically contains observations at determined time points. An event
sequence is a collection of events ordered according to the occurrence times. The
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event sequences arising in applications can be quite long, containing hundreds of
thousands of events. In many cases, it is of interest to detect changes in frequency
or density of event occurrences as a function of time and to find explanations for
the changes—such as occurrences of other kinds of events or values of covariates.

Stochastically, a sequence consisting of (conditionally) independent events can be
seen as being produced by a Poisson process, which has some underlying intensity
describing the frequency of events. Time-dependent intensity functions can be used
in modelling the frequencies of event sequences.

In this paper, we show that piecewise constant functions provide flexible tools
for intensity modelling from the point of view of data mining research as well as
that of more traditional statistical modelling. First, we consider the Bayesian mod-
elling approach and reversible jump Markov chain Monte Carlo (MCMC, RIMCMC)
methods, which provide a framework for expressing the available knowledge of the
values of the model parameters by assigning probability distributions to the param-
eters.

MCMC-based approaches are fairly slow and hence we study faster approaches
based on the maximum-likelihood approach. We show that, if the best fitting piece-
wise constant function—instead of the distribution of functions—is to be computed,
the optimal solution can be found by using dynamic programming in time ©(n%k),
where n is the number of events and k is the number of pieces. This may be too
slow as well. We introduce simple heuristics that can be used to prune the number
of the potential change points of the functions. Speedups of several orders of mag-
nitude in the performance of the dynamic programming algorithm are reached with
minor loss in accuracy of results. We provide empirical results showing that using
samples of approximately 0.5-5% of the total number of potential change points is
sufficient for nearly optimal results.

Although the Bayesian posterior average and the piecewise constant intensity
function giving the maximum likelihood do not describe the same quantity, they do
reflect the same phenomenon; that is, highly probable intensity values of the process
that generated the data sequence. Hence, it is interesting to compare the results of the
two approaches. We show that the resulting piecewise constant intensity functions
correspond closely to the posterior averages produced by the MCMC methods.

The rest of this paper is organized as follows. In Sect. 2, we introduce the con-
cepts of event sequence and intensity function. In Sect. 3, we describe the Bayesian
modelling approach and Markov chain Monte Carlo simulation methods. The methods
are applied to a telecommunication network alarm data in Sect. 4. In Sects. 5 and 6,
we describe the dynamic programming approach and some simple techniques for
speeding it. We also give empirical results from trials on real data sets; the ap-
pendix contains results on simulated data sets. Section 7 is a short conclusion. An
earlier version of this paper appeared in Mannila and Salmenkivi (2001).

2. Intensity models for event sequence data

We next define some notation, following Arjas (1989). Let T be the random variable
indicating the waiting time for the next event from a fixed starting time of a process
containing events of a single type and let G(f) = Prob(T < t) be the distribution
function of 7. Then G(¢) is the probability that (after the starting time, some time ;)
the waiting time before the next event is not longer than ¢. Assume that the density
function g(#) of G exists. Then G(f) = 1 —G(¢) is the survival function. The intensity
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function A(t) is defined as follows:

Al = &

G()

Thus, A(f) expresses the instantaneous probability of occurrence of an event at time ¢,
given that no event occurred before ¢.

On the other hand, A(#) can also be interpreted as the expected number of occur-
rences per time unit. Assume that events of an event type occur at a constant inten-
sity A.. Then the survival function G(f) = exp (— fot A(s)ds) = e~*! and the distribu-
tion function of the time intervals between the occurrences (7) is G(f) = 1 — e .
This is the distribution function of the exponential distribution; thus, the time inter-
vals T ~ Exp(X.).

The intensity function uniquely determines the distribution function G(f) as

g _dGn 1 _dE(z) 1

At = === —_— = —
® G(1) dt  G@) d G

d InG(r)
=——1In

dt
and therefore

/ rs)ds = —InG (1)
0

and

G(1) = exp (— / x(s)ds) )
0

When the data contains several event types, we have to define an intensity func-
tion A4 for each event type A.

Piecewise constant functions A piecewise constant intensity function A has the form

Al if T, <t<cy,
A if i <t <c,

A(f) =

Ao if ey <t < T,
0 elsewhere.

The values {7;, T,} € R are the start and end times of the observation period, the
values {1, ..., A;} € RT are the intensity values in i pieces and {cy, ..., c;_1} € [T}, T.]
are the change points of the function.

There are several reasons for using piecewise constant functions. Piecewise con-
stant functions are relatively simple. The arithmetic operations between such func-
tions result in piecewise constant functions. These operations, as well as integration,
can be done easily and efficiently. Such functions can, in a flexible way, be used
in subtle data analysis and complex statistical modelling, and they still are easy to
Interpret.
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Poisson likelihood Consider an intensity function X.(#) defined in time range [7, T,]
and consider an event sequence S, = {(e, 1), ..., (e, t,)}, where 1; € [T, T.] for all
i = 1,...,n. The Poisson likelihood of the data S, is given by (see, e.g. Guttorp
1995)

n 1 Te
L(Se 1) =[] {Ae(rj) - exp (— / he(D) dz)] - exp (— f he(r) dr), (1)
j=1 Lj—1 In

where 7o = T;. Because integration is done over the whole time range [Ty, 7.], the
likelihood can also be written in the form

Te n
L(S. | o) = exp (— f Re (1) dr) T et )
Ty =1

3. Bayesian approach and MCMC methods for finding piecewise
constant intensity models

Next, we briefly describe the Bayesian modelling approach for finding piecewise
constant intensity models. For more details, see, e.g. Bernardo and Smith (1994)
and Gelman et al. (1995).

Bayesian modelling Assume that a full probability model My is constructed. Let us

denote the vector of the model parameters 6 = {6, ..., 6,}, a particular value of 6
by x = {xy, ..., x,} and the data Y. The joint probability distribution determined by
My is given by

P@©,Y) = P@O)P(Y|0). 3

Here P(0) is the prior distribution of 6 and P(Y|0) the likelihood of the data.
Finding out the posterior distribution P(0|Y) is the core of Bayesian data analy-
sis. According to Bayes’ rule,

PO)P(Y|O)  PO)P(Y|0)
P(Y) [, PO)PY|0)do

As the probability of the data P(Y) does not depend on 6, the posterior distribution
is proportional to the product of the prior distribution and the likelihood.

The desired quantities are often presented as expected values of a function on the
posterior distribution. To know the posterior expectation of a function g, one needs
integrate over posterior density function f,

E(g(0|Y)) = /Gg(X) J(x) dx. ()

In practical situations integration cannot be done analytically or even with classical
numerical methods due to the complexity of the density functions.

Markov chain Monte Carlo methods (see, e.g. Gamerman 1997) approximate the
target distribution f by constructing a Markov chain that has f as the equilibrium
distribution. The sample set xi, ... ,xy drawn from f can then be used for implicit
Monte Carlo integration,

PO|Y) = 4)

1 N
E g(X) = f 80 fi)ds ~ ;‘,g(xi). ©)
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Metropolis—Hastings algorithm Denote by 7(x, y) the probability of moving from
state x to state y in the chain. The reversibility condition states that, for all states
x and y, we have

J) T(x, y) = f(») T(y, x). (7

Intuitively, this means that the flow from x to y will be the same as the flow from
y to x. Assuming further that the chain is irreducible (all states communicate) and
aperiodic (Tierney 1994), then the reversibility condition implies that the equilibrium
distribution of the chain is f; see, e.g. Guttorp (1995). Thus, to obtain a suitable
Markov chain, we should find a function 7 satisfying Eq. (7).

Assume that, in state x, a candidate value x’ is drawn from a distribution with
density g(x, x"). If, for instance, for some x, x’, we have f(x)q(x, x") > f(x")g(x’, x),
then the simulation process moves too often from x to x’. To correct the unbalance,
the Metropolis—Hastings algorithm rejects a part of the proposals to move from x
to x'.

Thus, to meet the reversibility condition, as the probability of transition from
x" to x is defined to be 1, we can write f(x)g(x, x)a(x, x") = f(x)g(x’, x), where
a(x, x) is the probability of accepting a move from x to x’ (Chib and Greenberg
1995). Thus, a(x, x") is given by

f&x") g, x))
T g, x) )

The Metropolis—Hastings algorithm starts from a random state 6y, repeatedly
draws candidate states 6’ and accepts them with the above probability. It is straight-
forward to show that the method gives a Markov chain the equilibrium distribu-
tion of which is f. Note that, in order to run the simulation, we only need to be
able to determine the quotient f(x’)/f(x), i.e. the distribution must be known up
to a constant. In case of the Bayesian posterior distribution, the posterior density
function is proportional to the product of the prior and likelihood densities. Thus,
the Metropolis—Hastings algorithm can be applied provided these densities can be
calculated.

a(x, x') = min (1

Reversible jump MCMC For the case of piecewise constant functions, we need
to consider functions having different numbers of pieces. Thus, the number of pa-
rameters of a model is not fixed. Consider a situation where the dimension of the
current state x is m and a candidate state x’ of a higher dimension n is generated.
Let u be a vector of random numbers used when proposing the candidate state x" in
state x. To ensure that both sides of the reversibility equation (Eq. 7) have densities
on spaces of equal dimension, it must hold that m 4 dim(u) = n.

Let us denote by & the function that determines the candidate state in state x,
given u; i.e. x’ = h(x,u). Then the acceptance rate of the Metropolis—Hastings
algorithm generalized by Green (1995) to state spaces of variable dimensions yields

f&x) g(x', x) | 0h(x, u) )
F(x)g(x,x") | 0xu) )

a(x, x') = min <1, ®)

Here, the last term is the Jacobian of the transformation of the random variables
x and u. The generalization is known as the reversible jump Markov chain Monte
Carlo (RIMCMC). For a detailed description of the RIMCMC, see Green (1995).
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Bayesian intensity modelling with piecewise constant representations In many
cases, it is natural to assume the real intensities to be continuous, not step functions.
Even then, the intensity can be represented by using piecewise constant functions,
if the number of pieces is one of the model parameters. RIMCMC methods can be
used to approximate the posterior distribution of the intensity.

In the following, we describe a simple model where the intensity A(f) of all oc-
currences of an event is modelled using a piecewise constant function with a variable
number of pieces. The levels of the function A;, the change times c; and the num-
ber of pieces k are random variables with the following prior specifications. Here
o, B and y are fixed constants and 7; and T, are the start and end times of the
observation period, respectively:

number of pieces k ~ Geom(y)
intensity levels A; ~ Gamma(a, ) ©))
change points ¢;  ~ Unif(Ty, 7).

An approximation for the posterior expectation of intensity can be computed from
the simulation results in the following way. Each simulation round generates a single
piecewise constant realization from the posterior distribution f(A, 7). Let us denote
the intensity value at time instant #; in the mth realization by A™(#;). The Monte
Carlo approximation of the posterior expectation of the intensity at #; is the average
of A" (1;), i.e.

Ef (1)) = /O M) SO 1) 0~ 37, (10)
m=1

where N is the number of iterations of the MCMC simulation.
We now proceed to introducing an application from the field of telecommunica-
tions.

4. Application: telecommunication alarm sequences

Telecommunication network software collects lots of information about the perform-
ance of the network. One specific type of data is so-called alarms, which are indi-
cations of smaller or larger problems in the network (Hétonen et al. 1996).

This data contains hundreds of different event types. It is collected automatically
and, accordingly, the amount of data can be several orders of magnitude larger than
in the case of traditional data sets. The characteristics of the data change often, as
changes in the network structure. Thus, automatic methods are needed in the analysis
of the data.

In this section, we apply the RIMCMC methods to modelling fault alarm se-
quences. In Sects. 5 and 6, dynamic programming methods are used to find piece-
wise constant intensity functions yielding maximum likelihood, given the number of
pieces.

Our methods can, e.g. be used to detect change points of the intensities between
stable periods. The change points can be used to create condensed representations of
very long sequences. Original or condensed sequences can be used to find interaction
patterns of different types of fault alarms. For instance, an interesting question is
whether there are event types the increasing intensity of occurrences of which is
an indicator of a large problem in the near future. The simple Bayesian piecewise
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Fig. 1. Posterior average and 99% interval (left) of the telecommunications data set with 2,371 events.
Marginal posterior distribution of the number of pieces (right)
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Fig. 2. Conditional posterior distribution of intensity given a time instant fy; 5 = 210,000 seconds (left);
o = 300,000 seconds (right)

constant model can easily be extended to more subtle analysis of interaction between
several event types or covariate effects (Eerola et al. 1998).

We illustrate using MCMC methods on a small data set containing 2,371 events.
The prior specifications were Geom(0.9995) for the number of pieces and
Uniform(0.00001, 1,500) for the intensity-level parameters. We investigated the time
period between 180,000 and 380,000 seconds from the start point of the observa-
tion. The prior used for the change points was Uniform(180,000, 380,000). From an
initial state with 20 pieces, 5,000,000 initial iterations were run before collecting the
parameter values. Then 1,000,000 iterations were run, during which the parameter
values were collected from every round. The total run time was 55 minutes (Pentium
700 MHz).

The posterior average of the intensity and the 99% percentiles computed at 2,000
time instants are shown on the left in Fig. 1. The marginal posterior distribution of
the parameter k, indicating the number of pieces, is presented in the right panel.

The conditional posterior distribution of the intensity given a time instant 7y is
shown in Fig. 2, for the time points #y = 210,000 and #y = 300,000 seconds. Note that
both of the conditional distributions depicted here are summarised by three statistics
in the left panel of Fig. 1; the percentiles at 2,100 - 10? and 3,000 - 10% seconds indi-
cate the interval, where 99% of the values of the conditional intensity reside and the
posterior average approximates the expectation of the distribution. The conditional
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distribution at 210,000 seconds provides only a little more information than the aver-
age and percentiles; the value is clearly close to 2. The conditional distribution at
300,000 seconds, instead, reveals more detailed information about the distribution of
the intensity at the time instant.

5. Intensity modelling using dynamic programming

The Bayesian approach and the MCMC methods provide clear conceptual as well as
practical tools that can be used to produce probability distributions expressing the
available knowledge of the parameter values. There are, however, problems com-
monly encountered when applying the methods in practice. First, the convergence
of the chain, i.e. how to be convinced that the distribution of the states of the con-
structed chain really follows the target distribution. And second, the mixing of the
chain, that is, how to cover the distribution exhaustively in feasible time. For treat-
ment of the problems, see, e.g. Brooks and Giudice (1999) and Brooks and Roberts
(1998).

For these reasons, the MCMC methods are not very suitable in circumstances
where results have to be produced in a short time. Furthermore, only a small frac-
tion of the information comprised in the posterior distribution is usually utilized in
practice. Thus, we are also interested in developing alternative methods, especially
for mining very large event sequences.

Instead of trying to find out the posterior distribution of the intensity, we now
look at methods for finding the best fitting piecewise constant intensity function.
This function can then, for instance, be used as a condensed representation of the
original sequence of events.

Once the change points of the optimal piecewise constant intensity function are
known, computing the intensity values giving the maximum-likelihood solution is
easy: in each piece, the optimal intensity is the number of events divided by the
length of the time period. This follows from the fact that the Poisson intensity ex-
presses the average number of occurrences per time unit.

The task of finding the optimal change points is not trivial, however. An im-
portant note when trying to detect the change points is the following: the change
points of the optimal piecewise constant function are always at occurrence times of
the data sequence. (A change point between two events could be moved exactly to
the occurrence time of the event with higher intensity value, thus yielding a better
likelihood, Eq. (2)).

Hierarchical algorithm We now describe a greedy algorithm for finding change
points, here called the hierarchical algorithm. The algorithm was introduced by Hawk-
ins (1976); the presentation below is based on the version of Guralnik and Srivastava
(1999).

The basic idea of the method is to split the time interval into two parts at the
occurrence time giving the best gain in likelihood (see Fig. 3). A candidate set of
potential change points is maintained; in each iteration round, the candidate giving
the best gain is selected to be a new change point, the corresponding time interval
is split and the candidate is removed from the candidate set. Two new candidates
are added to the set by searching the best split points of the left- and right-side
intervals of the new change point. Splitting is continued until the stopping criterion
is met.



Using Markov chain Monte Carlo and dynamic programming for event sequence data 275

@ | i b~
S cl Te
. S Lo

®) | : —F= ¢
T, ¢/ c T,

T, T,
””””””””””””””””””””” [

© | — —tt

T ¢/ 4 ()

s e

Fig. 3. Idea of the hierarchical algorithm; original period is split into two parts at the best split point (a); best
splits (¢ and ¢}) of the new intervals are searched. The one giving better likelihood is chosen. It is removed
from the candidate set (b); best splits of the new intervals are searched and added to the candidate set (c)

The theoretical time requirement of the hierarchical algorithm is O (nk) in the
worst case and @ (nlog(k)) in the average case, where n is the number of events
and k is the number of change points. The space needed is @ (n).

A weakness of the algorithm is that the greedy heuristic of the algorithm does
not allow removing change points once they have been selected. However, a change
point of the optimal solution with m pieces is not necessarily a change point of the
optimal solution with n pieces (m < n).

Dynamic programming algorithm We now introduce an algorithm based on the
dynamic programming idea. The algorithm always finds the optimal solution for the
change point detection problem.

Let us denote the data sequence by E and the occurrence times of the events
of Eby t;,,1 <i <n. Thus, Ty < t; < ... <t, <T, where T, and T, are
the start and end points of the observation period. Assume that the change points
of the optimal piecewise constant intensity function with & pieces are known, and
denote them by ¢y, ..., ¢—1. Then ¢y, ..., ¢x—p are the change points of the optimal
piecewise constant function with k — 1 pieces in the subperiod [T}, ¢x—1].

Let us further denote the last change point of the optimal k piece function with
t; as the end point of the time period by C(k, #;). Assume now that change points
of the optimal piecewise constant functions with k pieces in [Ty, t;] are known for
all t;, € EU{T,} with i <k. Now the question is how to find the change points of
the optimal function with k 4 1 pieces.

Denote by £L(k, t;,t;) the (maximum) likelihood (of the data E) for the optimal
piecewise constant intensity function with the number of pieces k and the observation
interval [#;, t;]. Then the maximum likelihood of the function with k + 1 pieces is
given by

Lk+1,Ts,t;) = max (L(k, Ty, ;) + L(1,1,1;)). an
Ts+k<i<j

The key idea of the dynamic programming algorithm is based on Eq. (11). The
algorithm computes the optimal division into k pieces in the time interval [Ty, #;] for
all t; € EU{T,} and uses these results according to Eq. (11) when computing the
best divisions into k + 1 pieces (see Fig. 4).

The change points of the function can be detected backward by applying the
following equations:

G=Ctk+1,T,), k-1 = Ck, &), ¢ = C(k — 1, Ct—1), ... .
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Fig. 5. Change points of the divisions up to 20 pieces generated by the dynamic programming (DP) and
hierarchical (HIER) algorithms. The data set contains 46,662 events

Thus, the dynamic programming algorithm not only finds the optimal solution in the
time range [T, T,] but also for all the subranges [T, ;], t; € EU{T,}. The while and
for loops of the algorithm lead to the time requirement @ (n’k). The space required
is O (nk) due to storing values for all the subranges and division sizes.

As a preliminary experiment, we generated 20 piece intensity functions using
both the hierarchical and dynamic programming algorithms on an alarm dataset of
46,662 events. The results showed considerable differences between the solutions:
only 5 out of 19 change points were common to both algorithms and 13 of them were
clearly different. The change points are presented in Fig. 5. The corresponding log-
likelihood values with different numbers of pieces are given in Fig. 7. The execution
times were less than ten seconds for the hierarchical algorithm and nearly 15 hours
for the dynamic programming algorithm (Pentium 800 MHz). The results show that
the hierarchical method can produce clearly nonoptimal solutions, while the basic
dynamic programming algorithm is unacceptably slow.
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Table 1. An example of selecting candidates using regular step size. The data set contains 46,662 events.
The step size column indicates how many occurrences are skipped in selection. The log likelihoods (log L)
and run times (min, s) refer to the trials described below

q  step size (m)  nr of candidates % of total log L run time
11 2,048 22 0.047  —230,537 < 0.01
10 1,024 45 0.096  —228,232 < 0.01

9 512 91 020  —227,060 < 0.01

8 256 182 039  —225425 0.01

7 128 364 0.78  —223,990 0.03

6 64 729 1.56  —223,293 0.12

5 32 1,458 312 —223,051 0.52

4 16 2,916 6.25  —222,892 3.33

3 8 5,832 125 —222,747 14.16

2 4 11,665 25.0 —222,643 57.37

1 2 23,331 50.0 —222,613 3 h 43 min

0 1 46,662 100.0  —222,583 14 h 35 min

6. Speeding up the dynamic programming algorithm

Because of infeasible run times of the dynamic programming algorithm on large data
sets, we modified the algorithm by allowing only a subset of all the events to be
change points.

In the first modified version, the selection process of the potential change points
was carried out by picking up every mth occurrence of the event sequence to the
candidate set. We first set m to value 29, where ¢ is the greatest integer satisfying
29 < n, and n is the number of events in the sequence. Then we decreased ¢ by 1,
down to 0, in which case all the occurrence times belonged to the candidate set. In
Table 1 an example of the candidate selection is shown on the same data set that
was used in the preliminary trial above.

A natural way to proceed is to pick the change point candidates not by using
predefined regular steps but rather by some heuristic methods for evaluating the value
of an occurrence time as a potential change point.

For this purpose, we used a window around each occurrence time. Denote the
mth occurrence time of an event by #(m) and the size of the window by w, and let
t; =t(m) — t(m — w) and ¢, = t(m + w) — t(m). Then we define

I —1
tr+tl

as a heuristic function for the suitability of the mth point. The more the value of
h(m) differs from 0O, the better candidate for a change point the mth point is. The
observation period was divided into segments such that each segment contained the
same number of occurrences. Then the occurrence time with the best value in each
segment was selected to the candidate set. The segmentation was done to avoid wide
gaps between the candidates. We also used two or three different window sizes in the
same run and selected the best value to represent the occurrence time in comparison.

h(m) = 12)

6.1. Experiments

We first ran the preliminary trial described above, now using the modified dynamic
programming algorithm that selected candidate values with regular steps. When the
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candidate set of the potential change points included at least every 128th event of the
whole data set, the algorithm resulted in higher likelihood values than the hierarchical
algorithm. The execution time in the case was reduced from 14% hours to 3 seconds,
as shown in Table 1. Results very near the optimal solution were obtained when at
least every 8th event was included; the time needed was 14 minutes 16 seconds. The
log-likelihood values of the trials are indicated by the points in Fig. 6; the values
are also given in Table 1.

We then ran the experiment using the modified dynamic programming algorithm
that selected candidates using the heuristic function of Eq. (12). The results shown in
Fig. 6 indicate that the algorithm utilizing this heuristic produced clearly better results
than the hierarchical algorithm even when less than 250 candidates (0.5%) were used
as potential change points. With more than 500 candidates, the likelihoods were very
near that of the optimal solution. The execution time was only a few seconds. When
using the heuristic selection, the algorithm needed a remarkably smaller number of
candidates to reach the same quality of solutions as in the case of the selection with
regular steps. The results were also quite robust to the window size (Fig. 6).

In Fig. 7, the changes in log-likelihood values are shown when divisions up to
100 pieces were computed on alarm data sets of 46,662 and 15,704 events. The
results indicate that the solutions of the hierarchical algorithm are quite far from
the optimum, especially with relatively low numbers of splits. Instead, the divisions
generated by the heuristic dynamic programming algorithm with different sizes of
candidate sets are very close to the optimal solutions.

We also generated four artificial data sets and conducted similar trials on the
data. We used a constant intensity in data set 1, piecewise constant nondecreasing
intensity in data set 2, piecewise constant intensity in data set 3, and in the case of
data set 4, we randomly changed the intensity at every occurrence time. The data
sets and results are described in detail in the Appendix. Here we only illustrate the
trials on the most complex data set (4). Figure 8 shows in a narrow subrange the
actual intensity (dashed line) and the 500 piece function produced by the modified
dynamic programming algorithm with 4,676 candidates.

6.2. Increasing the number of candidates

We now investigate more deeply the influence of increasing the number of candidates
on improvement in the likelihood values. The trials were run on the generated data
sets 2, 3 and 4 (see Appendix).

We started the trials with less than 200 candidates (0.2% of total number of
events) and doubled the number of candidates until the maximum number of 25,000
events (25% of the total) was reached.

Figure 9 illustrates the results. We first consider the trials on the third data set.
Figures in the middle left show that 780 candidates out of 100,000 (0.78%) are suffi-
cient to yield solutions very close to the optimal. Even using 390 candidates (0.39%)
gives nearly as good results. This holds for all the numbers of pieces tested—that
is, from 20 to 100 pieces.

The results suggest that our method suits the kind of data in the third set very
well; the actual intensity of the process is piecewise constant, and the changes in in-
tensity values between adjacent pieces are relatively large. Thus, the applied heuristic
is reliable and selects candidates that really are good change points. Hence, a small
number of candidates is sufficient to approximate the optimal solutions from 20 to
100 pieces accurately.
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The results on the second and fourth data sets are somewhat different. In the
case of the second set, 1,560 candidates (1.56% of all events) are enough to produce
nearly optimal solutions for small numbers of pieces. When it comes to solutions
for 70 or more pieces, the results improve rather strongly even if 25,000 candidates
(25%) are used instead of 12,500. It took about 40 seconds to compute the solutions
with 1,560 candidates and about 2 hours when 12,500 candidates were included in
the candidate set.

The fourth data set was generated by changing intensity after every event (for
details, see Appendix). Thus, intuitively, one might expect that it would be a difficult
task to find good approximations using piecewise constant functions. However, as
Fig. 9, on the bottom-left, shows, in the case of a small number of pieces, the results
improve only slightly when more than 877 candidates (0.88%) are available. When
at least 3,500 candidates (3.5%) are employed, increasing candidates does not lead to
strong improvements even if the solutions for 100, 150 or 200 pieces are considered.
On the other hand, even 200 pieces is not many when approximating the intensity
that changes 100,000 times. The right-side picture indicates that the log likelihoods
remain relatively stable after about 50 candidates per piece are available. The 100-
piece solution with 3,506 candidates is illustrated in Appendix in Fig. 15.

To reach nearly optimal solutions with a small number of splits, i.e. when 877
candidates were used, the computations took 30 seconds. To yield the level of 3,500
candidates, 10 minutes were needed. It should be noticed that the run times are in-
fluenced by the maximum number of pieces used. While the trials on the other data
sets were run until 25,000 candidates were included in the candidate set, the trial on
the fourth set was already stopped after 14,000 candidates. This was done because
of the larger maximum number of pieces, which made the run times longer. The
maximum number of pieces adopted in the case of the second set was 100. In the
case of the fourth set, we used the maximum of 200 pieces.

Now we proceed to comparing the presented results with those produced by the
MCMC methods.

6.3. Dynamic programming vs. MCMC methods

In Sect. 4, we applied the Bayesian modelling approach and MCMC methods to
alarm sequence data. The specified model for the overall intensity was piecewise
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constant. Smooth posterior intensity curves could be produced due to the number of
pieces being one of the model parameters.

Although not describing the same quantity, identically, the posterior average and
the best fitting piecewise constant intensity with a predefined number of pieces reflect
the same phenomenon. Thus, it is of interest to compare the results. Figure 10 illus-
trates the correspondence of the two approaches in trials on the alarm data set with
15,683 events. The time interval in both figures is from 5, 000 - 102 to 6, 000 - 102
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Fig. 10. Posterior average (top) and 99th percentiles (bottom) and 500 function produced by the modified
dynamic programming (MDP) algorithm with 1,964 candidates. The data set contains 15,683 events

seconds, the whole range being [0, 11753.5 - 10?] seconds. The posterior average
produced by the MCMC methods is compared with a 500-piece intensity function,
which was generated by the modified dynamic programming algorithm. The candi-
date set contained 1,964 possible change points, which is 12.5% of the total number
of occurrences in the first data set. The average number of pieces during the MCMC
simulation was 510.

The posterior average intensity and the piecewise constant intensity are close to
each other. However, the steps of the function are slightly larger in the solution
produced by dynamic programming than the changes of the posterior curve. This is
due to the strategy of maximizing likelihood, which tends to exaggerate the changes.
To put it more accurately, an optimal change point is always at some occurrence
time. To maximize the likelihood, the occurrence time is selected to belong to the
segment having higher intensity. Hence, the intensity level can still be raised a bit
in the higher segment and, correspondingly, lowered in the other segment.

During the MCMC simulation, however, the distribution is detected instead of the
best fitting solution. Thus, in part of the realizations, the occurrence time probably
belongs to the lower segment. Naturally, as a smooth representation of intensity is
produced from the different realizations, the changes are slightly more gradual.

The 99% posterior interval, shown at the bottom in Fig. 10, indicates the spread
of the distributed intensity values. The maximum-likelihood solutions reside between
the percentile curves.
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7. Conclusion

We have considered finding piecewise constant intensity descriptions from event se-
quences. With MCMC techniques, piecewise constant functions can be used in a flex-
ible way to represent continuous intensities. However, the MCMC methods needed
for approximation of the posterior distribution are time consuming and the results
may be sensitive to the choices of the simulation technical details, such as proposal-
generating strategies and distributions.

Methods for finding single piecewise constant intensity functions maximizing the
likelihood of the data were developed in Sect. 5. We showed that dynamic program-
ming methods can be used to find the best fitting intensity function in @ (n’k) time,
where n is the number of events in the sequence and k is the number of pieces of
the intensity function. To speed up the dynamic programming algorithm, we applied
heuristic methods. The approaches were based on using subsets of all the occurrence
times as potential change points. We presented experimental results that indicated
very remarkable speedups with minor loss in accuracy of results.

Appendix
Generated data sets

We generated data sets such that time intervals between events were distributed ex-
ponentially with known time-dependent intensities. The sequence of the occurrence
times is then a realization of a Poisson process, the intensity of the process being
known. The modified dynamic programming algorithm using the heuristic selection
of candidates was tested on the artificial data sets to make observations about the
performance of the algorithm in different known circumstances. We next describe
the four datasets used in the experiments. Each set contained 100,000 events. The
intensities of the data sets are presented in Fig. 11.

Set 1 The first set was generated using the constant intensity A = 2. Thus, the
intervals 7 between events were exponentially distributed such that v ~ Exp(2).

Set 2 Second, piecewise constant intensity with 100 pieces was used. The intensity
at start was set to A(Ty = 0) = 1. Then, 99 occurrence indices out of the total
of 100,000 indices were selected randomly; denote the set of the selected indices
by I. These indices determined the change points of the intensity function C., =
C1,...,co such that #; € C,, if and only if i € /. At each change point, the intensity
was increased by 1. Thus, the intensity function was as follows:

1 if0<t<c,

2 if i <t<cy,
A1) = :

100 ifcogg<t<T,

0 elsewhere.

We generated the time intervals r; (which, of course, determined the occurrence
times ;) according to A. Thus, at T, the time interval 7; was generated from Exp(1)
and occurrence time was set to 1; = T;+1;. Then, at ¢;, the interval 7, was generated
from Exp(1) if 1 ¢ I; otherwise, it was generated from Exp(2), and the value ¢, + 1>
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Fig. 11. Intensities of the generated data sets 1—4. In the cases of the third and fourth sets (bottom), subranges
of the whole time periods are only shown because of the frequent changes of the intensities

was given to fp, etc. Finally, ti00001 was drawn from Exp(100) and 7, was set to
value 100,000 + T100,001 -

Set 3 Like the second data set, the third set was generated using piecewise constant
intensity with 100 pieces. Also, the change points were selected similarly, i.e. 99 out
of all the occurrence indices were chosen randomly. Now, however, the intensities
in each piece were drawn from the uniform distribution in range [0.0001, 70], i.e.,
;i ~ Unif(0.0001, 70) for each 0 < i < 100.

Set 4 Finally, we generated 100,000 events such that the intensity value was changed
at each occurrence time. The intensities Aj, ..., Ajoo,001 were drawn from normal
distribution such that A, ~ Norm(;, 62), where t; = ¢4, . . ., t100.000 are the generated
occurrence times and o2 is a fixed constant.

Trials

In Fig. 12, 10- and 20-piece intensity functions produced by the modified dynamic
programming algorithm on the first data set are shown together with the real inten-
sity A = 2. A candidate set of 1,494 candidates was used. The results are clear;
the variance of the time intervals in the data is reflected by occasional peaks in the
piecewise constant intensities. The improvements in results with the increasing num-
bers of pieces are illustrated in Fig. 13, where the log likelihoods of the different
solutions are shown. In the case of set 1 (top left), the increase is linear with re-
spect to the number of pieces but the changes are very small. This corresponds to
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Fig. 12. Top: trials on first data set. Real intensity (solid line), and 10- (left) and 20- (right) piece approx-
imations of the modified dynamic programming algorithm (MDP, dashed lines). Bottom: trials on second
data set. Real intensity (solid line), and 30- (left) and 80- (right) piece approximations of the MDP algorithm
(dashed lines). The points in the right panel show the average numbers of events in the data per time unit in
successive periods of 5 time units

the intuition that approximating the constant intensity with a small number of splits
gives accurate solutions.

Trials on the second data set were executed with a candidate set including 1,962
occurrence times. Figure 12 shows the 30- and 80-piece approximations of the dy-
namic programming algorithm as well as the real intensity. The 30-piece approx-
imation is extremely good, taking several steps of the real intensity at one jump.
The 80-piece solution does not make any progress; the clear direction has been re-
placed by overfitting to the variance of the data. The actual locations of the events
are illustrated by the points in the figure. Each point indicates the average number
of events in the data per time unit in a period of 5 time units. The successive points
correspond to successive time periods. The periods are not allowed to overlap; thus,
each event influences one point only.

The good quality of the solution with a relatively small number of pieces observed
in Fig. 12 is also supported by Fig. 13; the first splits result in large changes in
likelihoods, until slowing down after 10 pieces. Very slight improvements are yielded
from then on.

The trials on the third data set are illustrated in Fig. 14. The real intensity is
shown with 50- and 80-piece solutions of the modified dynamic programming al-
gorithm using 2,441 candidates. Again, points are used to give an idea about the
location of events in the data.

The piecewise constant approximations are very close to the actual intensity.
The 50-piece function does not have enough parameters to detect all the substan-
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Fig. 14. The real intensity (solid line), 50- and 80-piece approximations (dashed lines) of the modified dy-
namic programming algorithm (MDP) and the average number of events per time unit in data (one point for
each successive period of length of 5 time units)

tial changes in the data. However, the overall result is good. Figure 13, bottom left,
confirms the interpretation: the functions with more than 80 pieces cannot make any
considerable progress compared with the 80-piece solution. The 50-piece function
yields nearly as high likelihood value.
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Fig. 15. A trial on dataset 4. Solution of the modified dynamic programming algorithm (MDP) with 3,506
candidates for k = 100 (dashed line). The points show the average numbers of events in the data per time
unit in successive periods of 5 time units

When generating the fourth data set, the intensity was changed after every event.
For this reason, divisions up to 200 pieces, instead of 100 pieces used above, were
produced in the trials on the fourth data set.

The 100-piece solution with 3,506 candidates is illustrated in Fig. 15. The large
variation of the real intensity is captured in broad outline by the function with 100
levels in quite a convincing way. A more detailed view is given in Fig. 8 in Sect. 6.1.

Not surprisingly, Fig. 13, bottom right, indicates a slower increase of the like-
lihoods in the case of the fourth data set compared with the values in the other
trials.
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