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Abstract. In this paper we propose an approach for deriving a global representation of data
sources having different formats and structures. The proposed approach is based on the exploita-
tion of a particular conceptual model for both uniformly representing such data sources and
reconstructing both their intra-source and their inter-source semantics. Along with the global rep-
resentation, our approach returns two support structures which improve the access transparency
to stored information, namely, a set of mappings, encoding the transformations carried out during
the construction of the global representation, and a set of views, allowing to obtain instances of
the concepts of the global representation from instances of the concepts of the input data sources.
The paper also describes a prototype which implements the proposed approach.

Keywords: Intensional information source integration; Inter-source properties; Metadata; Struc-
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1. Introduction

1.1. Motivations

The enormous development of the Internet in general, and of the Web in particular, has
led to great challenges in the fields of information management and exploitation. Some
system architectures have been proposed in the past to allow different heterogeneous
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constructing a global representation of information sources having different formats and structure’ in the
Proceedings of the Conference ‘Database and Expert SystemApplications (DEXA 2001)’, Munich, September
2001.
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data sources to cooperate (Wiederhold, 1992; Levy et al., 1996; Garcia-Molina et al.,
1997; Flesca et al., 1998). The heterogeneity of the involved data sources concerned their
data models, their query and manipulation languages and their management systems.
However, such architectures handled just structured data sources; i.e., for a given data
source, all instances relative to the same concept had the same structure.

Nowadays existing data sources are not only heterogeneous in their data models,
query and manipulation languages and management systems, but they also show quite
different data representation formats and structure degrees, some of them being well
structured (e.g., relational databases), others being semi-structured (e.g., XML docu-
ments) and others being unstructured (e.g., texts, images and sounds).

In addition, the development of computer networks increased the need for some
kind of interaction between different data sources. In order to make this task easier,
the necessity arises of guaranteeing access transparency to stored data; in its turn, this
requires the definition of a global representation of all involved data sources.

Since the number and the complexity of the involved data sources may be significant,
any proposal for obtaining the global representation and the support structures should
be (almost) automatic. In addition, for obtaining high-quality results, it must take into
account both the structure and the semantics of the involved data sources (Fankhauser
et al., 1991).

1.2. General Characteristics of the Approach

In this paper we propose a semi-automatic approach for constructing a global represen-
tation of data sources having different formats and structures.

In order to handle the heterogeneity of the involved data sources, we exploit a
particular conceptual model, called SDR network (Terracina and Ursino, 2000; Palopoli
et al., 2001b). This has two main characteristics: (i) it is able to represent sources
characterized by different data representation formats (such as XML documents, OEM
graphs, E/R schemes); and (ii) it can support the process of reconstructing the semantics
of involved sources.

In order to construct the global representation of a set of heterogeneous data sources,
it is necessary to define their semantics (Fankhauser et al., 1991); an important support
for carrying out such a task consists in the knowledge of inter-source properties, i.e.,
terminological, structural and semantic properties relating concepts belonging to dif-
ferent data sources (Batini and Lenzerini, 1984; Milo and Zohar, 1998; Bergamaschi
et al., 1999; Mitra et al., 1999; Terracina and Ursino, 2000; Castano et al., 2001; Doan
et al., 2001; Madhavan et al., 2001; Palopoli et al., 2001b). The inter-source properties
our approach considers are:

• synonymies, indicating that two concepts, belonging to different data sources, have
the same meaning;

• homonymies, denoting that two concepts, belonging to different data sources, have
the same name but different meanings;

• sub-source similarities, indicating that two portions of data sources have the same
meaning (since we use the SDR network as the reference conceptual model for rep-
resenting data sources, in the following, we use the term sub-net similarities for
indicating this kind of properties).
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In order to derive inter-source properties, it is possible to exploit any of the tech-
niques proposed in the literature, (e.g., Milo and Zohar, 1998; Bergamaschi et al., 1999;
Mitra et al., 1999; Terracina and Ursino, 2000; Castano et al., 2001; Doan et al., 2001;
Madhavan et al., 2001; Palopoli et al., 2001b). However, we have defined our own tech-
niques for carrying out such a task; these are based on the exploitation of the properties
of the SDR network conceptual model.

Observe that, differently from most of the integration methodologies proposed in
the literature, the approach we propose in this paper is capable of handling not only the
similarity of a node against another node (this is managed by considering synonymies)
but also the similarity of a node against a group of nodes and the similarity between two
groups of nodes (the latter two cases are managed by considering sub-source similari-
ties).

Our approach stores all necessary information in an intensional information base
(IIB), consisting of both a metascheme IIB.M and a set of meta-operators. The
metascheme stores all information about involved sources, their concepts, properties
existing among concepts, etc. Insertions, deletions and modifications of both concepts
and their properties, carried out by our approach, are realized by modifying the con-
tent of the Metascheme. The meta-operators are predefined procedures allowing either
modification or querying of the metascheme. They are the only means to access it. The
metascheme contains also a set of mappings (hereafter denoted by IIB.M.SoM), de-
scribing the way a concept belonging to the global SDR network has been obtained from
one or more concepts belonging to input SDR networks, and a set of views (hereafter
called IIB.M.SoV ), allowing to obtain instances of the concepts of the global SDR
network from instances of the concepts of input SDR networks.

Observe that the set of mappings and the set of views allow our approach to describe
modifications performed on involved data sources during the construction of the global
representation by using both input and output data sources and the set of operations
which led to the output data source; in our case, maintaining both such representations
is cheap, automatic and does not require a large amount of storing resources, as shown
in the following. In our opinion this characteristic is particularly interesting; indeed, in
the literature generally, each transformation carried out on data sources for the purpose
of integration is described by providing either its input and its output or its input and the
set of operations performed during the transformation (Batini et al., 1995). However, it
is difficult to obtain the description of performed operations if the former representation
is adopted. Similarly, it is expensive to derive the output if the latter representation is
assumed.

1.3. Related Work

The problem of constructing a global representation from a set of data sources has
received a great deal of attention in the literature. Initially, data sources taken into
consideration were databases, i.e., structured information sources; in recent years, the
enormous spread of the Internet has led to the challenge of integrating together both
structured and semi-structured data sources. Here we provide an overview of the most
common techniques for data source integration.

Since data source integration is a highly semantic process, first approaches proposed
in the literature for carrying out such a task required a strong support of the human
expert and, therefore, they were difficult to apply when the number and complexity of
data sources to integrate were large (see Batini and Lenzerini, 1984, for an overview of
these techniques).
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In order to handle large amounts of data, a second generation of tools, requiring
less intervention of the human expert, has been proposed. For carrying out their task,
these tools referred to expert systems, knowledge-based systems and neural networks
and compared structures by defining measures of similarity and dissimilarity (Navathe
et al., 1986; Sheth et al., 1998; Hayne and Ram, 1990; Ellmer et al., 1995). Being almost
automatic, these approaches were able to handle large amounts of data; however, they
were based solely on the examination of data source structure and it was proved that
‘purely structural considerations do not suffice to determine the semantic similarities of
classes’ (Fankhauser et al., 1991).

The considerations previously outlined led to a new generation of tools trying to both
capture data source semantics and exploit it in the integration process. In order to define
the semantics of involved data sources, these tools used (i) models (Buitelaar andVan De
Riet, 1992; Johannesson, 1993), (ii) electronic dictionaries and ontologies (Collet et al.,
1991; Metais et al., 1993, 1997), (iii) thesauruses (Gottard et al., 1992; Spaccapietra and
Parent, 1994; Mirbel, 1995; Castano and De Antonellis, 1997; Palopoli et al., 2000). All
these supports were constructed by exploiting linguistic tools.

All previously described approaches have been conceived to operate upon databases.
The more recent widespread diffusion of the Internet made it necessary to develop tools
for integrating both structured and semi-structured data sources. As a consequence, in
recent years, a fourth generation of integration tools has been proposed. Generally, the
approaches of the fourth generation extend to semi-structured data the methodologies
previously proposed for databases. These integration tools are usually embedded in
more complex systems managing the interoperability and the cooperation of data sources
characterized by diverse data representation formats. Some of them are described below,
as far as their integration approaches are concerned.

MOMIS (Bergamaschi et al., 2001). MOMIS carries out a semantic approach to data
source integration based on an intensional study of involved sources. In order to realize
the integration task, MOMIS constructs a common thesaurus which plays the role of a
shared ontology for data sources taken into consideration. The constructed structure is
exploited for determining the affinity degree associated with pairs of concepts belonging
to different data sources. The integration is then realized by means of a cluster procedure
which uses derived affinity degrees for determining groups of similar concepts. The
result of the integration procedure is a global flat scheme representing all involved data
sources.

TSIMMIS (Garcia-Molina et al., 1997). TSIMMIS exploits the self-describing Object
Exchange Model (OEM) to represent data sources into consideration. The semantic
knowledge is effectively encoded as a set of rules in the Mediator Specification Lan-
guage (MSL); this enforces source integration at the mediator level. The exploitation of
OEM and MSL allows TSIMMIS to integrate heterogeneous and semi-structured data
sources.

Clio (Haas et al., 1999). Clio is based on the semi-automatic creation of mappings
between data represented in a given target scheme and those relative to a source scheme.
In Clio the user must supply functions describing column-level value correspondences.
The system then selects enough functions to cover a maximal set of columns of the
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target scheme and adds join clauses to tie together sources that supply input to the
functions.

LSD (Doan et al., 2001). LSD exploits machine learning techniques to match a new
data source against a previously determined global scheme. In particular, sources which
LSD operates upon are XML DTDs. LSD exploits some base learners using different
instance-level matching schemes; these are trained to assign tags of a mediated scheme to
data instances of a source scheme. A meta-learner is used for combining the predictions
of each of the base learners.

SKAT (Mitra et al., 1999). SKAT exploits first-order logic rules to express match and
mismatch relationships as well as to derive new matches. The user initially provides
application-specific match and mismatch relationships and then validates generated
matches.

SIMS/Ariadne (Arens et al., 1993). SIMS is based on a particular description logic
called LOOM. SIMS requires a model of both the application domain and the contents
of each information source. The main focus of SIMS is on supporting user querying:
queries in SIMS are written in the high-level uniform language of the application domain
model. SIMS determines the information sources relative to a query by comparing the
model of the application domain and the models associated with information sources.

GARLIC (Roth and Schwarz, 1997). GARLIC exploits the object-oriented language
GDL for describing the local sources within a complex wrapper architecture; the global
scheme is obtained by manually unifying the local sources by means of the so-called
Garlic Complex Objects.

DLR (Calvanese et al., 1998). This integration approach is based on a particular descrip-
tion logic called DLR. In DLR, a data integration system is modeled at two different
levels, namely, the conceptual level, containing a conceptual representation of the data
residing in each source, and the logic level, containing a representation in terms of a
logical data model of both the sources and the answers to queries posed to the inte-
gration system. Integrating heterogeneous data sources consists in providing a uniform
access to the sources in terms of the common representation defined by the conceptual
level. Queries are formulated at the conceptual level and it is necessary to specify how
the source relations at the logical level relate to the elements of the conceptual level.
This mapping is specified by associating with each source relation a view over the con-
ceptual level, thus following the local-as-view approach. Such a view is expressed as
a non-recursive Datalog query in which the predicates in the atoms are concepts, DLR
relationships, attributes and domains of the conceptual level.

CUPID (Madhavan et al., 2001) has been conceived as an approach for solving the
general problem of Scheme Match which has scheme integration among all possible
applications. The CUPID approach is innovative in that it exploits an integrated use of
linguistic and structural matching, context-dependent matching of shared types, and a
bias towards leaf structure where much of the schema content resides.
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1.4. Possible Applications

The construction of a global representation of a group of related data sources has many
applications (see Rahm and Bernstein, 2001). Here we provide a brief description of
some of them:

Intensional and extensional integration of data sources. These two forms of integra-
tion consider two different, yet complementary, aspects of the problem. In more de-
tail, intensional integration concerns the activity of combining schemes of involved
data sources for obtaining a global scheme representing all of them. Problems typ-
ically faced by this activity regard the derivation of synonymies, homonymies and
other terminological and structural properties relating concepts represented in differ-
ent schemes, and the exploitation of these properties for generating the global scheme.
Extensional integration is the activity of producing (either virtual or materialized) data
representing all instances present in the involved data sources. Problems typically con-
sidered by this operation regard (i) the recognition of all the instances belonging to
different data sources and representing the same real-world instance, and (ii) the man-
agement of possible conflicting values concerning the instances taken into considera-
tion.

Our approach allows exactly to perform the intensional integration of a group of
data sources. Once this activity has been carried out, it is possible to perform their ex-
tensional integration. These two forms of integration are generally studied separately
in the literature. Interestingly enough, we have derived an extensional integration tech-
nique which is related to the intensional integration approach described in this paper;
we cannot describe here all details of this approach; however, the interested reader can
find them in Pontieri et al. (2002).

E-commerce. In this application case, trading partners frequently exchange messages
describing business transactions. Each partner uses its own message format. In order
to enable systems to exchange messages, application developers must convert them
among the formats required by different partners. An important task to carry out in
such a context is the reconciliation of the different message schemes. A global repre-
sentation of involved message formats can play a relevant role in such an application
context; indeed, it could be a ‘bridge’ allowing passage from one message format to
another.

Semantic query processing. In this case, the user specifies a query on data sources
handled by the integration task and the system tries to answer it. Our approach makes user
querying particularly easy; indeed, the user poses her/his query on the concepts relative
to the global representation; the translation of the query from the global representation
to the actual data sources can be carried out directly and automatically by exploiting the
set of views returned by our approach.

Data and web warehouses. A data or web warehouse is a decision support system
obtained from a set of information sources (Bernstein and Rahm, 2000; Rahm and
Bernstein, 2001). A key operation for constructing a data warehouse consists in popu-
lating it with data stored in the corresponding data sources. In order to carry out such
a task, involved data must be reconciled. A global representation might play a key role
in such a context; indeed, a three-level data warehouse architecture has been defined,
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which exploits the global representation of the involved data sources for constructing
the reconciled data level of such an architecture (Palopoli et al., 2001b).

The construction of an integrated representation of a set of data sources is a classical
problem in information systems research and many other applications have been pro-
posed which could benefit from such an integrated representation. We have sketched
here only some of them to provide an idea of their variety and relevance.

2. The SDR Network Conceptual Model

The SDR network (Palopoli et al., 2001b; Terracina and Ursino, 2000) is a conceptual
model for describing data sources that allows to uniformly model most existing data
representation formats as well as to derive and represent both their intra-source and
their inter-source semantics (see below). An SDR network Net(DS), representing a
data source DS, is a rooted labeled graph:

Net(DS) = 〈NS(DS), AS(DS)〉 = 〈NSA(DS) ∪ NSC(DS), AS(DS)〉
Here, NS(DS) is a set of nodes, each representing a concept of DS. Each node is
identified by the name of the concept it represents. Nodes in NS(DS) are subdivided
into two subsets, namely, the set of atomic nodes NSA(DS) and the set of complex nodes
NSC(DS). A node is atomic if it does not have outgoing arcs, complex otherwise. Since
an SDR network node represents a concept, from now on we use the terms ‘SDR network
node’ and ‘concept’ interchangeably.

AS(DS) denotes a set of arcs; an arc represents a relationship between two concepts.
More specifically, an arc A from S to T , labeled LST and denoted by 〈S, T , LST 〉,
indicates that the concept represented by S is semantically related to the concept denoted
by T . S is called the ‘source node’ of A, whereas T is the ‘target node’ of A. At most
one arc may exist from S to T .

The label LST is a pair [dST , rST ], where both dST and rST belong to the real interval
[0, 1]. dST is called the semantic distance coefficient; it is used to indicate how much
the concept expressed by T is semantically close to the concept expressed by S; this
depends on the capability of the concept associated with T to characterize the concept
associated with S.As an example, in an E/R scheme, an attribute A is semantically closer
to the corresponding entity E than another entity E1 related to E by a relationship R;
analogously, in an XML document, a sub-element E1 of an element E is closer to
E than another element E2 which E refers to by an IDREF attribute. The semantic
distance coefficient is obtained by considering the structural properties of the instances
associated with the target node which are necessary for the definition of the source node;
in particular, a coefficient is associated with each of these instances and the semantic
distance coefficient is obtained as a mean of these coefficients. rST is called the semantic
relevance coefficient and represents the fraction of instances of the concept denoted by
S, whose complete definition requires at least one instance of the concept denoted by
T .

An example of an SDR network is shown in Fig. 1; it corresponds to a data source
describing a university. In the figure, in order to simplify the layout, a gray node having
name x is used to indicate that the arc incident onto x must be considered incident
onto the corresponding white node having the same name. SDR network nodes such
as Professor, Course and Student represent the involved concepts. The arc 〈Professor,
Phone, [0.38, 1]〉 denotes the existence of a relationship between Professor and Phone;
in particular, it indicates that 100% of professors have a phone. The other arcs have an
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Fig. 1. The SDR network USX
representing a university.

analogous semantics. In the figure, the coefficient associated with each node indicates
the number of instances of the concept the node represents; moreover, the coefficient
in parentheses associated with each arc is the so-called number of relevant instances
associated with the arc; this represents the number of instances of the source node which
require at least one instance of the target node for their complete definition. This last
coefficient is shown in the figure only for the sake of clarity and is not part of the model;
indeed, it can be derived by multiplying the semantic relevance coefficient by the number
of instances associated with the source node.

Next, we illustrate how a metrics based on the SDR network can be defined for deter-
mining the concept of neighborhood of a node which is fundamental for the computation
of concept synonymies, homonymies, sub-net similarities and, overall, for obtaining a
global representation of data sources. Such a metrics can be defined by means of the
following definitions.

Definition 2.1. Define the path semantic distance of a path P in Net(DS) (denoted
by PSDP ) as the sum of the semantic distance coefficients associated with the arcs
constituting the path.

Definition 2.2. Define the path semantic relevance of a path P in Net(DS) (denoted
by PSRP ) as the product of the semantic relevance coefficients associated with the arcs
constituting the path.

Definition 2.3. Define a D_Pathn as a path P in Net(DS) such that n ≤ PSDP <
n + 1.
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Definition 2.4. The CD_Shortest_Path (Conditional D_Shortest_Path) between two
nodes N and N ′ in Net(DS) and including an arc A (denoted by �N, N ′�A) is the
path having the minimum path semantic distance among those connecting N and N ′
and including A. If more than one path exists having the same minimum path semantic
distance, one of those having the maximum path semantic relevance is chosen.

Definition 2.5. Given a data source DS and the corresponding SDR network Net(DS),
the i_th neighborhood of a node x ∈ Net(DS) is defined as:

nbh(x, i) = {A|A ∈ AS(DS),
A = 〈z, y, lzy〉, �x, y�A is a D_Pathi, x 	= y} i ≥ 0

Thus, an arc A = 〈z, y, lzy〉 belongs to nbh(x, i) if there exists a CD_Shortest_Path from
x to y, including 〈z, y, lzy〉, which is a D_Pathi ; note that, as such, A 	∈ nbh(x, j), j <
i. Finally, it is worth pointing out that x may coincide with z.

An example can help in understanding the concept of neighborhood of a node in an
SDR network.

Example 2.1. Consider the node Professor of the SDR network illustrated in Fig. 1 (we
call this network UX_SDR in the rest of the paper). The neighborhoods associated with
this node are the following:

nbh(Professor, 0) = {〈Professor, ID, [0, 1]〉, 〈Professor, Name, [0, 1]〉,
〈Professor, Birthdate, [0, 1]〉, 〈Professor, Birthplace, [0, 0.5]〉}

For instance, the first arc belongs to nbh(P rof essor, 0) because Prof essor 	= ID
and �Professor, ID�〈Professor,ID,[0,1]〉 is a D_Path0.

nbh(Professor, 1) = {〈Professor, Phone, [0.38, 1]〉, 〈Professor, e-mail, [0.38, 1]〉,
〈Professor, Office_Address, [1, 1]〉, 〈Office_Address, Road, [0, 1]〉,
〈Office_Address, City, [0, 1]〉, 〈Professor, P aper, [1, 1]〉, 〈Paper, ID, [0, 1]〉,
〈Paper, Pages, [0, 1]〉, 〈Paper, V olume, [0, 1]〉, 〈Paper, T ype, [0, 1]〉,
〈Paper, P roject, [1, 1]〉,
〈Project, Starting_Date, [0, 0.5]〉, 〈Project, Ending_Date, [0, 0.75]〉,
〈Professor, Course, [1, 1]〉,
〈Course, ID, [0, 1]〉, 〈Course, Name, [0, 1]〉}

For instance, A = 〈Project, Starting_Date, [0, 0.5]〉 belongs to nbh(Professor, 1) be-
cause �Professor, Starting_Date�A is a D_Path1 and Professor 	= Starting_Date.
In a similar fashion, it is possible to derive all the other neighborhoods relative to
UX_ SDR .

Note that basically any data source can be represented as a set of concepts and a set of
relationships among concepts. However, data sources presently available are generally
characterized by a large variety of heterogeneities ranging from their syntax to their
semantics and their representation formats; finally, some of them are also multimedia.
The SDR network is capable of handling the first three of these heterogeneities but it
has not been conceived for managing multimedia information. Our model supports the
management of syntactic and semantic heterogeneities in that it allows the extraction of
inter-source properties (see Section 3).

As for data representation format heterogeneity, we observe that, presently, some
data sources are completely structured (such as relational databases), while others are
semi-structured (such as OEM graphs and XML documents); finally, others are un-
structured (such as flat files or record archives). The SDR network model is capable
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of handling different structure degrees by means of semantic distance and semantic
relevance coefficients. In order to show how sources with different data representation
formats can be translated into SDR networks, in Section 10 we illustrate translation rules
from XML documents and E/R schemes to SDR network. We have also derived trans-
lation rules from OEM graphs to SDR networks (Terracina and Ursino, 2000). Observe
that most of the other existing data representation formats (such as relational databases,
record archives and HTML files) could be translated into either E/R schemes or XML
documents and, consequently, into SDR networks.

3. An Overview of Inter-source Property Derivation

3.1. Derivation of Synonymies and Homonymies Between Concepts

The proposed technique for extracting synonymies and homonymies between concepts
represented in two data sources DS1 and DS2, possibly having different data repre-
sentation formats, receives both involved data sources and some lexical properties stat-
ing synonymies between names and stored in a lexical synonymy property dictionary
(LSPD). Lexical synonymies are represented as triplets of the form 〈A, B, f 〉, where A
and B are concept names and f ∈ [0, 1] indicates the plausibility of the property. Lex-
ical synonymies can be automatically derived either from a standard thesaurus, such as
WordNet (Miller, 1995), or by a specific tool, such as MindNet (Richardson et al., 1998).
In order to obtain more refined results, it is possible to require the intervention of human
domain experts. The plausibility coefficients of lexical synonymies is set as follows: for
those cases where a plausibility value is not provided along with the similarity, the plau-
sibility coefficient is set to 1; otherwise, the provided plausibility value is used. In any
case the support of a human domain expert can be requested to validate and, possibly,
modify the plausibility coefficients. We have carried out a study on the dependence of
obtained results on possible LSPD errors; the conclusions we have drawn are described
in Section 7.1.

In the following we suppose that the SDR networks Net(DS1) and Net(DS2),
associated with DS1 and DS2, have been constructed and that actually Net(DS1) and
Net(DS2), along with the LSPD, are provided as input to our technique.

Since each SDR network node is associated with one concept of the corresponding
information source and vice versa, in the following we refer to the extraction of syn-
onymies and homonymies between concepts also as the extraction of synonymies and
homonymies between SDR network nodes. Moreover, since the generic concept and
the corresponding SDR network node have the same name, we use this name to refer to
both of them interchangeably.

The technique consists of two phases. The first one, for each pair of nodes Nl ∈
Net(DS1) and Nm ∈ Net(DS2), derives the so-called basic similarity between Nl and
Nm. Basic similarities are rough properties taking into account only lexical similari-
ties and the nearest neighborhoods of involved nodes; these properties are exploited
as the starting point for deriving the real similarities. Basic similarities are repre-
sented as triplets of the form 〈Nl, Nm, flm〉, where Nl and Nm are the nodes under
consideration and flm is a coefficient, in the real interval [0, 1], denoting the plausi-
bility of the property; all basic similarities are stored in a basic similarity dictionary
(BSD).

The second phase takes the BSD derived during the first phase as input and detects
synonymies and homonymies between concepts of the data sources under consideration.
First, the similarity degree associated with each tuple 〈Nl, Nm, flm〉 ∈ BSD is refined.
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Then, the set of significant synonymies (respectively, homonymies) is constructed by
selecting those pairs of nodes whose similarity degree is greater (respectively, smaller)
than a certain, dynamically computed threshold thSyn (respectively, thHom).

In order to refine the similarity coefficient associated with a tuple 〈Nl, Nm, flm〉
∈ BSD, the technique analyzes both Nl and Nm and their neighborhoods nbh(Nl, i)
and nbh(Nm, i), for each i such that nbh(Nl, i) 	= ∅ and nbh(Nm, i) 	= ∅. The influence
of the similarity of neighborhoods of Nl and Nm on the similarity of Nl and Nm must be
inversely proportional to their distance; in order to obtain this, a monotone decreasing
weighting succession {p(i)} is associated with the neighborhoods of Nl and Nm so that
farthest neighborhoods have lightest weights.

Intuitively, the process of refining the similarity coefficient between Nl and Nm

consists of the following steps:

• At step i:

– Visiting, for each pair of nodes Nl ∈ Net(DS1) and Nm ∈ Net(DS2), nbh(Nl, i)
and nbh(Nm, i).

– Computing the similarity degree existing between nbh(Nl, i) and nbh(Nm, i) as
an objective function associated with the maximum weight matching on a suitable
bipartite weighed graph whose nodes correspond to the target nodes of the arcs
composing nbh(Nl, i) and nbh(Nm, i).

• Computing the overall similarity degree of Nl and Nm as a weighed mean of similarity
degrees of the various neighborhoods of Nl and Nm. Weights of the similarity degrees
are the elements of the succession {p(i)}.

We are not describing in detail here the various steps of the computation of synonymies
and homonymies between concepts, since this is beyond the scope of this paper. The
interested reader is referred to Terracina and Ursino (2000).

3.2. Derivation of Sub-net Similarities

Let us now turn to the task of evaluating sub-net similarities. Consider a data source
DS and the corresponding SDR network Net(DS); the number of possible sub-nets
that can be identified in Net(DS) is exponential in the number of nodes of Net(DS).
To avoid the burden of analyzing such a huge number of sub-nets, we have defined a
technique for singling out the most promising ones. The proposed technique receives two
data sources DS1 and DS2 (represented by the corresponding SDR networks Net(DS1)
and Net(DS2)) and a dictionary SD of synonymies between nodes of Net(DS1) and
Net(DS2). SD can be obtained by applying the technique presented in the previous
section.

The technique derives the most promising pairs of sub-nets according to the follow-
ing rules:

• It considers those pairs of sub-nets [SNi, SNj ] such that SNi ∈ Net(DS1) is a rooted
sub-net having a node Ni as root, SNj ∈ Net(DS2) is a rooted sub-net having a node
Nj as root, and Ni and Nj are synonyms.

• In order to select only the most promising pairs of sub-nets, having the synonym
nodes Ni and Nj as roots, the technique computes the maximum weight matching on
some suitable bipartite graphs obtained from the target nodes of the arcs forming the
neighborhoods of Ni and Nj . In particular, given a pair of synonym nodes Ni and
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Nj , the technique derives a promising pair of sub-nets [SSik , SSjk
] for each k such

that both nbh(Ni, k) and nbh(Nj , k) are not empty. SSik and SSjk
are constructed by

determining the promising pairs of arcs [Aik , Ajk
] such that Aik ∈ nbh(Ni, l), Ajk

∈
nbh(Nj , l), for each l belonging to the integer interval [0, k].

A pair of arcs [Aik , Ajk
] is considered promising if (i) an edge between the target

nodes Tik of Aik and Tjk
of Ajk is present in the maximum weight matching computed

on a suitable bipartite graph constructed from the target nodes of the arcs of nbh(Ni, l)
and nbh(Nj , l), for some l belonging to the integer interval [0, k]; (ii) the similarity
degree of Tik and Tjk

is greater than a certain given threshold.

The rationale underlying this technique is that of constructing promising pairs of sub-
nets such that each pair is composed of the maximum possible number of pairs of
concepts whose synonymy has been already stated. In this way it is probable that
the overall similarity degree, resulting for each promising pair of sub-nets, will be
high.

The second step of the technique for deriving sub-net similarities consists in com-
puting the similarity degree associated with each pair of promising sub-nets; this is
determined by computing the objective function associated with the maximum weight
matching defined on a suitable bipartite graph, constructed from the nodes compos-
ing the sub-nets of the pair. The exploitation of the maximum weight matching as the
main step for the computation of the similarity between two sub-nets SNi ∈ DS1 and
SNj ∈ DS2 is justified by observing that SNi (respectively, SNj ) can be considered sim-
ilar to SNj (respectively, SNi) only if it is possible to determine a set of nodes belonging
to SNi (respectively, SNj ), each of which being a synonym with one of the nodes of
SNj (respectively, SNi). The maximum weight matching is exploited for selecting this
set.

The final step of the sub-net similarity derivation consists in filtering out those
pairs of sub-nets having a similarity degree less than a certain, dynamically computed,
threshold thSim.

Observe that the technique proposed here for deriving sub-net similarities is based
on the same guidelines as the technique for detecting synonymies and homonymies
described in the previous section. This is particularly interesting because, on the whole,
we propose a unified, semi-automatic approach for deriving concept synonymies and
homonymies, as well as sub-net similarities, relative to information sources having
different data representation formats.

We do not provide all technical details for deriving sub-net similarities since this is
beyond the scope of this paper. However, the interested reader can find them in Rosaci
et al. (2001).

4. Support Intensional Information Base

Our approach exploits an intensional information base (IIB) as a support for storing
information about input SDR networks, the global SDR network and the set of transfor-
mations carried out on input SDR networks for obtaining the global one. In particular,
IIB includes a metascheme M , storing the information relative to involved sources,
their concepts and inter-source properties among concepts, and a set of meta-operators,
for modifying and querying the metascheme. We describe in detail the metascheme in
Section 4.1 and the meta-operators in Section 4.2.
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Fig. 2. The metascheme of the intensional information base.

4.1. The Metascheme

The metascheme we exploit is shown in Fig. 2. The most important entities in the
metascheme are the entity Node and the entity Arc. The relationship Participates repre-
sents the participation of a node in an arc; its attribute Type indicates whether the node
is the source or the target node of the arc.

A node can be a synonym with other nodes; in the Metascheme, synonymies (respec-
tively, homonymies) are stored in the relationship Synonym (respectively, Homonym);
this relationship is used for representing the synonymy dictionary SD (respectively,
the homonymy dictionary HD); each tuple of SD (respectively, HD) has the form
〈N1, N2〉, where N1 and N2 are the synonym nodes (respectively, the homonym nodes).

An SDR network can be derived from more SDR networks (this happens when it is
the global SDR network, obtained by integrating the SDR networks provided as input).
A sub-net is a portion of an SDR network and consists of a set of nodes and a set of
arcs. A sub-net can be similar to one or more sub-nets. This situation is represented by
the relationship Similar; this relationship is used for representing the sub-net similarity
dictionary SSD, whose tuples have the form 〈S1, S2〉, where S1 and S2 are the involved
sub-nets.

The entity SoM stores the set of mappings; it can be looked at as storing the way
either a node or an arc of a global SDR network has been obtained from nodes or arcs
of other SDR networks by the integration algorithm. SoM includes an entry for each
creation or modification of either a node or an arc carried out by the algorithm for
constructing the global representation. Tuples of SoM are of the form:

• 〈Np, Nq, Npq, NodeMerge〉, indicating that the nodes Np and Nq are merged into
the node Npq ;

• 〈Np, −, Nq, NodeRename〉, indicating that the node Np is renamed and transformed
into the node Nq ;
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• 〈R1, R2, R, RootCreate〉, indicating that a node R is added in the same SDR network
which R1 and R2 belong to. Here, R1 and R2 are the roots of two sub-nets and R
becomes the ‘global’ root of those two sub-nets (see below);

• 〈Ap, Aq, Apq, ArcMerge〉, indicating that arcs Ap and Aq are merged into the arc
Apq ;

• 〈Ap, −, Aq, ArcChangeCoeff 〉, indicating that the arc Aq substitutes Ap in the cor-
responding SDR network. Aq has the same source and target nodes as Ap but can
differ from it for the semantic distance and the semantic relevance coefficients.

The attribute Type of the entity SoM specifies the kind of the mapping. Either a node
or an arc can participate in one or more tuples of SoM; in each tuple it participates
in, it can be the first, the second or the third component of the tuple. The relationship
Participates and its attribute Position store this information.

The entity SoV encodes the set of views. It stores a tuple for each node or arc
creation or modification carried out during the integration process (and, therefore, a
tuple for each tuple of SoM). Each view allows to obtain instances of either a node or an
arc from instances of nodes or arcs it derives from. Views are defined using a ‘template’
language, independent from conceptual and logic scheme models, whose basic operators
are parametric procedures that, once instantiated and translated into procedures valid
for the management system of the data source storing data which they operates upon,
compute derived data instances from input data instances. In other words, each view is
an instance of one among a set of parametric views expressed using a meta-language,
and is obtained (i) by substituting formal parameters with actual ones, according to SoM
entries; (ii) by translating the obtained view from the original meta-language, which it
was expressed in, into the language of the management system storing the information
which the view operates upon. The set of parametric views are the following:

• D_NodeMerge(Np, Nq, Npq): it is associated with merging nodes Np and Nq into
the node Npq and derives instances of Npq from instances of both Np and Nq ;

• D_NodeRename(Np, Nq): it is associated with renaming the node Np into the node
Nq and derives instances of Nq from instances of Np;

• D_RootCreate(R1, R2, R): it is associated with creating a root R for R1 and R2
(see the corresponding SoM entry); it derives the instances of R from those of R1
and R2;

• D_ ArcMerge(Ap, Aq, Apq): it is associated with the merge of the arcs Ap and Aq

into the arc Apq ; it allows derivation of instances of Apq from instances of both Ap

and Aq ;
• D_ ArcChangeCoeff (Ap, Aq): it is associated with the SoM tuple 〈Ap, −, Aq,

ArcChangeCoeff 〉 and returns the instances of the arc Aq from the instances of the
arc Ap.

4.2. The Meta-operators

The intensional information base is provided with a set of meta-operators; they can be
classified into meta-procedures, that allow manipulation of the information stored in the
metascheme, and meta-functions, that can be used for querying the metascheme. The
meta-procedures are the following:

• Add_Node(S, N), which takes an SDR network S and a node N as input and adds
N to S.
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• Add_ Arc(S, A), which receives an SDR network S and an arc A and adds A to S.
• Delete_Node(N), which takes a node N as input and deletes it from the SDR network

it belongs to. It is worth pointing out that the deletion of a node from an SDR network
does not imply the removal of that node from IIB.M . Indeed, the deleted object
remains in IIB.M and the information relative to its deletion from the SDR network is
added. This is done in order to guarantee the capability of reconstructing the sequence
of operations performed to obtain the global SDR network.

• Delete_ Arc(A), which takes an arc A as input and deletes it from the SDR network
it belongs to. The deletion of an arc from an SDR network is carried out by following
a procedure analogous to that defined for the deletion of a node.

• Transfer_ Incoming_ Arcs(Nx, Ny), which receives two nodes Nx and Ny and trans-
fers the incoming arcs of Nx to Ny .

• Transfer_Outgoing_ Arcs(Nx, Ny), which receives two nodes Nx and Ny and trans-
fers the outgoing arcs of Nx to Ny .

• Set_Node_ Name(Nx, Ny, Nxy), which takes three nodes Nx , Ny and Nxy as input
and defines the name of Nxy from those of Nx and Ny . This meta-procedure can
require the support of the human domain expert.

• Set_Node_ Inst_ Number(N, n), which receives a node N and an integer n and
sets n to be the number of instances associated with N .

• Set_Source(A, N), which takes an arc A and a node N as input and allows N to
become the source node of A.

• Set_T arget (A, N), which receives an arc A and a node N and allows N to become
the target node of A.

• Set_Distance(A, d), which takes an arc A and a real value d as input and sets d to
be the semantic distance coefficient of A.

• Set_Relevance(A, r), which receives an arc A and a real value r and sets r to be the
semantic relevance coefficient of A.

• Set_Relev_ Inst_Number(A, n), which takes an arc A and an integer n as input
and sets n to be the number of relevant instances associated with A.

The meta-functions are:

• Get_Node_ Inst_Number(N) → n, which receives a node N and returns the num-
ber n of instances associated with N .

• Get_ Arcs(NS, NT ) → AS, which takes two nodes NS and NT as input and returns
the set AS of arcs having NS as the source node and NT as the target node.

• Get_ Source(A) → N , which receives an arc A and returns its source node N .
• Get_T arget (A) → N , which receives an arc A and returns its target node N .
• Get_ Distance(A) → d , which takes an arc A as input and yields its semantic

distance coefficient d as output.
• Get_Relevance(A) → r , which receives an arc A and returns its semantic relevance

coefficient r .
• Get_Relev_ Inst_ Number(A) → n, which takes an arc A as input and yields the

number n of relevant instances associated with A as output.
• Get_Nodes(S) → NS, which receives an SDR network S and returns the set NS of

its nodes.
• Get_ SDR_Root(S) → R, which takes an SDR network S as input and returns its

root R.
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• Get_ Sub-net_Root(SN) → R, which receives a sub-net SN and yields its root R
as output.

• Derived_ From(N) → NP , which receives a node N , obtained from a merge
process, and returns the pair NP of nodes which N has been derived from.

5. Construction of the Global Representation

The construction of the global representation of a group of SDR networks is carried
out by an integration algorithm. This receives a support intensional information Base
IIB and two SDR networks and integrates them for obtaining a global SDR network
SDRG. During the integration process the metascheme of IIB (IIB.M) is modified
accordingly to the performed transformations.

The algorithm first determines node synonymies, node homonymies and sub-net
similarities of the SDR networks given as input; in order to obtain them, it can exploit
the techniques we have described in Section 3.

Involved SDR networks are then juxtaposed for obtaining a (temporarily redundant
and, possibly, ambiguous) global SDR network SDRG. In order to normalize SDRG,
by removing its redundancies and ambiguities, several transformations must be carried
out on it.

The first step of SDRG normalization consists of deriving its root.2 In particular,
if the roots of the two SDR networks in input are synonyms, they must be merged;
otherwise, a new root node is created and connected to the roots of the two SDR networks.

The second step of SDRG normalization consists of exploiting node synonymies,
node homonymies and sub-net similarities for determining which nodes of SDRG must
be assumed to coincide, to be completely distinct or to be renamed. The second step is,
in its turn, composed of the following sub-steps:

• SDR network node examination. First the synonymy dictionary SD is taken into
account; for each pair 〈Nx, Ny〉 of nodes belonging to SD, Nx and Ny must be
assumed to coincide in SDRG and, therefore, must be merged into a new node Nxy .
Then the homonymy dictionary HD is examined; for each pair 〈Nx, Ny〉 of nodes
belonging to HD, Nx and Ny must be considered distinct in SDRG and, consequently,
at least one of them must be renamed.

• SDR network arc examination. Merging nodes produces changes in the topology of
the graph; therefore, for each pair of nodes [NS, NT ] such that NS derives from a
merge process, it must be checked if NS is connected to NT by two arcs having the
same direction3 and, in the affirmative case, the two arcs must be merged into a unique
one. If only one arc exists from NS to NT , the corresponding coefficients must be
updated.

• Sub-net examination. First the sub-net similarity dictionary SSD is considered; for
each pair 〈Sx, Sy〉 of sub-nets belonging to SSD, Sx and Sy must be ‘merged’ (the
way this is done is described in the following). The merge of sub-nets could lead to
the presence of two arcs connecting the same pair of nodes; if this happens, the two
arcs must be merged.

The set of transformations the algorithm carries out is stored in IIB.M.SoM and the
corresponding views are stored in IIB.M.SoV . The complete algorithm for obtaining
the global representation of two SDR networks is presented in Table 1.

2 Remember that SDR networks are rooted labeled graphs.
3 Note that this situation could happen only if also NT derives from a merge process.
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Table 1. Algorithm for constructing the global representation of two SDR networks

Input: a pair SP = {SDR1, SDR2} of SDR networks; a support intensional information base IIB;
Output: a global SDR network SDRG; a modified intensional information base IIB;
var

Merged, NSet : a set of SDR network nodes; AS: a set of SDR network arcs;
Nxy , Ns , Nt , R1, R2: an SDR network node; S1, S2: a sub-net;

begin
[IIB.M.SD, IIB.M.HD, IIB.M.SSD] := Extract_ Interesting_ Properties(SP );
SDRG := Juxtaposition(IIB, SP );
R1 := IIB.Get_ SDR_ Root(SDR1);
R2 := IIB.Get_ SDR_ Root(SDR2);
if 〈R1, R2〉 	∈ IIB.M.SD then Create_Root(IIB, R1, R2, SDRG);
Merged := ∅;
for each 〈Nx, Ny 〉 ∈ IIB.M.SD do begin

Nxy := Merge_Nodes(IIB, Nx, Ny, SDRG);
Merged := Merged ∪ {Nxy };

end;
for each 〈Nx, Ny 〉 ∈ IIB.M.HD do Rename_Nodes(IIB, Nx, Ny);
NSet := IIB.Get_Nodes(SDRG);
for each Ns ∈ Merged do

for each Nt ∈ NSet such that Nt 	= Ns do begin
AS := IIB.Get_ Arcs(Ns, Nt );
if (AS = {A1, A2}) then Merge_ Arcs(IIB, A1, A2, SDRG);
else if (AS = {A1}) then Update_Coefficients(IIB, A1, SDRG);

end;
for each 〈S1, S2〉 ∈ IIB.M.SSD such that
〈IIB.Get_Sub-net_Root(S1), I IB.Get_Sub-net_Root(S2)〉 	∈ IIB.M.SD do

Merge_Sub-nets(IIB, S1, S2, SDRG);
for each Ns ∈ NSet do

for each Nt ∈ NSet such that Nt 	= Ns do begin
AS := IIB.Get_ Arcs(Ns, Nt );
if (AS = {A1, A2}) then Merge_ Arcs(IIB, A1, A2, SDRG);

end
end

Extract_ Interesting_Properties takes a pair SP of SDR networks as input and
derives the synonymy dictionary, the homonymy dictionary and the sub-net similarity
dictionary of the metascheme; it implements the approaches for deriving synonymies,
homonymies and sub-net similarities overviewed in Sections 3.1 and 3.2.

Juxtaposition receives an intensional information base IIB and a pair SP of SDR
networks and juxtaposes them for obtaining a (temporarily redundant and, possibly,
ambiguous) global SDR network SDRG; in order to carry out this task it adds the
suitable entries to IIB.M .

Create_Root creates a root for SDRG and links it to the roots of the two SDR
networks which have been juxtaposed. Merge_Nodes (respectively, Merge_ Arcs,
Merge_Sub-nets) merges the two nodes (respectively, arcs, sub-nets) received in input
for obtaining a unique node (respectively, arc, sub-net).

Rename_Nodes renames at least one of the two nodes received as input; this task
is carried out by adding the suitable entries to IIB.M; in order to decide which node
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must be renamed and in order to determine the new name of the node, the procedure
might need the support of the human domain expert.

Update_Coefficients updates the semantic relevance coefficient associated with the
arc received as input. Note that the semantic distance coefficient does not need to be
updated since it depends on the structural characteristics of the instances associated
with the target node and these have not been changed. On the contrary, the semantic
relevance coefficient depends on the number of instances of the source node S of A (see
Section 2), and therefore it must be updated when S is obtained from a merge process.

In the following subsections we describe in detail the procedures Create_ Root,
Merge_ Arcs, Update_Coefficients and Merge_Sub-nets and the function Merge_ Nodes.

5.1. Procedure Create_Root

The procedure Create_Root receives a support intensional information base IIB, two
nodes R1 and R2, which are the roots of the SDR networks to integrate, and the global
SDR network SDRG. It creates a root for SDRG. In particular, it adds to SDRG a
node R which becomes the new root. It then determines the name of R from names
of both R1 and R2. After this, it sets the instance number of R to 1 since the unique
instance of the global representation is that relative to the composition of the instances
associated with R1 and R2. After that, it adds arcs linking R to R1 and R to R2. The
semantic distance coefficients of these arcs are 1 because their target nodes are complex
(see Terracina and Ursino, 2000, for details). The semantic relevance coefficient of the
arc connecting R to R1 (respectively, R2) is 1 since the unique instance of R requires
the support of the instance of R1 (respectively, R2) to be completely defined. Finally
the number of relevant instances associated with the arcs connecting R to R1 and R
to R2 is set to 1 since the (unique) instance of R1 (respectively, R2) is relevant for
R. An entry 〈R1, R2, R, RootCreate〉 is added to the set of mappings and an entry
D_RootCreate(R1, R2, R) is added to the set of views.

5.2. Function Merge_Nodes

The function Merge_Nodes takes as input a support intensional information base IIB,
two nodes Nx and Ny and a global SDR network SDRG, and merges Nx and Ny into a
node Nxy . It first adds a new node Nxy to SDRG and then derives the name, the number
of instances and the arcs of Nxy from the corresponding ones of both Nx and Ny . Finally,
it deletes Nx and Ny and adds suitable entries to both the set of mappings and the set of
views. The function Merge_Nodes is shown in Table 2.

5.3. Procedure Merge_Arcs

The procedure Merge_ Arcs receives a support intensional information base IIB, two
arcs A1 and A2, linking the same pair of nodes, and a global SDR network SDRG; it
merges A1 and A2 for obtaining a unique arc. First it adds to SDRG a new arc A12,
having the same source and target nodes as A1 and A2; then it determines the number
of relevant instances,4 the semantic distance and the semantic relevance coefficients of

4 Recall that the number of relevant instances associated with an arc represents the number of the source
node instances requiring at least one target node instance for their complete definition.
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Table 2. Function Merge_Nodes

Function Merge_Nodes(var IIB: a support intensional information base; Nx , Ny : an SDR network node;
SDRG: an SDR network): an SDR network node;
var

Nxy : an SDR network node; Numx, Numy : Integer;
begin

IIB.Add_Node(SDRG, Nxy); IIB.Set_Node_Name(Nx, Ny, Nxy);
Numx := IIB.Get_ Node_ Inst_Number(Nx); Numy := IIB.Get_Node_Inst_Number(Ny);
IIB.Set_ Node_ Inst_ Number(Nxy, Numx + Numy);
IIB.Transfer_ Incoming_ Arcs(Nx, Nxy); IIB.T ransf er_Outgoing_ Arcs(Nx, Nxy);
IIB.Transfer_ Incoming_ Arcs(Ny, Nxy); IIB.T ransf er_Outgoing_ Arcs(Ny, Nxy);
IIB.Delete_Node(Nx); IIB.Delete_Node(Ny);
IIB.M.SoM := IIB.M.SoM ∪ {〈Nx, Ny, Nxy, NodeMerge〉};
IIB.M.SoV := IIB.M.SoV ∪ {D_NodeMerge(Nx, Ny, Nxy)};
return Nxy ;

end

Table 3. Procedure Merge_ Arcs

Procedure Merge_ Arcs(var IIB: a support intensional information base; A1, A2: an SDR network arc;
SDRG: an SDR network);
var

n1, n2, iS , i1, i2: Integer; d1, d2, d12, r12: Real;
S, T , T1, T2: an SDR network node; A12: an SDR network arc;

begin IIB.Add_ Arc(SDRG, A12); S := IIB.Get_Source(A1); T := IIB.Get_T arget (A1);
IIB.Set_Source(A12, S); IIB.Set_T arget (A12, T );
n1 := IIB.Get_Relev_ Inst_ Number(A1); n2 := IIB.Get_Relev_Inst_Number(A2);
IIB.Set_Relev_ Inst_ Number(A12, n1 + n2); [T1, T2] := IIB.Derived_From(T );
i1 := IIB.Get_ Node_ Inst_ Number(T1); i2 := IIB.Get_Node_Inst_Number(T2);
d1 := IIB.Get_ Distance(A1);
d2 := IIB.Get_ Distance(A2);

d12 := i1×d1+i2×d2
i1+i2

; IIB.Set_ Distance(A12, d12);

iS := Get_ Node_ Inst_Number(S); r12 := n1+n2
iS

; IIB.Set_Relevance(A12, r12);

IIB.Delete_ Arc(A1); IIB.Delete_ Arc(A2);
IIB.M.SoM := IIB.M.SoM ∪ {〈A1, A2, A12, ArcMerge〉};
IIB.M.SoV := IIB.M.SoV ∪ {D_ ArcMerge(A1, A2, A12)}

end

A12. Finally, it deletes A1 and A2 and adds the suitable tuples to the set of mappings
and the set of views. The procedure Merge_ Arcs is illustrated in Table 3.

Formulas used for obtaining d12 and r12 are justified by the following reasoning.
Suppose that nodes S1 (respectively, T1) and S2 (respectively, T2) are merged into the
node S (respectively, T ) and that an arc A1 (respectively, A2) exists from S1 (respectively,
S2) to T1 (respectively, T2). Furthermore, assume that A1 and A2 have been merged into
an arc A12. In order to comprehend how the formula for computing d12 has been derived,
recall that the semantic distance coefficient is obtained by considering the structural
properties of the instances associated with the target node which are necessary for the
definition of the source node; in particular, a suitable coefficient is associated with
each of these instances and the semantic distance coefficient is obtained as a mean
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of these coefficients. As a consequence, in the computation of d12, we must take into
consideration the number of instances of both T1 (hereafter i1) and T2 (hereafter i2); in
particular d12 must be obtained as a weighed mean of the semantic distance coefficients
associated with A1 and A2, whose weights are i1 and i2.

In order to understand how the formula for computing r12 has been derived, recall that
the semantic relevance coefficient is defined as the fraction of instances of the source
node requiring at least one instance of the target node for their complete definition.
Therefore r12 is obtained as a ratio whose numerator is the number of relevant instances
associated with A12 (obtained as the sum of the number of relevant instances associated
with both A1 and A2) and whose denominator is the number of instances of S (obtained
as the sum of the number of instances of both S1 and S2).

5.4. Procedure Update_Coefficients

The procedure Update_Coefficients receives a support intensional information base
IIB, an arc A and the SDR network SDRG which A belongs to and updates the seman-
tic relevance coefficient associated with A. In order to carry out its task, it creates a new
arc AN which substitutes A in the SDR network. AN has the same source and target
nodes as A, as well as the same semantic distance coefficient and the same number of
relevant instances. The new semantic relevance coefficient is obtained as a ratio whose
numerator is the number of relevant instances associated with AN and whose denomi-
nator is the number of instances of S (the reasoning underlying the way to update the
semantic relevance coefficient is the same as that drawn in Section 5.3). Finally, the
procedure adds the suitable tuples to the set of mappings and the set of views.

5.5. Procedure Merge_Sub-nets

The procedure Merge_Sub-nets receives a support intensional information base IIB,
two sub-nets SN1 and SN2, a global SDR network SDRG and merges SN1 and SN2.

Recall that the technique for deriving sub-net similarities, overviewed in Section 3.2,
takes into account only rooted connected sub-nets; as a consequence, the sub-nets SN1
and SN2, considered by Merge_Sub-nets, have this form. This choice is due to the fact
that a sub-net SN must be looked at as a unique concept, whose instances can be clearly
distinguished, and this is possible only if SN has a root and is connected. Indeed, in a
rooted sub-net, each instance of the sub-net has a corresponding instance at the root.
Vice versa, this does not happen with unrooted sub-nets, in which case, due to the lack
of a reference entry point, extensional data must be examined.

Observe, moreover, that Merge_Sub-nets is not activated when the roots of the
sub-net to merge are synonyms because, in such a case, the two sub-nets are implicitly
merged when the procedure Merge_Nodes is activated on the corresponding roots.
The procedure Merge_Sub-nets is shown in Table 4.

6. Example

In this section we provide an example of the behavior of the proposed algorithm for
constructing the global representation of two SDR networks. In particular, we consider
the SDR network USX

, shown in Fig. 1, associated with the university web site whose
DTD is presented in Fig. 10, and the SDR network USE

, illustrated in Fig. 3, associated
with the university database whose E/R scheme is shown in Fig. 11 (see the Appendix
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Table 4. Procedure Merge_Sub-nets

Procedure Merge_Sub-nets(var IIB: a support intensional information base; SN1, SN2: a sub-net; SDRG:
an SDR network);
var

R1, R2, R : a node; A1, A2: an arc;
begin

R1 := IIB.Get_Sub-net_Root(SN1);
R2 := IIB.Get_Sub-net_Root(SN2); IIB.Add_Node(SDRG, R);
IIB.Set_Node_Name(R1, R2, R); n1 := IIB.Get_Node_Inst_Number(R1);
n2 := IIB.Get_Node_Inst_Number(R2); IIB.Set_Node_ Inst_Number(R, n1 + n2);
IIB.T ransf er_Incoming_ Arcs(R1, R); IIB.T ransf er_ Incoming_ Arcs(R2, R);
IIB.Add_ Arc(SDRG, A1); IIB.Set_Source(A1, R); IIB.Set_T arget (A1, R1);

IIB.Set_Distance(A1, 1); IIB.Set_Relevance
(
A1,

n1
n1+n2

)
;

IIB.Set_Relev_Inst_Number(A1, n1);
IIB.Add_ Arc(SDRG, A2); IIB.Set_Source(A2, R); IIB.Set_T arget (A2, R2);

IIB.Set_Distance(A2, 1); IIB.Set_Relevance
(
A2,

n2
n1+n2

)
;

IIB.Set_Relev_Inst_Number(A2, n2);
IIB.M.SoM := IIB.M.SoM ∪ {〈R1, R2, R, RootCreate〉};
IIB.M.SoV := IIB.M.SoV ∪ {D_RootCreate(R1, R2, R)}

end

Fig. 3. The SDR network USE
representing a university.

for details about the construction of USX
and USE

from the corresponding information
sources). The global SDR network the proposed algorithm derives is shown in Fig. 4.
Recall that, in these figures, a gray node having name N is used to indicate that the arc
incident onto N must be considered incident onto the corresponding white node having
the same name.
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Fig. 4. The global SDR network.

The algorithm first activates the function Extract_Interesting_Properties on USX
and

USE
; the synonymy dictionary this function derives from is shown in Table 5.5

In addition Extract_Interesting_Properties detects a similarity between the sub-nets
SN1 = 〈Office_ Address −Road −City〉 of USX

and SN2 = 〈Residence −T own−
Street − Zip_Code〉 of USE

.
After that, the function Juxtaposition is activated; it juxtaposes USX

and USE
and

obtains a (temporarily redundant and, possibly, ambiguous) global SDR network UG.
Then, a check is carried out to verify if the roots of USX

and USE
are synonyms or not.

Since they are synonyms, the procedure Create_Root is not activated.
Then, for each pair of synonym nodes stored in the synonymy dictionary,

Merge_Nodes is activated. In particular, when it is called on
Student[UG〈USX

〉 ]
6 and Student[UG〈USE

〉 ], a new node is added to UG; Set_Node_Name

sets its name to Student[UG] whereas Set_Node_Inst_Number sets its number of instances
to the sum of the number of instances of Student[UG〈USX

〉 ] (2000) and Student[UG〈PG〉 ]
(3000). After this, arcs of Student[UG〈USX

〉 ] and Student[UG〈USE
〉 ] are transferred to

Student[UG]. Then Student[SDRG〈USX
〉 ] and Student[SDRG〈USE

〉 ] are deleted from UG.

5 Here and in the following, N[S] indicates node N of the SDR network S.
6 Here and in the following, N[G〈I 〉] indicates node N of the global SDR network G, which has been directly
derived from the corresponding node of the input SDR network I by juxtaposition.
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Table 5. The synonymy dictionary relative to the SDR networks USX
and USE

First node Second node

University[USX
] University[USE

]
Professor[USX

] Professor[USE
]

Student[USX
] Student[USE

]
Course[USX

] Course[USE
]

ID[USX
] Identifier[USE

]
Name[USX

] Name[USE
]

Birthdate[USX
] Birthdate[USE

]
Birthplace[USX

] Birthplace[USE
]

Year[USX
] Year[USE

]
Student_Number[USX

] Student_Number[USE
]

Road[USX
] Street[USE

]
Town[USX

] City[USE
]

Finally, the tuple 〈Student[UG〈USX
〉 ], Student[UG〈USE

〉 ], Student[UG], NodeMerge〉 is added

to the set of mappings and the tupleD_NodeMerge(Student[UG〈USX
〉],Student[UG〈USE

〉],
Student[UG]) is added to the set of views. Merge_Nodes works analogously for the other
pairs of nodes stored in the synonymy dictionary. Since no homonymy has been found
on USX

and USE
, the function Rename_Nodes is not activated.

After all nodes have been examined, if two arcs exist between the same pair of nodes,
they must be merged; this task is carried out by activating the procedure Merge_ Arcs
on them. As an example, due to the merge of Course[UG〈USX

〉 ] and Course[UG〈USE
〉 ]

into Course[UG] and the merge of Prof essor[UG〈USX
〉 ] and Prof essor[UG〈USE

〉 ] into

Prof essor[UG], there are two arcs from Course[UG] to Prof essor[UG], namely
A1 = 〈Course[UG], Professor[UG], [1, 1]〉 and A2 = 〈Course[UG], P rof essor[UG],
[1, 0.9]〉 and the procedure Merge_ Arcs must be activated on them. It adds a new arc
A12 to UG. The source and the target nodes of A12 are Course[UG] and Prof essor[UG],
respectively. The number of relevant instances of A12 is given by the sum of the number
of relevant instances of A1 (200) and that of A2 (270). Since the semantic distance
coefficient of A1 (respectively, A2) is 1 (respectively, 1) and since the number of in-
stances of Prof essor[UG〈USX

〉 ] (respectively, Prof essor[UG〈USE
〉 ]) is 200 (respectively,

250), then the semantic distance coefficient of A12 is 200×1+250×1
450 = 1. Since the num-

ber of instances of Course[UG] is 500, then the semantic relevance coefficient for r12

is 470
500 = 0.94. Finally, A1 and A2 are deleted, the tuple 〈A1, A2, A12, ArcMerge〉 is

added to the set of mappings and the tuple D_ ArcMerge(A1, A2, A12) is added to the
set of views. All the other pairs of arcs connecting a pair of merged nodes are handled
in a similar manner.

As for the other arcs connected to a source node obtained by the merge of two
nodes, the algorithm activates the procedure Update_Coefficients on them. One such
arc is that between Course[UG] and Student[UG] – we call this arc A3 in the follow-
ing. In this case the procedure first determines its source (Course[UG]), its target
(Student[UG]), its semantic distance coefficient (1) and its number of relevant instances
(270). Then it adds a new arc AN from Course[UG] to Student[UG] having the same
semantic distance coefficient and the same number of relevant instances as A3; the
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semantic relevance coefficient is set to 270
500 = 0.54. After this, it deletes A3 from

SDRG and adds the tuples 〈A3, −, AN, ArcChangeCoeff 〉 to the set of mappings and
D_ ArcChangeCoeff (A3, AN) to the set of views.

After all arcs have been examined, the algorithm takes into account sub-net simi-
larities. In particular, it must consider only those pairs of similar sub-nets whose roots
are not synonyms (see Section 5.5); to this aim it activates the function Merge_Sub-nets
on each of these pairs. In particular, when Merge_Sub-nets is activated on SN1 and
SN2, it first determines the roots of SN1 and SN2 (i.e., Office_ Address[SDRG〈USX

〉 ] and

Residence[UG〈USE
〉 ], respectively). After this, a root node, named Addresses, is added to

UG. The number of instances of Addresses[UG] is 10 + 250 = 260. Arcs incoming into
Office_ Address[UG〈USX

〉 ] and Residence[UG〈USE
〉 ] are transferred to Addresses[UG].

In addition, the arc A, linking Addresses[UG] and Office_ Address[UG〈USX
〉 ], is added;

its semantic distance coefficient is set to 1; its semantic relevance coefficient is set to
10

10+250 = 0.04 and its number of relevant instances is set to 10. Analogously, an arc A′,
linking Addresses[UG] to Residence[UG〈USE

〉 ], is added to UG; the semantic distance

coefficient of A′ is set to 1; its semantic relevance coefficient is set to 250
10+260 = 0.96

whereas its number of relevant instances is set to 250.
Finally, 〈Office_ Addresses[UG〈USX

〉 ], Residence[UG〈USE
〉 ], Addresses[UG], RootCreate〉 is

added to the set of mappings whereas D_RootCreate(Office_ Address[UG〈USX
〉 ],

Residence[UG〈USE
〉 ], Addresses[UG]) is added to the set of views.

Observe that the algorithm returns a global SDR network that uniformly represents
both USX

and USE
. It is worth pointing out that the construction of the global SDR

network led us also to obtain the set of mappings and the set of views which can be
exploited for improving access transparency to data sources under consideration.

7. Quality of Results

7.1. Stability of Inter-source Property Derivation Against LSPD Errors

In order to verify the stability of our techniques against errors potentially occurring in
LSPD coefficients, we have carried out some sensitivity analyses. In performing such
a task we have considered various cases. For each of them we have measured some
parameters, namely, maximum increment, mean variation and maximum decrement in
returned plausibility coefficients, changes of similarity threshold values and differences
in the set of recognized synonymies (recall that, in our derivation approach, synonymy
threshold values are dynamically computed and that all coefficients belong to the real
interval [0, 1]).

As for errors on LSPD coefficients provided by the expert, to understand the influence
of such errors we have considered a percentage of wrong entries equal to (i) 10%, (ii)
30%, (iii) 50% of the total. For each of these cases we have considered six situations:
(a) all wrong entries are underestimated by 10%; (b) all wrong entries are overestimated
by 20%; (c) all wrong entries are underestimated by 40%; (d) all wrong entries are
overestimated by 40%; (e) half of the wrong entries are underestimated by 20% and half
of them are overestimated by 20%; (f ) half of the wrong entries are underestimated by
40% and half of them are overestimated by 40%.
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Table 6. Values of quality parameters for case (i)

(a) (b) (c) (d) (e) (f)

Maximum increment 0.000 0.000 0.000 0.056 0.000 0.000
Mean variation 0.000 −0.008 −0.009 −0.009 −0.001 −0.009
Maximum decrement 0.000 0.006 0.000 0.012 0.000 0.006
Synonymy threshold change 0.000 −0.009 0.000 −0.013 −0.001 −0.011
Differences of recognized synonymies None None None None None None

Table 7. Measures of the soundness and completeness of our approach

Soundness Completeness

Synonymies 98% 92%
Homonymies 98% 98%
Object cluster similarities 96% 88%

Results of our experiments for cases (i)(a–f ) are provided in Table 6. Due to space
limitations, we cannot show here all details about the other computations. The interested
reader can find them in Ursino (2000).

The examination of all such experiments has shown that our inter-source property
techniques present a good stability w.r.t. the errors in providing LSPD entries. Even
if errors occur when the LSPD is constructed, the changes in the obtained plausibility
values yielded by our techniques are generally quite small. In addition, even if changes
in the obtained plausibility values are significant (i.e., greater than 5%), recognized
synonymies do not necessarily change, since our thresholds are dynamic, being com-
puted as functions of plausibility coefficients.

7.2. Soundness and Completeness

In Table 7 we present a brief summary about the quality of results obtained by running
our inter-source property derivation algorithm. In the table we measure their sound-
ness and completeness. In particular, the soundness lists the percentage of properties
returned by our techniques agreeing with those provided by human experts, whereas
the completeness lists the percentage of returned properties w.r.t. the set of properties
provided by the human experts. In order to verify how much the soundness and the
completeness figures vary with the modifications in the LSPD precision, we conducted
a further set of experiments for several data source families. In particular, we considered
the following set of variations in the LSPD: (i) 10% of entries are underestimated by
20%; (ii) 10% of entries are overestimated by 40%; (iii) 10% of entries are underesti-
mated by 60%; (iv) 30% of entries are underestimated by 20%; (v) 30% of entries are
overestimated by 40%; (vi) 30% of entries are underestimated by 60%; (vii) 50% of
entries are underestimated by 20%; (viii) 50% of entries are overestimated by 40%; (ix)
50% of entries are underestimated by 60%. Figure 5 shows results relative to sound-
ness and completeness variations. Note that even relatively significant variations in the
LSPD did not substantially affect either soundness or completeness. This is mainly
due to the dynamic computation of the thresholds for selecting final properties, making
our technique able to adaptively reconfigure its behavior against limited variations in
the values of LSPD entries so that yielded results do not change much. This confirms
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Fig. 5. Variations of soundness and completeness w.r.t. variations in the LSPD.

that the results produced by our technique are largely influenced by the structure of
the objects belonging to analyzed schemes and of their dependencies, which together
determine scheme semantics, rather than syntactic characteristics that are found therein
(specifically, object names).

Finally, it is worth pointing out that soundness and completeness are related to
dynamic thresholds. Due to space limitations, we cannot describe here the structure of
such thresholds; the interested reader can find it in Palopoli et al. (2001b). However,
we observe that, if we want a higher completeness, it is necessary that threshold value
decreases; in this case, however, the soundness degree becomes smaller. Vice versa, if
thresholds are increased, the soundness becomes higher and the completeness becomes
smaller. In our opinion, our choices concerning thresholds allow us to obtain a good
trade-off between soundness and completeness.

Finally, observe that the completeness associated with sub-net similarities is smaller
than that relative to synonymies and homonymies. This behavior is justified by consid-
ering that the number of sub-net pairs relative to two data sources is exponential w.r.t.
the number of objects represented in those sources (see Section 3.2). As a consequence,
in order to make our approach feasible, we have designed a heuristics which returns a
polynomial number of promising pairs; we compute the similarity degree only for these
pairs. As for soundness and completeness of the integration, it is worth observing that if
a similarity is not detected by our derivation technique the integration algorithm does not
merge the corresponding concepts. The corresponding global scheme will be redundant
in some parts but it will not present errors. Vice versa, if a returned similarity is not
correct, it could produce errors in the global scheme, thus influencing the soundness of
the whole approach; for this reason we require a human expert for validating obtained
similarities before starting the integration activity.

Obviously, if we increase the value of the threshold, the soundness of the properties
will be higher and the human expert required contribution would be smaller; however,
in our opinion, this is not the right way to operate because:

• The completeness is reduced and, therefore, a greater number of existing properties
would not be derived.

• It was shown that purely structural considerations are not sufficient to derive inter-
source properties (Fankhauser et al., 1991); as a consequence, in their extraction,
it is necessary to consider a semantic component reflecting the way the reality of
interest has been represented by designers (in our approach the semantic component is
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represented by the concept of neighborhood and we take it into account by computing
the similarities of neighborhoods when we determine the similarity of two objects
(see Section 3.1). The presence of a semantic and, in some way, subjective component
in the computation of inter-source properties makes it impossible to have a formal
proof of their soundness (i.e., the limit of soundness tends to 1 but it is impossible to
formally prove that soundness is 1). Such reasoning is evidence that a human expert
validating the properties is, in any case, necessary.

• Since human validation is required, we prefer to have a certain trade-off between
soundness and completeness so that the number of properties to examine is quite low
and almost all of them are correct.

7.3. Time and Space Complexity

The time complexity of our algorithm for constructing the global represen- tation of two
SDR networks SDR1 and SDR2 is polynomial in the number of nodes Num1 of SDR1
and Num2 of SDR2.

In more detail, the function Extract_ Interesting_ Properties is polynomial in
Num1 and Num2, Juxtaposition is quadratic in Num1 and Num2, and the merge of
both synonym nodes and arcs and similar sub-sources is quadratic in Num1 and Num2.

The space complexity of our algorithm for constructing the global representation
of two SDR networks SDR1 and SDR2 is quadratic in the number of nodes Num1 of
SDR1 and Num2 of SDR2.

8. Comparisons Between our Approach and Related Ones

In our opinion, since the SDR network model is well suited for uniformly handling data
sources with heterogeneous representation formats (see Section 2), our SDR network-
based intensional integration approach appears particularly adequate as a fourth-
generation integration tool. In this section we provide a complete comparation between
the features of our approach and the main characteristics of the other fourth-generation
integration tools described in Section 1.3.

MOMIS (Bergamaschi et al., 2001). Both the MOMIS approach and our own exploit a
semantically rich conceptual model for deriving and representing the semantics of each
involved data source. Both of them allow the semi-automatic extraction of inter-source
properties relating concepts (or sub-schemes) of data sources at the conceptual level.
Both of them allow a representation of the mapping between the data at the sources
and the integrated representation. As for differences, the conceptual model exploited
by MOMIS is object-oriented, whereas that used by our approach is graph-based; in
addition, the approach we propose detects not only synonymies and homonymies but
also sub-source similarities which MOMIS does not take into account.

TSIMMIS (Garcia-Molina et al., 1997). Both TSIMMIS and our approach allow the
construction of a mediator carrying out the integration of a group of data sources being
heterogeneous in their structure, semantics and data representation formats. However,
some differences can be noticed between the two approaches. Indeed, TSIMMIS exploits
the OEM conceptual model for representing involved sources; our approach uses the
SDR network, which is capable of uniformly handling various source formats. TSIMMIS
is based on a structural approach whereas our approach is semantic.
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Clio (Haas et al., 1999). The main difference between the Clio approach and our own
is that Clio handles together, via a uniform mechanism, both scheme transformations
and data transformations within the integration task. This is done by exploiting object-
extended SQL functionalities at both the wrappers level and the middleware level.
However, users must supply the so-called column level value correspondencies, i.e.,
concept synonymies. Therefore Clio does not take into account sub-source similarities
and also concept synonymies are provided manually by the expert. On the contrary, our
approach autonomously derives all inter-source properties necessary for obtaining the
global representation. Finally, data transformations are not handled by our approach
but, conversely, we are able to handle a larger variety of structural and semantic hetero-
geneities.

LSD (Doan et al., 2001). There are several differences between the approach pro-
posed in LSD and our own. First, it exploits machine learning techniques, whereas
we use graph-based techniques to derive source semantics and inter-relationships be-
tween concepts. LSD is able to handle just XML documents, whereas we can manage
sources characterized by heterogeneous data definition formats. LSD looks for mappings
between source schemes and the global scheme, but does not derive the global scheme;
on the contrary, we derive a global representation of input data sources, thus generating
the mappings. Moreover, LSD is capable of deriving only 1–1 mappings between the
elements of two XML documents and does not consider sub-source similarities possibly
existing between input sources. However, mappings extracted by LSD are supported by
source data analysis and, moreover, they are associated with plausibility coefficients
indicating the confidence of the learner with that mapping.

SKAT (Mitra et al., 1999).The approach exploited in SKAT is similar to our own in
that it is semi-automatic, exploits graphs to represent information sources and looks
at both concept and sub-source similarities to derive the matchings. Moreover, it uses
on-line dictionaries to determine term-based matching rules. The main differences be-
tween the approach implemented in SKAT and our own are the following. First, the
result of SKAT is a unified representation of only those portions of sources found to
match, whereas we obtain a uniform and global representation of all the input sources.
Moreover, in SKAT, graph representation of web sources consists of one node per web
page, whereas we derive one graph representation for each web page; in this way we
are able to obtain more refined representations of involved sources. Finally, SKAT ex-
ploits first-order logic rules to express derived matchings. This allows SKAT to represent
possibly complex relationships between concepts, but makes necessary a heavy inter-
vention of human experts in the derivation phase of such relationships. On the contrary,
we represent relationships between concepts, or group of concepts, by means of tu-
ples, but human intervention is required only in the validation of automatically derived
matchings.

SIMS/Ariadne (Arens et al., 1993). Both the Ariadne approach and that which we
present in this paper allow creation of a unified view of a set of semi-structured infor-
mation sources. However, Ariadne deals with HTML information sources whereas the
SDR network handles a large variety of source formats. Ariadne derives only textual
inter-source properties since it considers concept names, acronyms, abbreviations and
phrase orderings. For deriving them it exploits information retrieval techniques. Vice
versa, inter-source properties which our approach derives are both structural and seman-
tic. Finally, the engine underlying Ariadne is based on Description Logics whereas our
approach is graph centered.
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GARLIC (Roth and Schwarz, 1997). The approach underlying GARLIC is quite differ-
ent from our own. First, in GARLIC, the global scheme is obtained manually whereas
our approach is semi-automatic. Moreover, GARLIC exploits object-oriented features
for describing source data, whereas our model is graph-based. Actually, the GARLIC
approach could be exploited as a complement to our own to answer queries posed on
the global representation we automatically derive.

DLR (Calvanese et al., 1998). The approach of DLR and our own present some similar-
ities in that: (i) they exploit a semantically rich representation of involved data sources
through a common conceptual model which is used for deriving and representing the
semantics of each involved data source; (ii) they construct an integrated and unified
representation of the involved data sources which is used for querying the integration
systems; (iii) they provide the mappings between the data at the sources and the inte-
grated representation. However, some differences exist between DLR and our approach
in that (i) DLR has a greater expressive power as opposed to the SDR network (ex-
cept that plausibility factors are not provided) but, because of this, is more demanding
from the computational complexity viewpoint; (ii) no approach is proposed by DLR for
extracting inter-source properties relating either concepts or sub-schemes or data sources
at the conceptual level.

CUPID (Madhavan et al., 2001). The approach underlying Cupid and our own share
some peculiarities; indeed both of them (i) operate at the intensional level, (ii) exploit
graph-based techniques for representing source schemes, (iii) derive inter-source prop-
erties, and (iv) exploit both structural and semantic analyses for deriving similarities.
The most relevant difference between Cupid and our approach consists in their main
focus; indeed, Cupid has been mainly conceived for carrying out a generic scheme
match activity even if the integration task is also studied. The approach we present in
this paper is mainly focused on scheme integration, and the extraction of inter-source
properties is considered as a step of the integration activity. Another difference between
the two approaches is due to the fact that Cupid also exploits linguistic considerations
for deriving similarities, in addition to structure and semantics considerations; our ap-
proach, instead, integrates structure and semantic similarities with information derived
from relevance which takes into account both the structure degree of the information
sources and the instances associated with each concept.

9. A Prototype Implementing the Proposed Approach

In this section we describe the behavior of the prototype implementing the approach for
data source integration presented in this paper.

The prototype receives an intensional information base, storing information about
involved data sources and their inter-source properties. Since an intensional information
base could store information about many data sources, it is necessary to allow the user to
choose the data sources he/she wants to integrate. The form for carrying out this task is
depicted in Fig. 6. Interestingly enough, the prototype also allows that the data sources
to integrate are, in their turn, integrated data sources; in this way it is possible to handle
various levels of integration.

After the user has selected the data sources to integrate, he/she is required to choose
the name of the integrated SDR network.

At this point, the prototype begins to construct the integrated SDR network. The
first task of this process consists of translating the data sources chosen by the user
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Fig. 6. Choice of the data sources to integrate.

Fig. 7. Presentation of derived synonymies.

into the corresponding SDR networks; after this, synonymies, homonymies and sub-
source similarities relative to these sources are computed. Figure 7 shows how derived
synonymies are presented to the user. After these properties have been validated by the
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Fig. 8. Choice of the tracing level and file.

Fig. 9. Examination of the tracing file.

user, the involved SDR networks are first juxtaposed and, then, normalized. The first
step of their normalization consists of deriving its root; in order to decide the name of
the root, user support may be required.
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After this, the prototype examines the nodes of the SDR network to integrate; in
particular, it takes into account synonymies and homonymies for deciding both the
nodes to merge and those to rename. The support of the user is required only when the
names of the newly created nodes cannot be automatically determined.

Next, SDR network arcs are analyzed for eliminating inconsistencies; this phase is
completely automatic.

Finally, sub-nets are examined for merging the similar ones. During this phase, it
might be necessary to create a new sub-net root; as in the previous cases, if the name of
the root cannot be automatically determined, the prototype requires user support.

The final integrated SDR network, along with the set of mappings and the set of
views, are stored in the intensional information base. In addition, all this information,
along with a tracing of the various operations the prototype has carried out, is stored in
a suitable file. The tracing can be executed at various abstraction levels. The user can
choose both the desired abstraction level and the file which the tracing must be stored on;
Fig. 8 illustrates the corresponding form whereas, in Fig. 9, a fragment of the resulting
tracing file is shown.

10. Conclusions

In this paper we have proposed an approach for the construction of a global representa-
tion of data sources having different data representation formats. The proposed approach
exploits a conceptual model which allows uniform representation of data sources under
consideration as well as reconstruction of their intra-source and inter-source semantics.
It enriches the constructed global representation with two support structures allowing
improvement of access transparency to stored information, namely, a set of mappings,
encoding the transformations carried out during the construction of the global repre-
sentation, and a set of views, allowing to obtain instances of the concepts of the global
representation from instances of the concepts of the input data sources. We have also
described a prototype implementing the proposed approach.

Currently, we are studying the possibility of applying the same guidelines (i.e., the
exploitation of both SDR networks and the intensional information base) for defining
semi-automatic approaches aimed at carrying out other kinds of transformations on
data sources (e.g., the abstraction of a global data source; Palopoli et al., 2001a), the
construction of a hierarchy of clusters of SDR networks allowing their categorization
on the basis of their structural and semantic content.

In the future we plan to extend the integration and, more in general, the cooperation
of a set of information sources taking into account not only their structural and semantic
information content but also the perception the user has of the information stored in a
source. As an example, consider the information stored in a site, say Ferrari. A Formula
1 fan is particularly interested in information about grand prix; a car collector probably
examines the site for information about the last model of cars realized by Ferrari; finally,
a shareholder is interested in Ferrari sales. This simple example clearly shows that the
same information source could be perceived in different ways by different customers
and, in our opinion, this fact heavily influences information source cooperation. As an
example, if we consider the site categorization, a fan puts the site in the category sport,
a car collector associates it with the category car model, and a shareholder puts it in the
category stock exchange. In our opinion the capability to handle the integration and co-
operation of information sources taking into account how they are perceived by the user
could be obtained by enriching the SDR network with features specifically conceived
for handling how a user perceives the information source she/he visits. We argue that
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this is an extremely challenging issue which could enable the construction of suitable
personalized front-ends to a large set of systems such as data and web warehouses, co-
operative information systems, e-commerce sites, web portals, etc., which are capable
of adapting themselves to the profiles of the user accessing them.

Acknowledgements. The authors thank Luigi Palopoli for many inspiring discussions about the
arguments of the paper.
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Appendix: Constructing an SDR Network from Pre-existing
Data Sources

A.1. Constructing an SDR Network from an XML Document

In defining rules for constructing an SDR network Net(D) = 〈NS(D), AS(D)〉 from
an XML document D, it is useful to assume the availability of the corresponding DTD.
This produces a speed-up for the construction process; however, it is not strictly needed.
Indeed, all DTD information necessary for obtaining the SDR network can be inferred
directly from the XML document with some additional computational costs.

A.1.1. Definition of the SDR Network Nodes

Recall that the set NS(IS) of nodes of the SDR network Net(IS), associated with an
information source IS, is the union of two sets NSC(IS) and NSA(IS), where NSC(IS)
denotes complex nodes, whereas NSA(IS) indicates atomic nodes.

In order to obtain NS(D), we examine the DTD associated with D. Each node in
NSC(D) is obtained from a non-terminal element of the DTD. Vice versa, each node of
NSA(D) is derived from either an attribute or a terminal element of the DTD, with the
following exceptions:

1. IDREF and IDREFS attributes do not have an associated node since they denote links
between elements and, therefore, they are directly represented by arcs in Net(D).

2. If two or more attributes of different elements have the same name, all of them are
represented in Net(D) by a unique node in NSA(D).

3. If an attribute has the same name as an (either terminal or non-terminal) element, it
is represented in Net(D) by the node associated with that element.7

Finally, in order to derive the number of instances associated with each node, it is
necessary to count the instances relative to the corresponding concepts within the XML
document.

A.1.2. Definition of the SDR Network Arcs

In this section we illustrate how the set of arcs AS(D) of Net(D) can be derived from
D. In the following we use the same symbol to indicate an element (respectively, an
attribute) of D and the corresponding node in Net(D).

AS(D) is the union of the sets ASN(D) and ASR(D). Arcs belonging to ASN(D),
called nesting arcs, are obtained from nesting relationships. An arc 〈S, T , LST 〉 is added
to ASN(D) if either: (i) T is a sub-element of the element S, or (ii) T is an attribute
associated with the element S and its type is different from both IDREF and IDREFS.
Therefore, ASN(D) can be obtained by examining the DTD only.

Arcs belonging to ASR(D), called reference arcs, are derived from IDREF and
IDREFS attributes. In particular, given an IDREF or an IDREFS attribute of an element
S, referencing one or more instances of an element T , we associate a reference arc from
the SDR network node S to the SDR network node T . Since IDREF and IDREFS

7 Recall that, in the DTD, two elements cannot have the same name.
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attributes are untyped, only the source nodes of the arcs of ASR(D) can be derived
from the DTD; for determining the target nodes, we clearly need to analyze the ‘data
component’, that is, the XML document.

A.1.3. Definition of the Labels Associated with the SDR Network Arcs

Consider an arc 〈S, T , LST 〉 belonging to AS(D) (recall that LST = [dST , rST ], where
dST is the semantic distance coefficient and rST is the semantic relevance coefficient).
In the following, we use the term ‘concept’ to indicate elements and attributes defined
in a DTD and we call objects the corresponding instances represented in the associated
XML document.

Definition A.1. Let D be an XML document. An object O ′ is a component of an object
O if either (i) O is the instance of an element E, O ′ is the instance of an element E′
and E′ is a sub-element of E, or (ii) O is the instance of an element E and O ′ is the
instance of an attribute A of E.

The function comp(O) can then easily be defined, which, given an object O, returns
the set of its components.

Definition A.2. Let D be an XML document and let Net(D) be the corresponding
SDR network. Let N be a node of Net(D). The XML-Assoc-ObjSet of N is the set of
instances of the concept which N has been derived from.8

Consider now the following sets of nodes:

• NSS denoting the XML-Assoc-ObjSet of S;

• NST denoting the XML-Assoc-ObjSet of T ;

• RNSS,T denoting the set of objects Oi ∈ NSS such that, for at least one object
O ∈ NST , O ∈ comp(Oi).

The semantic distance coefficient dST for S and T is defined as:

dST =
∑

Oi∈RNSS,T
γxml(Oi, T )

|RNSS,T |
where:

8 Note that, in some situations, N may be obtained from two or more concepts (e.g., when an attribute and
an element have the same name). In this case, the XML-Assoc-ObjSet of N consists of the set of instances of
all concepts which N has been derived from.
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γxml(Oi, T ) =




0 if ∃p such that p ∈ NST , p ∈ comp(Oi), p is an attribute
different from IDREF or IDREFS and 	 ∃q such that

0.25 q ∈ NST , q ∈ comp(Oi), q 	= p if ∃p such that p ∈ NST ,
p ∈ comp(Oi), p is a terminal element and 	 ∃q such that
q ∈ NST , q ∈ comp(Oi), q 	= p, q is either an element
or the object referred to by an IDREF or IDREFS

attribute of Oi

0.5 if ∃p, q such that p ∈ NST , q ∈ NST , p ∈ comp(Oi),
q ∈ comp(Oi), p 	= q, p and q are terminal elements and
	 ∃r such that r ∈ NST , r ∈ comp(Oi), r is either a non-
terminal element or the object referred to by an IDREF

or IDREFS attribute of Oi

1 if ∃p such that p ∈ NST , p ∈ comp(Oi) and either p is a
non-terminal element or p is the object referred by an
IDREF or IDREFS attribute of Oi

The reasoning underlying the definition of dST is as follows: an attribute directly
defines a property of an element and, therefore, is part of the element itself; as a con-
sequence the semantic distance associated with it is 0. A terminal sub-element directly
defines the concept associated with it; vice versa a non-terminal sub-element defines the
concept associated with it by means of the set of its sub-elements. Thus, given an ob-
ject O (belonging to RNSS,T ), a terminal sub-element O ′ (belonging to both NST and
comp(O)) is semantically closer to O than a non-terminal sub-element O ′′ (belonging
to both NST and comp(O)). Moreover, if two or more terminal sub-elements with the
same name are components of the same element O, we can conclude that one of them
alone is not enough to completely specify a given property of O whereas they, as a
whole, do specify this property. In this case the semantic distance between each of these
terminal elements and O is intermediate w.r.t. the distances defined for single terminal
elements and non-terminal ones. IDREF and IDREFS attributes generally represent
relationships between elements; thus the semantic distance between an element O, hav-
ing an IDREF or an IDREFS attribute, and the referred one can be assumed to be
the same as that defined between non-terminal elements.

As far as the semantic relevance coefficient is concerned, we have:

rST = |RNSS,T |
|NSS |

This formula directly derives from the definition of the semantic relevance of T w.r.t.
S as the participation degree of the concept associated with T in defining the concept
associated with S, that is, the fraction of instances of the concept denoted by S whose
complete characterization requires at least one instance of the concept represented by
T .

In several cases rST can be immediately obtained by exploiting the following prop-
erty.

Property A.1. The semantic relevance coefficient rST is equal to 1 when either T is a
#REQUIRED attribute, or T is an attribute having a default value, or T is a sub-element
which an operator + is associated with in the DTD.
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<!DOCTYPE University [ <!ATTLIST Course
<!ELEMENT Professor (Phone+, e-mail*, Project*, OfficeAddress)> ID ID #REQUIRED

<!ATTLIST Professor Name CDATA #REQUIRED
ID ID #REQUIRED Responsible IDREF #REQUIRED
Name CDATA #REQUIRED Propaedeutic_Courses IDREFS #IMPLIED
Birthdate CDATA #IMPLIED Propaedeutic_For IDREFS #IMPLIED
Birthplace CDATA #IMPLIED >
Teaches_in IDREFS #IMPLIED <!ELEMENT Year (#PCDATA)>
Papers IDREFS #IMPLIED <!ELEMENT Student_Number (#PCDATA)>

> <!ELEMENT Argument (#PCDATA)>
<!ELEMENT Phone (#PCDATA)> <!ELEMENT Student (Address, Thesis?)>
<!ELEMENT e-mail (#PCDATA)> <!ATTLIST Student
<!ELEMENT Project (#PCDATA)> ID ID #REQUIRED
<!ATTLIST Project Name CDATA #REQUIRED

Starting_Date CDATA #IMPLIED Birthdate CDATA #IMPLIED
Ending_Date CDATA #IMPLIED Birthplace CDATA #IMPLIED

> Enrollment_Year CDATA #IMPLIED
<!ELEMENT OfficeAddress(#PCDATA)> Exams IDREFS #IMPLIED
<!ATTLIST OfficeAddress Attended_Courses IDREFS #IMPLIED

Road CDATA #REQUIRED >
City CDATA #REQUIRED <!ELEMENT Address (#PCDATA)>

> <!ELEMENT Thesis (Title, Topic+)>
<!ELEMENT Paper (#PCDATA)> <!ELEMENT Title (#PCDATA)>
<!ATTLIST Paper <!ELEMENT Topic (#PCDATA)>

ID ID #REQUIRED <!ELEMENT Exam (Date, Grade)>
Authors IDREFS #REQUIRED <!ATTLIST Exam
Type (Journal|Conference) ‘‘Journal’’ ID ID #REQUIRED
Volume CDATA #REQUIRED Student IDREF #REQUIRED
Pages CDATA #REQUIRED Course IDREF #REQUIRED

> >
<!ELEMENT Course (Year?, Student_Number?, Argument+)> <!ELEMENT Date (#PCDATA)>

<!ELEMENT Grade (#PCDATA)>
]>

Fig. 10. An XML document representing the web site of a university.

The time complexity for constructing an SDR network from an XML document is
quadratic in the number of instances. Vice versa, the space complexity for carrying out
the same task is constant.

In order to construct an SDR network from an XML document no human intervention
is required. Indeed, all the rules for carrying out such a task are based on the structure
of both the DTD and the corresponding XML document; as a consequence, these rules
may be executed by an automatic parser.

As an example, consider the XML document DTD UX depicted in Fig. 10 and
representing a web site relative to a university (due to space limitations we do not
show the corresponding XML document). The corresponding SDR network UX_SDR is
illustrated in Fig. 1.

A.2. Constructing an SDR Network from an E/R Scheme

The entity-relationship model is quite different from both the OEM and the XML con-
ceptual models. Indeed, it has been designed for representing structured information
sources; in addition, while in XML and OEM conceptual models the relationships are
implicitly represented as labeled references, the E/R model represents them explicitly;
moreover, they can have attributes. Finally, the E/R model provides is-a relationships
which do not directly correspond to any construct of either XML or OEM.

In the translation rules that we are presenting below, we try to achieve the sim-
plest possible structure of the obtained SDR network. In particular, whenever possible,
we translate relationships simply as arcs connecting nodes corresponding to involved
entities (this cannot be done for many-to-many relationships with attributes).

Analogously to the previous cases, the process of constructing the SDR network
Net(ER) = 〈NS(ER), AS(ER)〉 corresponding to an E/R scheme ER consists of three
steps that derive nodes, arcs and labels of the SDR network, respectively. In the following,
without loss of generality, we can assume that all n-ary relationships occurring in an
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input E/R scheme have been suitably transformed into binary ones. In addition, when
referring to the SDR network resulting from the translation of an E/R scheme, we will
use the term ‘entity’ (respectively, ‘relationship’, ‘attribute’) also for denoting the SDR
network node corresponding to an entity (respectively, a relationship, an attribute).

A.2.1. Definition of the SDR Network Nodes

Note that there exists a semantic correspondence holding for E/R attributes, OEM atomic
nodes and XML attributes as well as among E/R entities, OEM complex nodes and XML
non-terminal elements. Therefore, the rules for obtaining the set NS(ER) of nodes of the
SDR network Net(ER), corresponding to an E/R scheme ER, are analogous to those
used for deriving the sets NS(D) and NS(G) of nodes of the SDR networks Net(D)
and Net(G), corresponding to an XML document D illustrated in Section A.1.1. In
particular, the set NS(ER) consists of the union of two sets of nodes:

NS(ER) = NSC(ER) ∪ NSA(ER)

where NSC(ER) is the set of complex nodes whereas NSA(ER) is the set of atomic
nodes. A node of NSA(ER), named M , is created for each set of attributes in ER
sharing the same name, say M . A node of NSC(ER) is created for each entity or for
each many-to-many relationship with attributes occurring in ER.

In order to obtain the number of instances associated with each node, it is necessary
to consider the instances relative to the corresponding concepts within the associated
databases.

As a consequence of the reasoning of Section A.2, in order to achieve the simplest
possible structure for the resulting SDR network, both one-to-one and one-to-many and
many-to-many relationships without attributes occurring in ER are not represented by
nodes in Net(ER).

A.2.2. Definition of the SDR Network Arcs and Labels

Let ER be an E/R scheme and let Net(ER) be the corresponding SDR network. The
rules for obtaining the set AS(ER) of SDR network arcs of Net(ER) and the cor-
responding labels have been defined by taking into account that (i) an E/R scheme
represents a structured information source and, consequently, all entity instances have
the same structure (and this simplifies the computation of labels of AS(ER)); (ii) both
one-to-one and one-to-many and many-to-many relationships without attributes are rep-
resented by SDR network arcs.

In more detail, the arcs of Net(ER) and the corresponding labels are constructed
by applying the following rules:

• There is an arc from an entity to each of its attributes; this arc has the semantic distance
coefficient set equal to 0 and the semantic relevance coefficient set equal to 1 since
each instance of an entity is associated with exactly one instance of the attribute.

• If R is a relationship from Ei to Ej without attributes, it is represented by both an arc
Aij from Ei to Ej and an arc Aji from Ej to Ei . The semantic distance coefficient of
both Aij and Aji is 1 whereas the semantic relevance coefficient of Aij (respectively,
Aji) is equal to the fraction of instances of Ei (respectively, Ej ) connected to at least
one instance of Ej (respectively, Ei).

• If R is either a one-to-one or a one-to-many relationship with attributes, it can be
translated as in the previous case.
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Fig. 11. The E/R diagram UE/R relative to a university.

• If R is a many-to-many relationship with attributes, it is represented by an SDR
network complex node. In Net(ER), there is an arc Air from Ei to R, an arc Arj

from R to Ej , an arc Ajr from Ej to R and an arc Ari from R to Ei . The semantic
distance coefficients of all these arcs are 1; the semantic relevance coefficient of Arj

(respectively, Ari) is 1 since each instance of R is linked to exactly one instance of
Ej (respectively, Ei). The semantic relevance coefficient of Ajr (respectively, Air )
is equal to the fraction of instances of Ej (respectively, Ei) taking part in R.

Finally, let Ei and Ej be two entities of ER such that an is-a relationship exists
from Ej to Ei . This particular relationship is translated in Net(ER) by a pair of arcs:
the first one, from Ej to Ei , has a semantic distance coefficient equal to 0, since the
knowledge of Ei is necessary for characterizing Ej (e.g., attributes of Ei are inherited
by Ej ), and a semantic relevance coefficient equal to 1, since each instance of Ej

requires, for its complete definition, an instance of Ei . The second arc, from Ei to
Ej , has a semantic distance coefficient equal to 1, since the knowledge of Ej is not
necessary for characterizing Ei , and a semantic relevance coefficient equal to the ratio
between the number of instances of Ej and that of Ei ; indeed, this quantity represents
the fraction of instances of Ei whose complete definition requires at least one instance
of Ej .

The time complexity for constructing an SDR network from an XML document is
linear in the number of instances. The space complexity for performing the same activity
is constant.

The construction of an SDR network from an E/R scheme depends only on the
structural characteristics of the scheme; as a consequence, it can be automatically carried
out by a parser and no human intervention is required.

As an example, consider the E/R scheme UE/R , depicted in Fig. 11 and represent-
ing the conceptual scheme of a university database. The corresponding SDR network
UE_SDR is illustrated in Fig. 3.
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