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Abstract Two results about the multiplicity of nontrivial periodic bouncing solutions for sublinear

damped vibration systems −ẍ = g(t)ẋ + f(t, x) are obtained via the Generalized Nonsmooth Saddle

Point Theorem and a technique established by Wu Xian and Wang Shaomin. Both of them imply the

condition “f ≥ 0” required in some previous papers can be weakened, furthermore, one of them also

implies the condition about ∂F (t,x)
∂t

required in some previous papers, such as “| ∂F (t,x)
∂t

| ≤ σ0F (t, x)”

and “| ∂F (t,x)
∂t

| ≤ C(1 + F (t, x))”, is unnecessary, where F (t, x) :=
∫ x

0
f(t, s) ds, and σ0, C are positive

constants.
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1 Introduction

This paper is devoted to the solutions of

−ẍ = g(t)ẋ + f(t, x), if t ∈ R \ W, (1.1)

satisfying ⎧
⎪⎪⎨

⎪⎪⎩

ẋ(t−) = −ẋ(t+), if t ∈ W,

x(t) ≥ a0, ∀t ∈ R,

x(t) = x(t + T ), ∀t ∈ R,

(1.2)

where a0 is an arbitrary given constant, T >0, W := {t ∈ R |x(t) = a0}, f ∈ C(R × [a0, +∞), R)
is T -periodic in t for every x ≥ a0, g ∈ C(R, R) is also T -periodic with G(T ) = 0, where G(t) :=
∫ t

0
g(s) ds, ẋ(t0−) and ẋ(t0+) are left-derivative and right-derivative of x at t0 respectively.
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Definition 1.1 ([16, Definition 1.1]) Continuous map x : R → R is a nontrivial periodic
bouncing solution of system (1.1) with collision axis at x = a0, if it satisfies (1.1), (1.2) and

(i) the set W is discrete and nonempty,

(ii) there exists at least one t0 ∈ W such that ẋ(t−0 ) �= 0.

As g ≡ 0, systems having solutions satisfying Definition 1.1 are called the impact Hamilto-
nian systems. As g �≡ 0, the system (1.1) is called the damped vibration systems widely applied
in physics and engineering. In mechanics, (1.1) and (1.2) mean that the particle only moves
in x ≥ a0 and bounces in a perfectly elastic way when it hits the obstacle at equilibrium axis
x = a0.

Impact systems have been considered by numerous authors using topological methods, such
as papers [1, 2, 10, 14–16]. It’s well known that variational methods are powerful tools for
finding solutions of differential equations. But the main difficulties of using variational methods
in studying the solutions for system (1.1) are that action functional is non-differential, and
the set W of a periodic bouncing solution is difficult to be specified. In 1981, Chang ([3])
firstly considered variational methods for non-differentiable functionals and their applications
to partial differential equations, so it is possible to apply the variational methods to study the
solutions of system (1.1). To the authors’ knowledge, there are two methods to solve the second
difficulty. One needs the following condition (F) or (F2) (see papers [4, 5, 7, 8, 12]), another is
established in [18, Theorem 3.2].

As g ≡ 0 and a0 = 0: in 2006, Jiang ([8]) overcame some technical difficulties and took the
lead in applying variational methods to study the multiplicity of bouncing solutions for system
(1.1) with the classical superquadratic condition and condition (F), that is,
(F)

∣
∣
∣
∣
∂F1(t, x)

∂t

∣
∣
∣
∣ ≤ C(1 + F1(t, x)), x ∈ [0, +∞), C > 0,

where F1(t, x) :=
∫ x

0
f(t, s) ds. In 2011, Ding ([4]) considered the existence of subharmonic

bouncing solutions for system (1.1) with sublinear conditions and

F1(t, x)
|x|2α

→ +∞, |x| → +∞, (1.3)

where α ∈ [0, 1). In 2016, Ding et al. ([5]) generalized [4, Theorem 1.3] by weakening condi-
tion (1.3). In 2017, Nie and Guo ([12]) firstly proved a Generalized Nonsmooth Saddle Point
Theorem; as its applications, the multiplicity of periodic bouncing solutions for system (1.1)
was obtained with new sublinear conditions, which generalized [4, Theorem 1.3]. Generally, the
condition “f ≥ 0” is required (see [4, 5, 8, 12, 18] and etc.).

As g ≡ 0 and a0 �= 0: in 2019, Huang and Guo ([7]) considered the multiplicity of periodic
bouncing solutions for system (1.1) with collision axis at x = a0 based on paper [12]. The result
is as follows.

Define set Γ̃ = {h ∈ C([0, +∞), [0, +∞)) |h satisfies (h1) − (h4)}, where

(h1) h(s) ≤ h(t) + C1 for a certain constant C1 > 0 and arbitrary s, t ∈ [0, +∞) with s ≤ t,
(h2) h(s + t) ≤ C2

(
h(s) + h(t)

)
for a certain constant C2 > 0 and arbitrary s, t ∈ [0, +∞),

(h3) th(t) − 2H(t) → −∞ as t → +∞,
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(h4) H(t)
t2 → 0 as t → +∞,

and H(t) :=
∫ t

0
h(s) ds. For example, h(t) = tα (α ∈ [0, 1)) and h(t) = ln(1 + t) are in Γ̃, so

Γ̃ �= ∅.
Theorem 1.2 ([7, Theorem 1.1]) Suppose function f satisfies the following conditions :

(f) there exist two T -periodic functions γ, l ∈ L1
(
[0, T ], (0, +∞)

)
and a function h ∈ Γ̃ such

that

|f(t, |x| + a0)| ≤ γ(t)h(|x|) + l(t), ∀x ∈ R and t ∈ [0, T ],

(F1) the function h coming from condition (f) satisfies

lim
|x|→+∞

1
H(|x|)

∫ T

0

F (t, |x| + a0)dt = +∞ or lim inf
|x|→+∞

1
H(|x|)

∫ T

0

F (t, |x| + a0)dt > 0,

where F (t, x) :=
∫ x

a0
f(t, s) ds,

(F2) function f(t, x) is differentiable in a.e. t ∈ [0, T ] for every x ∈ R and there is a constant
σ0 > 0 such that

∣
∣
∣
∣
∂F (t, x)

∂t

∣
∣
∣
∣ ≤ σ0F (t, x), a.e. t ∈ [0, T ] and x ∈ [a0, +∞),

(B) f(t, x) ≥ 0 holds for all t ∈ [0, T ] and x ≥ a0, furthermore,

lim
x→+∞ f(t, x) = +∞ or lim inf

x→+∞ f(t, x) > 0, ∀t ∈ [0, T ].

Then system (1.1) (with g ≡ 0) possesses non-trivial kT -periodic bouncing solutions xk for any
sufficiently large integer k. Furthermore, ‖xk‖L∞ → +∞ holds as k → +∞.

As g �≡ 0 and a0 = 0: in 2010, Wu and Wang ([18]) obtained the existence and multiplicity of
periodic bouncing solutions for superlinear and asymptotically linear system (1.1) respectively.
In addition, they also proved that sublinear system (1.1) has at least two distinct solutions.
Importantly, during the proof, a new method on how to prove the points in W are isolated was
obtained (see [18, Theorem 3.2]), which leads to the unnecessity of condition (F) or (F2).

In 2015, Wang and Xiao ([17]) established a class of sublinear conditions different from
those in Theorem 1.2 when they studied the existence of periodic solutions for second-order
Hamiltonian systems.

Motivated by the idea in paper [18] and sublinear conditions in paper [17], the multiplicity of
periodic bouncing solutions for system (1.1) will be proved (see Theorem 1.3) under sublinear
conditions similar to those in paper [17] via Generalized Nonsmooth Saddle Point Theorem
proved in paper [12] and a technique in paper [18]. And motivated by the idea in paper [18]
and [7, Theorem 1.1], the multiplicity of periodic bouncing solutions for system (1.1) will be
obtained under conditions (f ′), (F1) and (B′′) (see Theorem 1.4), which generalizes those in
papers [4, 7] and [12], and also implies the condition “f ≥ 0” can be weakened and the condition
(F2) is unnecessary. But the condition (F) or (F2) was generally required (see [4, 5, 7, 8, 12]).

Now, we list the main results as follows.
Define set H = {θ ∈ C([0, +∞), [0, +∞)) | θ satisfies (θ1) − (θ2)}, where
(θ1) θ(s) > 0, ∀s ≥ 0,
(θ2) there exists a constant M0 > 0 such that

∫ t

M0

1
sθ(s) ds → +∞ holds as t → +∞.



Multiplicity of Periodic Bouncing Solutions 1335

Theorem 1.3 Suppose f satisfies the following conditions
(A) there are two functions a1 ∈ C(R+, R+) and b ∈ C([0, T ], R+) with T -periodic such that

|f(t, |x| + a0)| ≤ a1(|x|)b(t), ∀x ∈ R and a.e. t ∈ [0, T ],

(H1) there exist a constant M0 > 0 and a function θ ∈ H with 0 < 1
θ(s) < 2 such that

f(t, x + a0) · x ≤
(

2 − 1
θ(x)

)

F (t, x + a0), ∀x ≥ M0 and a.e. t ∈ [0, T ],

where F (t, x) :=
∫ x

a0
f(t, s) ds,

(H2) limx→+∞
F (t,x+a0)

θ(x) = +∞ holds uniformly for a.e. t ∈ [0, T ],
(B′) limx→+∞ f(t, x) = +∞ or lim infx→+∞ f(t, x) > 0 holds for all t ∈ [0, T ].

Then system (1.1) possesses a non-trivial kT -periodic bouncing solution xk for any sufficiently
large integer k with ‖xk‖L∞ → +∞ as k → +∞.

Theorem 1.4 Suppose f satisfies condition (F1) and the following conditions
(f′) there exist two T -periodic functions γ ∈ L1([0, T ], [0, +∞)), l ∈ L1([0, T ], (0, +∞)) and

a function h ∈ Γ̃ such that

|f(t, |x| + a0)| ≤ γ(t)h(|x|) + l(t), ∀x ∈ R and t ∈ [0, T ],

(B′′) lim infx→+∞ F (t, x) ≥ 0 holds uniformly for a.e. t ∈ [0, T ], furthermore, limx→+∞ f(t,
x) = +∞ or lim infx→+∞ f(t, x) > 0 holds for all t ∈ [0, T ].
Then system (1.1) possesses non-trivial kT -periodic bouncing solutions xk for every sufficiently
large integer k with ‖xk‖L∞ → +∞ as k → +∞.

Remark 1.5 (1) In view of condition (A) and the definition of F , one has

|f(t, |x| + a0)| ≤ a(|x|)b(t), |F (t, |x| + a0)| ≤ a(|x|)b(t), ∀x ∈ R and a.e. t ∈ [0, T ],

where a(s) := max{a1(s), a1(s)s}.
(2) The conditions (B′) and (B′′) imply that the condition “f ≥ 0” required in papers

[4, 5, 7, 8, 12, 18] can be weakened.
(3) In Section 4, there are examples to show that functions satisfying Theorem 1.3 and

Theorem 1.4 do really exist.

2 Preliminaries

Firstly, we recall some notions for locally Lipschitzian functionals. The details can be found in
book [6] and paper [3].

Let E be a real Banach space with the norm ‖·‖ and E∗ be the dual space of E. A functional
ϕ : E → R is called locally Lipschitzian, if for each u ∈ E there exist a neighborhood U of u

and a constant L > 0 such that

|ϕ(w) − ϕ(v)| ≤ L · ‖w − v‖, ∀w, v ∈ U.

The generalized directional derivative ϕ0(x0; v) of functional ϕ at x0 ∈ E in the direction of
v ∈ E is defined as

ϕ0(x0; v) = lim sup
h→0,t→0+

ϕ(x0 + h + tv) − ϕ(x0 + h)
t

,
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and the functional v → ϕ0(x0; v) is subadditive, convex, positively homogeneous and continu-
ous. The generalized gradient ∂ϕ(x0) of ϕ at x0 is the set defined as

∂ϕ(x0) = {w ∈ E∗∣∣〈w, v〉 ≤ ϕ0(x0; v), ∀v ∈ E},
which is a nonempty, convex, and weak*-compact subset of E∗. A point x0 ∈ E is said to be a
critical point of ϕ, if 0 ∈ ∂ϕ(x0).

Definition 2.1 ([6, Definition 2.1.1]) We say that ϕ satisfies nonsmooth (PS) condition, if
every sequence {xn} ⊂ E, such that {ϕ(xn)} is bounded and λ(xn) → 0 holds as n → ∞, has
a strongly convergent subsequence. We say that ϕ satisfies nonsmooth (C) condition, if every
sequence {xn} ⊂ E, such that {ϕ(xn)} is bounded and (1 + ‖xn‖)λ(xn) → 0 holds as n → ∞,
has a strongly convergent subsequence, where λ(x) := infx∗∈∂ϕ(x) ‖x∗‖E∗ .

Remark 2.2 [3, p. 105, (7)] implies that the function λ(x) = minx∗∈∂ϕ(x) ‖x∗‖E∗ exists for
every x ∈ E.

Lemma 2.3 (Generalized Nonsmooth Saddle Point Theorem, [12, Theorem 2.1]) Let E be a
real Banach space with E = V ⊕X, where V �= {0} and dim V < +∞. Assume that functional
ϕ satisfies nonsmooth (PS) condition, and there exists a constant r > 0 for each x0 ∈ X such
that

max
v∈V ∩∂Br

ϕ(v + x0) < inf
x∈X

ϕ(x).

If c can be characterized as
c = inf

χ∈Γ
max

v∈V ∩B̄r

ϕ(χ(v + x0)),

then c is a critical value of ϕ, where Γ := {χ ∈ C(V ∩ B̄r + x0, E) |χ(v + x0) = v + x0, if v ∈
V ∩ ∂Br} and Br := {x ∈ E | ‖x‖ < r}. Furthermore, one has c ≥ infx∈X ϕ(x).

Remark 2.4 If nonsmooth (PS) condition is replaced by nonsmooth (C) condition, the con-
clusion in Lemma 2.3 is still valid via the proof of [12, Theorem 2.1].

By the same analysis in papers [18] and [7], |x| is a kT -periodic bouncing solution of system
(1.1), if x : R → R is a kT -periodic solution with isolated zeros of

−ẍ = g(t)ẋ + f(t, |x| + a0)sgn(x), (2.1)

where sgn(x) is the sign function.
H1

kT :=
{
x : [0, kT ] → R |x(t) is absolutely continuous, x(0) = x(kT ), ẋ ∈ L2([0, kT ], R)

}
,

in which k ∈ N
∗, then H1

kT is a Hilbert space with the norm

‖x‖ =
[ ∫ kT

0

(|ẋ(t)|2 + |x(t)|2) dt

] 1
2

.

For x ∈ H1
kT , let x̄ = 1

kT

∫ kT

0
x(t) dt and x̃(t) = x(t) − x̄, then book [11] tells us the following

Wirtinger’s inequality
∫ kT

0

|x̃(t)|2 dt ≤ k2T 2

4π2

∫ kT

0

|ẋ(t)|2 dt,

and Sobolev’s inequality

‖x̃‖2
L∞ ≤ kT

12

∫ kT

0

|ẋ(t)|2 dt.



Multiplicity of Periodic Bouncing Solutions 1337

Let ‖x‖1 = (|x̄|2 +
∫ kT

0
|ẋ(t)|2 dt)

1
2 , then book [11] implies that ‖ · ‖1 is equivalent to ‖ · ‖.

Moreover, H1
kT can be decomposed into R ⊕ H̃1

kT , where H̃1
kT := {x ∈ H1

kT | x̄ = 0}.
Lemma 2.5 (Sobolev Embedding Theorem, [6, Theorem 1.1.5]) H1

kT can be compactly embed-
ded into Lr([0, kT ], R) for any r ∈ [1, +∞] and C([0, kT ], R), so there exists a constant τr > 0
such that ‖x‖Lr ≤ τr‖x‖ holds for all x ∈ H1

kT and all r ∈ [1, +∞].

Let Jk(x) =
∫ kT

0
eG(t)F (t, |x(t)|+ a0) dt, ∀x ∈ H1

kT . Define the corresponding functional of
system (2.1) given by

ϕk(x) =
1
2

∫ kT

0

eG(t)|ẋ(t)|2 dt − Jk(x), ∀x ∈ H1
kT .

Lemma 2.6 ( [18, Theorem 3.2]) Let f be a continuous function, f(t + T, x) = f(t, x) hold
for all x ∈ R, and uk be a critical point of the functional ϕk on H1

kT for every k ∈ N
∗.

(1) If all zero points of uk (i.e., the points in set W ) are isolated, then uk is a kT -periodic
solution of (2.1) with periodic boundary condition for every k ∈ N

∗.
(2) If the following conditions hold :
(a) lim inf |x|→+∞ F (t, |x|) ≥ 0, uniformly for a.e. t ∈ [0, T ],
(b) there exists a t0 ∈ [0, kT ] such that uk(t0) = u̇k(t0) = 0,

then uk ≡ 0 on [0, kT ]. Particularly, if uk �≡ 0 and (a) holds, then the zeros of uk in [0, kT ] are
isolated.

Lemma 2.7 If f satisfies (f′) (or (A)), then functionals Jk and ϕk are locally Lipschitzian
on H1

kT and

∂Jk(x) ⊆ eG(t)[f−(t, |x(t)| + a0), f+(t, |x(t)| + a0)], a.e. t ∈ [0, kT ], (2.2)

where

f−(t, |s| + a0) := min
{

lim
v→s−

f(t, |s| + a0)sgn(v), lim
v→s+

f(t, |s| + a0)sgn(v)
}
,

f+(t, |s| + a0) := max
{

lim
v→s−

f(t, |s| + a0)sgn(v), lim
v→s+

f(t, |s| + a0)sgn(v)
}
.

Proof The main idea comes from papers [3] and [7].
Let d1 = mint∈[0,T ] eG(t), d2 = maxt∈[0,T ] eG(t), then 0 < d1 ≤ d2 < +∞. By the definition

of Jk(x), (f ′)(or (A)), (h1), the Hölder’s inequality and Lemma 2.5, one can prove that Jk(x)
is locally Lipschitzian continuous, then ϕk(x) is also locally Lipschitzian continuous.

Similarly, for fixed t, the function F (t, x + a0) =
∫ x+a0

a0
f(t, s) ds is also locally Lipschitzian

continuous in variable x, then generalized directional derivative F 0(t, x + a0; v) does exist,
namely, F 0(t, x + a0; v) = lim suph→0, μ→0+

1
μ

∫ x+h+μv

x+h
f(t, s + a0) ds, one has

F 0(t, x + a0; v) ≤
⎧
⎨

⎩

v limσ→0+ mins∈[x−σ,x+σ] f(t, s + a0) = f−(t, x + a0)v, v ≤ 0,

v limσ→0+ maxs∈[x−σ,x+σ] f(t, s + a0) = f+(t, x + a0)v, v ≥ 0.
(2.3)

In view of the Fatou’s Lemma and (2.3), there exists {hi} ⊂ H1
kT with hi → 0 (i → +∞) in

H1
kT such that

J0
k (x; v) ≤

∫ kT

0

eG(t)F 0(t, |x(t)| + a0; v(t)) dt
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≤
∫

v(t)>0

eG(t)v(t)f+(t, |x(t)| + a0) dt

+
∫

v(t)<0

eG(t)v(t)f−(t, |x(t)| + a0) dt, ∀v ∈ H1
kT . (2.4)

If ω0 ∈ ∂Jk(x), we claim that

eG(t)f−(t, |x(t)| + a0) ≤ ω0 ≤ eG(t)f+(t, |x(t)| + a0), a.e. t ∈ R.

Otherwise, there would be a set E0 ⊂ R with meas(E0) > 0 such that

eG(t)f−(t, |x(t)| + a0) > ω0(t), ∀t ∈ E0. (2.5)

Let v0(t) = −χE0(t), the characteristic function of E0. From the definition of ∂Jk(x), one has

J0
k (x; v0) ≥ 〈ω0(t), v0(t)〉 = −

∫

E0

ω0(t) dt. (2.6)

From the definition of v0(t), (2.4) and (2.6), one has

−
∫

E0

eG(t)f−(t, |x(t)| + a0) dt ≥ J0
k (x; v0) ≥ −

∫

E0

ω0(t) dt,

which contradicts (2.5). Similarly, ω0 ≤ eG(t)f+(t, |x(t)| + a0) holds for a.e. t ∈ R. �
Meaning of (2.2) is understood as: for ω ∈ ∂Jk(x), there is a function  with (t) ∈

[f−(t, |x(t)| + a0), f+(t, |x(t)| + a0)] for a.e. t ∈ [0, kT ] such that

〈ω, v〉 =
∫ kT

0

eG(t)(t)v(t) dt, ∀v ∈ H1
kT .

Lemma 2.8 ([12, Lemma 2.3]) Suppose that h satisfies (h1)–(h4), then for any ε > 0, there
exists a positive constant Cε depending on ε such that

(1) 0 ≤ h(t) < εt + Cε, ∀t ∈ [0, +∞),
(2) h2(t)

H(t) → 0, t → +∞,

(3) H(t) → +∞, t → +∞,

(4) h(t)
H(t) → 0, t → +∞.

Lemma 2.9 ([17, Proposition 2.1]) Suppose that F (t, x) satisfies conditions (A) and (H1),
then

F (t, |x| + a0) ≤ h1(t)
M2

0

|x|2W (|x|) + h1(t), ∀x ∈ R and a.e. t ∈ [0, T ],

where h1(t) := max|x|≤M0 a(|x|)b(t), W (t) := e−
∫ t

M0
1

sθ(s) ds.

Remark 2.10 ([17, Remark 2.1]) (1) Making use of the property (θ2) of H, we know that
W (t) → 0 holds as t → +∞, which means that there exists a constant M̃ > 0 such that
W (t) < M̃ holds for all t ∈ R.

(2) Assume (H1) holds, then function t → t2W (t) is increasing as (t2W (t))′ = tW (t)(2 − 1
θ(t) )

> 0.

3 Bouncing Solutions for Damped Vibration Systems via Nonsmooth Variational
Methods

Proposition 3.1 Assume f satisfies (A), (H1) and (H2). Then functional ϕk satisfies the
nonsmooth (C) condition for every given k ∈ N

∗.
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Proof Let {xn} ⊂ H1
kT be a nonsmooth (C) sequence, that is, {ϕk(xn)} is bounded and

(1 + ‖xn‖)λ(xn) → 0 holds as n → ∞. Then there exists a constant K > 0 such that

|ϕk(xn)| ≤ K, (1 + ‖xn‖)λ(xn) ≤ K, ∀n ∈ N. (3.1)

Step 1 We claim that {‖xn‖} is bounded. The main idea comes from paper [17].
Otherwise, there exists a subsequence of {xn} still written as {xn}, one can assume that

‖xn‖ → +∞ holds as n → +∞. Let zn = xn

‖xn‖ . Then ‖zn‖ = 1. Hence, there exists a
subsequence of {zn}, also denoted by {zn} for convenience, such that

zn ⇀ z0 in H1
kT and zn → z0 in C([0, kT ], R). (3.2)

According to Remark 2.2, Lemma 2.7 and the definition of λ(xn), for each n ∈ N, there are
a function n(t) ∈ [f−(t, |xn(t)|+ a0), f+(t, |xn(t)|+ a0)] for a.e. t ∈ [0, kT ] and x∗

n ∈ ∂ϕk(xn)
with λ(xn) = ‖x∗

n‖ → 0 as n → ∞ such that

〈x∗
n, v〉 =

∫ kT

0

eG(t)ẋn(t)v̇(t) dt −
∫ kT

0

eG(t)n(t)v(t) dt, ∀v ∈ H1
kT . (3.3)

It is easy to check that (A) and (H1) yield

f(t, |x| + a0)|x| ≤
(

2 − 1
θ(|x|)

)

F (t, |x| + a0) + K1, ∀x ∈ R and a.e. t ∈ [0, T ], (3.4)

where K1 := (2 + M0) max0≤s≤M0 a(s) maxt∈[0,T ] b(t) > 0.
(1) If z0(t) �≡ 0. Remark 2.2, (3.1), (3.3), Lemma 2.7 and (3.4) imply there exist a function

n(t) ∈ [f−(t, |xn(t)| + a0), f+(t, |xn(t)| + a0)] for a.e. t ∈ [0, kT ] and an x∗
n ∈ ∂ϕk(xn) with

λ(xn) = ‖x∗
n‖ such that

3K ≥ (1 + ‖xn‖)λ(xn) − 2ϕk(xn) ≥ 〈x∗
n, xn〉 − 2ϕk(xn)

=
∫ kT

0

eG(t)(2F (t, |xn(t)| + a0) − n(t)xn(t)) dt

=
∫ kT

0

eG(t)(2F (t, |xn(t)| + a0) − f(t, |xn(t)| + a0)|xn(t)|) dt

≥
∫ kT

0

eG(t)

[

2F (t, |xn(t)| + a0) −
(

2 − 1
θ(|xn(t)|)

)

F (t, |xn(t)| + a0) − K1

]

dt

≥
∫ kT

0

eG(t) F (t, |xn(t)| + a0)
θ(|xn(t)|) dt − d2kTK1, ∀n ∈ N.

Hence, there is a constant K2,k > 0 such that
∫ kT

0

eG(t) F (t, |xn(t)| + a0)
θ(|xn(t)|) dt ≤ K2,k, ∀n ∈ N, (3.5)

where K2,k := 3K + d2kTK1 > 0.
In view of (3.1), Lemma 2.9, (2) of Remark 2.10 and Lemma 2.5, one has

K ≥ ϕk(xn) =
1
2

∫ kT

0

eG(t)|ẋn(t)|2 dt −
∫ kT

0

eG(t)F (t, |xn(t)| + a0) dt

≥ 1
2
d1‖ẋn‖2

L2 − d2

∫ kT

0

[
h1(t)
M2

0

|xn(t)|2W (|xn(t)|) + h1(t)
]

dt
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≥ 1
2
d1‖ẋn‖2

L2 − d2‖xn‖2
L∞W (‖xn‖L∞)

∫ kT

0

h1(t)
M2

0

dt − K4,k

≥ 1
2
d1‖ẋn‖2

L2 − K3,kτ2
∞‖xn‖2W (τ∞‖xn‖) − K4,k, ∀n ∈ N, (3.6)

where K3,k := d2

∫ kT

0
h1(t)
M2

0
dt > 0, K4,k := d2

∫ kT

0
h1(t) dt > 0.

Let zn(t) = z̃n(t)+ z̄n, z0(t) = z̃0(t)+ z̄0, ∀t ∈ [0, kT ], where z̃n(t), z̃0(t) ∈ H̃1
kT , z̄n, z̄0 ∈ R.

Divided by ‖xn‖2 on both sides of (3.6), (1) of Remark 2.10 yields ‖żn‖L2 → 0 as n → +∞,

which together with the Sobolev’s inequality yields ‖z̃n‖2
L∞ → 0 as n → +∞, that is, z̃n(t) → 0

holds uniformly for all t ∈ [0, kT ] as n → +∞, which together with the property of the sequence
of functions implies that

z̄0 =
1

kT

∫ kT

0

lim
n→+∞ zn(t) dt = lim

n→+∞
1

kT

∫ kT

0

zn(t) dt = lim
n→+∞ z̄n = lim

n→+∞ zn.

Then one has z̄0 = z0 holds for all t ∈ [0, kT ] via (3.2). Note that kT |z̄0|2 = ‖z̄0‖2 > 0, then
|xn(t)| = |zn(t)| · ‖xn‖ → +∞ holds uniformly for all t ∈ [0, kT ] as n → +∞. The Fatou’s
Lemma and (H2) yield

lim inf
n→+∞

∫ kT

0

eG(t) F (t, |xn(t)| + a0)
θ(|xn(t)|) dt ≥ d1

∫ kT

0

lim inf
n→+∞

F (t, |xn(t)| + a0)
θ(|xn(t)|) dt = +∞,

which contradicts (3.5).
(2) If z0(t) ≡ 0. Remark 2.2, (3.3), (3.4), Lemma 2.9, (1) of Remark 2.10 and the Fatou’s

Lemma imply that there are a function n(t) ∈ [f−(t, |xn(t)| + a0), f+(t, |xn(t)| + a0)] for a.e.
t ∈ [0, kT ] and an x∗

n ∈ ∂ϕk(xn) with λ(xn) = ‖x∗
n‖ → 0 as n → ∞ such that

d1 ≤ lim sup
n→+∞

1
‖xn‖2

(∫ kT

0

eG(t)|ẋn(t)|2 dt +
∫ kT

0

eG(t)|xn(t)|2 dt

)

= lim sup
n→+∞

1
‖xn‖2

(

〈x∗
n, xn〉 +

∫ kT

0

eG(t)n(t)xn(t)dt +
∫ kT

0

eG(t)|xn(t)|2dt

)

≤ lim sup
n→+∞

1
‖xn‖2

(∫ kT

0

eG(t)f(t, |xn(t)| + a0)|xn(t)|dt + d2

∫ kT

0

|xn(t)|2dt

)

≤ lim sup
n→+∞

d2

‖xn‖2

∫ kT

0

[(

2 − 1
θ(|xn(t)|)

)

F (t, |xn(t)| + a0) + K1 + |xn(t)|2
]

dt

≤ lim sup
n→+∞

d2

‖xn‖2

∫ kT

0

[

2
(

h1(t)
M2

0

|xn(t)|2W (|xn(t)|) + h1(t)
)

+ K1 + |xn(t)|2
]

dt

≤ lim sup
n→+∞

d2

∫ kT

0

(
2h1(t)
M2

0

|zn(t)|2M̃ +
2h1(t)
‖xn‖2 +

K1

‖xn‖2

)

dt = 0,

which is a contradiction. Thus, {xn} is bounded in H1
kT .

Step 2 We claim that {xn} has a convergent subsequence in H1
kT .

The idea comes from paper [13]. Because {‖xn‖} is bounded, there exists a subsequence
of {xn}, also denoted by {xn} for convenience, such that xn ⇀ x holds as n → ∞ in H1

kT ,
then xn → x holds as n → ∞ in C([0, kT ], R) and L2([0, kT ], R) via Lemma 2.5. Since H1

kT

is reflexive and ∂ϕk(xn) is a non-empty convex weak∗-compact subset of H1
kT , and set-valued

mapping x → ∂ϕk(x) is upper semicontinuous (see [3, Propositions]), for x∗
n ∈ ∂ϕk(xn), there
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is an x∗ ∈ ∂ϕk(x) such that 〈x∗
n − x∗, xn − x〉 → 0 holds as n → ∞. Then

∫ kT

0

eG(t)|ẋn(t) − ẋ(t)|2 dt =
∫ kT

0

eG(t)(n(t) − (t), xn(t) − x(t)) dt

+ 〈x∗
n − x∗, xn − x〉 → 0, n → ∞, (3.7)

where n ∈ [f−(t, |xn(t)|+a0), f+(t, |xn(t)|+a0)] and  ∈ [f−(t, |x(t)|+a0), f+(t, |x(t)|+a0)].
(3.7) implies that

∫ kT

0
|ẋn(t) − ẋ(t)|2 dt → 0 holds as n → ∞, together with ‖xn − x‖L2 → 0,

one has ‖xn − x‖ → 0, so ϕk satisfies nonsmooth (C) condition. �

Lemma 3.2 Assume f satisfies (A) and (H1). Then ϕk(x) → +∞ holds as ‖x‖ → +∞ with
x ∈ H̃1

kT for every given k ∈ N
∗, so there is a certain constant M1,k such that ϕk(x) ≥ M1,k

holds for all x ∈ H̃1
kT .

Proof In view of Lemma 2.9, (2) of Remark 2.10 and the Sobolev’s inequality, for every
x̃ ∈ H̃1

kT , one has

ϕk(x̃) ≥ 1
2
d1

∫ kT

0

|ẋ(t)|2 dt − d2

∫ kT

0

(
h1(t)
M2

0

|x̃(t)|2W (|x̃(t)|) + h1(t)
)

dt

≥ 1
2
d1

∫ kT

0

|ẋ(t)|2 dt − K5,k‖x̃‖2
L∞W (‖x̃‖L∞) − K6,k

≥
[
1
2
d1 − K7,kW

((
kT

12

∫ kT

0

|ẋ(t)|2dt

) 1
2 )] ∫ kT

0

|ẋ(t)|2dt − K6,k, (3.8)

where K5,k := d2

∫ kT

0
h1(t)
M2

0
dt > 0, K6,k := d2

∫ kT

0
h1(t) dt > 0, K7,k := K5,kkT

12 > 0. Due

to ‖x̃‖ → +∞ ⇔ (
∫ kT

0
|ẋ(t)|2 dt)

1
2 → +∞ via x̃ ∈ H̃1

kT , (3.8) and (1) of Remark 2.10 imply
that ϕk(x̃) → +∞ holds as ‖x̃‖ → +∞, which means that for all M2 > 0, there exists
a constant N1,k > 0 such that ϕk(x̃) > M2 holds for ‖x̃‖ ≥ N1,k. If ‖x̃‖ ≤ N1,k, then
‖x̃‖L∞ ≤ τ∞‖x̃‖ ≤ τ∞N1,k. One has ϕk(x̃) ≥ −d2kTK8 := M3,k via condition (A), where
K8 := max0≤s≤τ∞N1,k

a(s) maxt∈[0,T ] b(t) > 0. Let M1,k = min{M2, M3,k}. One has ϕk(x) ≥
M1,k, ∀x ∈ H̃1

kT . �

Lemma 3.3 Assume f satisfies (H1) and (H2). Then ϕk(x + ek) → −∞ holds as |x| → +∞
in R ⊆ H1

kT for every given k ∈ N
∗, so one has supx̄∈R

ϕk(x̄ + ek) < +∞, where ek(t) :=
k cos( 2πt

kT ) ∈ H̃1
kT .

Proof In view of condition (H2), for every constant β ≥ 4d2π2

d1T 2 > 0, there exists a constant
m1 > 0 independent of t such that

F (t, |x| + a0)
θ(|x|) ≥ β, ∀|x| ≥ m1 and a.e. t ∈ [0, T ], (3.9)

which yields

F (t, |x| + a0) ≥ 0, ∀|x| ≥ m1 and a.e. t ∈ [0, T ]. (3.10)

Condition (H1), (3.10) and (3.9) yield

ϕk(x + ek) ≤ d2kπ2

T
− d1

2

∫ kT

0

F (t, |x + ek(t)| + a0)
θ(|x + ek(t)|) dt

≤ d2kπ2

T
− d1kT

2
β
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≤ −d1kT

4
β, ∀x ∈ R with |x| ≥ m1 + k,

which implies that ϕk(x + ek) → −∞ holds as |x| → +∞ in R ⊆ H1
kT by the arbitrariness of

β. �

Proposition 3.4 Assume f satisfies (A), (H1) and (H2). Then for every fixed k ∈ N
∗, there

exists a constant r̃1,k > 0 large enough such that functional ϕk possesses at least a critical value
ck characterized as

ck = inf
χ∈Γ1

max
x∈[−r̃1,k,r̃1,k]

ϕk(χ(x + ek)),

where Γ1 := {χ ∈ C([−r̃1,k, r̃1,k] + ek, H1
kT )|χ(ek ± r̃1,k) = ek ± r̃1,k}. In addition, one has

−∞ < inf
H̃1

kT

ϕk ≤ ck ≤ sup
x∈R

ϕk(x + ek) < +∞. (3.11)

Proof Let V = R and X = H̃1
kT , then for every k ∈ N

∗, Lemma 3.2 and Lemma 3.3 imply
that there exists a constant r̃1,k > 0 large enough such that

max
x∈V ∩∂Br̃1,k

ϕk(x + ek) < inf
x∈X

ϕk(x). (3.12)

Together with Proposition 3.1 and (3.12), ck is the critical value of ϕk and ck ≥ infH̃1
kT

ϕk via
Lemma 2.3 and Remark 2.4. The definition of ck and Lemma 3.3 imply that ck ≤ supx∈R

ϕk(x+
ek) < +∞. Furthermore, Lemma 3.2 implies that infH̃1

kT
ϕk > −∞ holds. Thus, (3.11) holds. �

Proposition 3.5 Assume f satisfies (A), (H1) and (H2). Let xk be a critical point of func-
tional ϕk for every k ∈ N

∗, then ‖xk‖L∞ → +∞ holds as k → +∞.

Proof Otherwise, there is a constant K9 > 0 such that ‖xk‖L∞ ≤ K9 holds for all k ∈ N
∗. In

view of condition (A), one has

ϕk(xk)
k

≥ −1
k

∫ kT

0

eG(t) max
0≤s≤K9

a(s) max
t∈[0,T ]

b(t) dt

≥ −d2T max
0≤s≤K9

a(s) max
t∈[0,T ]

b(t) := L̃, (3.13)

where L̃ is a constant independent of k. Together with (3.11) and (3.13), one has

lim sup
k→+∞

sup
x∈R

ϕk(x + ek)
k

≥ lim inf
k→+∞

ck

k
≥ L̃ > −∞. (3.14)

On the other hand, for the constant m1 in (3.9), for fixed x ∈ R ⊂ H1
kT , set B̃k = {t ∈

[0, kT ]
∣
∣|x + ek(t)| ≤ m1}, motivated by the result of [9, page 387], we can claim that

meas(B̃k) ≤ kT

4
, k large enough. (3.15)

In fact, if meas(B̃k) > kT
4 , there exists a t1 ∈ B̃k such that (see Figure 1)

kT

16
≤ t1 ≤ 7

16
kT or

9
16

kT ≤ t1 ≤ 15
16

kT. (3.16)

Moreover, there exists a t2 ∈ B̃k such that (see Figure 1)

|t2 − t1| ≥ kT

16
, (3.17)
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and
|t2 − (kT − t1)| ≥ kT

16
. (3.18)

0 t1 t2 kT
2

kT − t1 kT

kT
16

kT
16

kT
16

kT
16

Figure 1 The locations of t1 and t2

It follows from (3.16) and (3.18) that

π

16
≤ t1 + t2

kT
π ≤ 15

16
π or

17
16

π ≤ t1 + t2
kT

π ≤ 31
16

π. (3.19)

(3.16) and (3.17) yield

−15
16

π ≤ t1 − t2
kT

π ≤ − π

16
or

π

16
≤ t1 − t2

kT
π ≤ 15

16
π. (3.20)

(3.19) and (3.20) yield (see Figure 2)
∣
∣
∣
∣ sin

(
t1 + t2

kT
π

)∣
∣
∣
∣ ≥ sin

π

16
and

∣
∣
∣
∣ sin

(
t1 − t2

kT
π

)∣
∣
∣
∣ ≥ sin

π

16
,

then one has
∣
∣
∣
∣ cos

2πt1
kT

− cos
2πt2
kT

∣
∣
∣
∣ = 2

∣
∣
∣
∣ sin

(
t1 + t2

kT
π

)∣
∣
∣
∣

∣
∣
∣
∣ sin

(
t1 − t2

kT
π

)∣
∣
∣
∣ ≥ 2 sin2 π

16
. (3.21)

x

y

−π π 2π

15
16
π

π
16

π
16

15
16
π

17
16
π 31

16
π

y = x

Figure 2 The ranges of sin( t1+t2
kT

π) and sin( t1−t2
kT

π)

From the definition of B̃k, one has
∣
∣
∣
∣ cos

2πt1
kT

− cos
2πt2
kT

∣
∣
∣
∣ =

1
k
|(x + ek(t1)) − (x + ek(t2))| ≤ 2m1

k
,

which contradicts (3.21) for k large enough. Hence (3.15) holds. Then it follows (3.15). One
has

meas([0, kT ]\B̃k) ≥ 3
4
kT >

1
2
kT, k large enough. (3.22)

In view of (H1), (3.10), (A), (3.9) and (3.22), one has

ϕk(x + ek)
k

≤ d2
π2

T
− 1

k

∫

B̃k

eG(t)F (t, |x + ek(t)| + a0) dt

− d1

2
1
k

∫

[0,kT ]\B̃k

F (t, |x + ek(t)| + a0)
θ(|x + ek(t)|) dt
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≤ d2
π2

T
+ d2T max

0≤s≤m1
a(s) max

t∈[0,T ]
b(t) − d1T

4
β

≤ −d1T

8
β, β ≥ 8K10

d1T
and k large enough,

where K10 := d2π2

T + d2T max0≤s≤m1 a(s) maxt∈[0,T ] b(t). The arbitrariness of β yields

lim sup
k→+∞

sup
x∈R

ϕk(x + ek)
k

= −∞,

which contradicts (3.14). Thus, ‖xk‖L∞ → +∞ holds as k → +∞. �

Proof of Theorem 1.3 For every k ∈ N
∗, ϕk has a critical point xk and ‖xk‖L∞ → +∞ holds

as k → +∞ via Proposition 3.4 and Proposition 3.5. (3.10) implies that ϕk satisfies condition
(a) of (2) in Lemma 2.6 and Proposition 3.5 implies that xk(t) �≡ 0 holds for k large enough.
Then (2) in Lemma 2.6 implies that the zero set of xk is isolated, so xk(t) is a periodic solution
of (2.1) via (1) in Lemma 2.6. Thus |xk(t)| is a periodic bouncing solution of (1.1) for any
sufficiently large integer k.

Next, we claim that xk is nontrivial if k ∈ N
∗ is large enough. In fact, if xk(t) ≡ bk( �= 0)

holds for all t ∈ [0, kT ], then Proposition 3.5 implies that bk → +∞ holds as k → +∞ and
f(t, |bk| + a0) = 0 via (2.1), which contradicts condition (B′). �

From now on, we focus on the proof of Theorem 1.4.

Proposition 3.6 Assume f satisfies (f′) and (F1). Then functional ϕk satisfies the nonsmooth
(PS) condition for every given k ∈ N

∗.

Proof Let {xn} ⊂ H1
kT be a nonsmooth (PS) sequence, that is, {ϕk(xn)} is bounded and

λ(xn) → 0 holds as n → ∞.

Step 1 We claim that {‖xn‖} is bounded. The main idea comes from papers [7] and [12].
For every xn ∈ H1

kT , xn can be written as xn(t) = x̄n + x̃n(t) for all t ∈ [0, kT ], where
x̄n ∈ R, x̃n ∈ H̃1

kT . It follows (f′), (h1) and (h2) that

|n(t)| ≤ ∣
∣f(t, |xn(t)| + a0)

∣
∣

≤ γ(t)h(|xn(t)|) + l(t)

≤ γ(t)(h(|x̄n| + |x̃n(t)|) + C1) + l(t)

≤ C2γ(t)h(|x̄n|) + C2γ(t)h(|x̃n(t)|) + C1γ(t) + l(t). (3.23)

Due to (3.23), (h1), the Young’s inequality, (1) in Lemma 2.8 and the Sobolev’s inequality, one
has

∣
∣
∣
∣

∫ kT

0

eG(t)n(t)x̃n(t) dt

∣
∣
∣
∣

≤ d2

∫ kT

0

[
C2γ(t)h(|x̄n|) + C2γ(t)h(|x̃n(t)|) + C1γ(t) + l(t)

] · |x̃n(t)| dt

≤ d2C2‖x̃n‖L∞h(|x̄n|)
∫ kT

0

γ(t) dt + d2C2(h(‖x̃n‖L∞) + C1)‖x̃n‖L∞

∫ kT

0

γ(t) dt

+ d2C1‖x̃n‖L∞

∫ kT

0

γ(t) dt + d2‖x̃n‖L∞

∫ kT

0

l(t) dt
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≤ C2

[
d1

2C2kT
‖x̃n‖2

L∞ +
C2kT

2d1
d2
2h

2(|x̄n|)
(∫ kT

0

γ(t) dt

)2]

+ d2C2

(
ε‖x̃n‖L∞ + Cε + C1

)‖x̃n‖L∞

∫ kT

0

γ(t) dt

+ d2C1‖x̃n‖L∞

∫ kT

0

γ(t) dt + d2‖x̃n‖L∞

∫ kT

0

l(t) dt

≤ d1

24

∫ kT

0

|ẋn(t)|2 dt +
εd2C2kT

12

∫ kT

0

|ẋn(t)|2 dt

∫ kT

0

γ(t) dt

+
C2

2kTd2
2

2d1
h2(|x̄n|)

(∫ kT

0

γ(t) dt

)2

+ d2

(
kT

12

∫ kT

0

|ẋn(t)|2 dt

) 1
2

∫ kT

0

l(t) dt

+ d2(C2Cε + C2C1 + C1)
(

kT

12

∫ kT

0

|ẋn(t)|2 dt

) 1
2

∫ kT

0

γ(t) dt

=
(

d1

24
+ εC3,k

) ∫ kT

0

|ẋn(t)|2dt + C4,k

( ∫ kT

0

|ẋn(t)|2dt

) 1
2

+ C5,kh2(|x̄n|), (3.24)

where C3,k := d2C2kT
12

∫ kT

0
γ(t)dt ≥ 0, C4,k := d2

√
kT
12 (C2Cε + C2C1 + C1)

∫ kT

0
γ(t)dt + d2

√
kT
12

· ∫ kT

0
l(t)dt > 0 and C5,k := C2

2kTd2
2

2d1
(
∫ kT

0
γ(t) dt)2 ≥ 0. Remark 2.2, (3.3) and (3.24) imply that

there are a function n(t) ∈ [f−(t, |xn(t)| + a0), f+(t, |xn(t)| + a0)] for a.e. t ∈ [0, kT ] and an
x∗

n ∈ ∂ϕk(xn) with λ(xn) = ‖x∗
n‖ → 0 as n → ∞. One has

‖x̃n‖ ≥ 〈x∗
n, x̃n〉 =

∫ kT

0

eG(t)|ẋn(t)|2 dt −
∫ kT

0

eG(t)n(t)x̃n(t) dt

≥ d1

∫ kT

0

|ẋn(t)|2 dt −
∣
∣
∣
∣

∫ kT

0

eG(t)n(t)x̃n(t) dt

∣
∣
∣
∣

≥
(

23
24

d1 − εC3,k

) ∫ kT

0

|ẋn(t)|2 dt − C4,k

( ∫ kT

0

|ẋn(t)|2 dt

) 1
2

− C5,kh2(|x̄n|), n large enough. (3.25)

On the other hand, the Wirtinger’s inequality yields

‖x̃n‖ ≤
(

1 +
k2T 2

4π2

) 1
2
( ∫ kT

0

|ẋn(t)|2 dt

) 1
2

, ∀n ∈ N. (3.26)

ε > 0 in (3.24) small enough can be chosen such that 23
24d1 − εC3,k > 0, using the property of

parabola, (3.25) and (3.26) imply that there exist constants C6,k > 0, C7,k ≥ 0 such that

( ∫ kT

0

|ẋn(t)|2 dt

) 1
2

≤ C6,k + C7,kh(|x̄n|), n large enough. (3.27)

The Mean Value Theorem of locally Lipschitzian functional (see [6, Proposition 1.3.14])
implies that there exist a zn ∈ {(1 − s)xn + sx̄n | 0 ≤ s ≤ 1} and a z∗n ∈ ∂Jk(zn) such that

∫ kT

0

eG(t)F (t, |xn(t)| + a0) dt −
∫ kT

0

eG(t)F (t, |x̄n| + a0) dt = 〈z∗n, xn − x̄n〉. (3.28)

Due to Lemma 2.7, there exists a function zn
(t) ∈ [f−(t, |zn(t)| + a0), f+(t, |zn(t)| + a0)] for
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a.e. t ∈ [0, kT ] such that

〈z∗n, xn − x̄n〉 =
∫ kT

0

eG(t)(zn
(t), xn(t) − x̄n) dt. (3.29)

Similarly to (3.24), together with (3.28) and (3.29), one has
∣
∣
∣
∣

∫ kT

0

eG(t)F (t, |xn(t)| + a0) dt −
∫ kT

0

eG(t)F (t, |x̄n| + a0) dt

∣
∣
∣
∣

=
∣
∣
∣
∣

∫ kT

0

eG(t)
(
zn

(t), xn(t) − x̄n

)
dt

∣
∣
∣
∣

≤ d2

∫ kT

0

| f(t, |zn(t)| + a0)| · |xn(t) − x̄n| dt

= d2

∫ kT

0

∣
∣f(t, |x̄n + (1 − s)x̃n(t)| + a0)

∣
∣ · |x̃n(t)| dt

≤ d2

∫ kT

0

[
γ(t)h(|x̄n + (1 − s)x̃n(t)|) + l(t)

] · |x̃n(t)| dt

≤ d2

∫ kT

0

[
C2γ(t)h(|x̄n|) + C2γ(t)h(|x̃n(t)|) + C1γ(t) + l(t)

] · |x̃n(t)| dt

≤
(

d2

24
+ εC3,k

) ∫ kT

0

|ẋn(t)|2dt + C4,k

( ∫ kT

0

|ẋn(t)|2dt

) 1
2

+ C8,kh2(|x̄n|), (3.30)

where C8,k := C2
2kTd2

2 (
∫ kT

0
γ(t) dt)2 ≥ 0.

Suppose |x̄n| → +∞ holds as n → ∞, (3.30), (B′′) and (3.27) yield

ϕk(xn) ≤ 1
2
d2

∫ kT

0

|ẋn(t)|2 dt −
∫ kT

0

eG(t)F (t, |x̄n| + a0) dt

+
∣
∣
∣
∣

∫ kT

0

eG(t)[F (t, |xn(t)| + a0) − F (t, |x̄n| + a0)] dt

∣
∣
∣
∣

≤
(

13
24

d2 + εC3,k

) ∫ kT

0

|ẋn(t)|2 dt + C4,k

( ∫ kT

0

|ẋn(t)|2 dt

) 1
2

+ C8,kh2(|x̄n|) − d1

∫ kT

0

F (t, |x̄n| + a0) dt

≤
(

13
24

d2 + εC3,k

)

(C7,kh(|x̄n|) + C6,k)2 + C8,kh2(|x̄n|)

+ C4,k(C7,kh(|x̄n|) + C6,k) − d1

∫ kT

0

F (t, |x̄n| + a0)dt

≤ C9,kh2(|x̄n|) + C10,kh(|x̄n|) + C11,k

− d1

∫ kT

0

F (t, |x̄n| + a0)dt, n large enough, (3.31)

where constants C9,k, C10,k ≥ 0, C11,k > 0. (3.31), Lemma 2.8 and (F1) yield

ϕk(xn) ≤ H(|x̄n|)
[

C9,k
h2(|x̄n|)
H(|x̄n|) + C10,k

h(|x̄n|)
H(|x̄n|) − d1

∫ kT

0
F (t, |x̄n| + a0)dt

H(|x̄n|)
]

+ C11,k

→ −∞, n → ∞,
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which contradicts the boundedness of {ϕk(xn)}, thus {|x̄n|} is bounded, so {‖xn‖1} is bounded
via (3.27). Then {‖xn‖} is bounded via the equivalence of norm ‖ · ‖1 and ‖ · ‖.
Step 2 We claim that {xn} has a convergent subsequence in H1

kT .
Using similar argument in the proof of Proposition 3.1, one can also show that ϕk satisfies

the nonsmooth (PS) condition. �

Lemma 3.7 Assume f satisfies (f′). Then ϕk(x) → +∞ holds as ‖x‖ → +∞ with x ∈ H̃1
kT

for every given k ∈ N
∗, so there is a certain constant M4,k such that ϕk(x) ≥ M4,k holds for

all x ∈ H̃1
kT .

Proof The proof is similar to that in [12, Lemma 3.2]. �

Lemma 3.8 Assume f satisfies (f′) and (F1). Then ϕk(x̄ + ek) → −∞ holds as |x̄| → +∞
in R ⊆ H1

kT for every given k ∈ N
∗, so one has supx̄∈R

ϕk(x̄ + ek) < +∞, where ek(t) :=
k cos( 2πt

kT ) ∈ H̃1
kT .

Proof Using (3.30), (F1) and Lemma 2.8, one has

ϕk(x̄ + ek) =
1
2

∫ kT

0

eG(t)|ėk(t)|2 dt −
∫ kT

0

eG(t)F (t, |x̄| + a0) dt

−
∫ kT

0

eG(t)[F (t, |x̄ + ek(t)| + a0) − F (t, |x̄| + a0)] dt

≤ d2
kπ2

T
+

(
d2

24
+ εC3,k

)
2kπ2

T
+

C4,kπ
√

2k√
T

+ H(|x̄|)
(

C8,k
h2(|x̄|)
H(|x̄|) − d1

∫ kT

0
F (t, |x̄| + a0) dt

H(|x̄|)
)

→ −∞, |x̄| → +∞, x̄ ∈ R. �

Proposition 3.9 Assume f satisfies (f′) and (F1). Then for every given k ∈ N
∗, there exists

a constant r2,k > 0 large enough such that functional ϕk possesses at least a critical value ck

characterized as

ck = inf
χ∈Γ2

max
x∈[−r2,k,r2,k]

ϕk(χ(x + ek)),

where Γ2 := {χ ∈ C([−r2,k, r2,k] + ek, H1
kT )

∣
∣χ(ek ± r2,k) = ek ± r2,k}. In addition, one has

−∞ < inf
H̃1

kT

ϕk ≤ ck ≤ sup
x∈R

ϕk(x + ek) < +∞.

Proof The proof is similar to that in Proposition 3.4. �

Proposition 3.10 Assume f satisfies (f′). Let xk be a critical point of functional ϕk, then
‖xk‖L∞ → +∞ holds as k → +∞ for every given k ∈ N

∗.

Proof The proof is similar to that in [12, Lemma 3.6] via the proof in Proposition 3.5. �

Proof of Theorem 1.4 For every k ∈ N
∗, ϕk has a critical point xk with ‖xk‖L∞ → +∞

(k → +∞) via Proposition 3.9 and Proposition 3.10. Condition (B′′) implies that ϕk satisfies
condition (a) of (2) in Lemma 2.6 and Proposition 3.10 implies that xk(t) �≡ 0 holds for k large
enough. Then (2) in Lemma 2.6 implies that the zero set of xk is isolated, so xk(t) is a periodic
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solution of (2.1) via (1) in Lemma 2.6. Thus |xk(t)| is a periodic bouncing solution of (1.1) for
any sufficiently large integer k.

Next, we claim that xk is nontrivial if k ∈ N
∗ is large enough. In fact, if xk(t) ≡ bk( �= 0)

holds for all t ∈ [0, kT ], then Proposition 3.10 implies that bk → +∞ holds as k → +∞, and
f(t, |bk| + a0) = 0 holds via (2.1), which contradicts condition (B′′).

4 Example

Example 4.1 Function f ∈ C(R × [a0, +∞), R) is defined as

f(t, x) = η(t)
2(x − a0) ln(2 + (x − a0)2) − 2(x − a0)

ln2(2 + (x − a0)2)
,

where η ∈ C(R, [0, +∞)) is a 2π-periodic function with

η(t) =

⎧
⎨

⎩

sin t + 1, t ∈ [0, π),

1, t ∈ [π, 2π].

Then f(t, x) is 2π-periodic, F (t, x) :=
∫ x

a0
f(t, s) ds = η(t)( 2+(x−a0)

2

ln(2+(x−a0)
2)
− 2

ln 2 ). Set g(t) = sin t,

then g ∈ C(R, R), g(t + 2π) = g(t) and G(t) =
∫ t

0
g(s) ds = 1 − cos t with G(2π) = 0.

Let θ(s) = ln(2 + s2) > 1
2 . Then for the given constant τ > 0, one has

∫ t

τ

1
s ln(2 + s2)

ds >

∫ t

τ

s

ln(2 + s2) · (2 + s2)
ds =

1
2

ln ln(2 + s2)|tτ → +∞, t → +∞.

Thus, θ satisfies (θ1) and (θ2).
Obviously, conditions (A), (H2) and (B′) hold. At the same time, one has

lim
|x|→+∞

[

f(t, |x| + a0) · |x| −
(

2 − 1
θ(|x|)

)

F (t, |x| + a0)
]

= lim
|x|→+∞

η(t)
ln2(2 + |x|2) [2 − |x|2 − 4 ln(2 + |x|2)] − lim

|x|→+∞
2η(t)

ln 2 · ln(2 + |x|) +
4η(t)
ln 2

= −∞, ∀t ∈ [0, 2π],

which implies that (H1) holds.
From the definition of f , one has f(t, x) < 0 holds for all x ∈ [a0,

√
e − 2 + a0) and t ∈ R.

Thus f dissatisfies the condition (B).

Example 4.2 Define functions λ(t) = |sin t| and f ∈ C(R × [a0, +∞), R) with

f(t, x) = λ(t)
2(x − a0) ln(2 + (x − a0)2) − 2(x − a0)

ln2(2 + (x − a0)2)
+

1
100

,

then f(t, x) is 2π-periodic, F (t, x) :=
∫ x

a0
f(t, s)ds = λ(t)( 2+(x−a0)

2

ln(2+(x−a0)
2)

− 2
ln 2 ) + 1

100 (x − a0).

Set g(t) = sin t, then g ∈ C(R, R), g(t + 2π) = g(t) and G(t) =
∫ t

0
g(s) ds = 1 − cos t with

G(2π) = 0.

Obviously, condition (B′′) holds. Let h(t) = t
ln(2+t2) , γ(t) = 6|λ(t)| and l(t) ≡ 1

100 . The
calculation similar to [12, Example 4.1] implies that h satisfies (h1)− (h4), then f satisfies (f′).

lim
|x|→+∞

∫ 2π

0
F (t, |x| + a0)dt

H(|x|)
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= lim
|x|→+∞

( 2+x2

ln(2+x2) − 2
ln 2

∫ |x|
0

s
ln(2+s2)ds

∫ 2π

0

λ(t)dt +
2π|x|

100
∫ |x|
0

s
ln(2+s2)ds

)

= lim
|x|→+∞

2|x| ln(2+x2)− 2|x|3+4|x|
2+x2

ln2(2+x2)

|x|
ln(2+x2)

∫ 2π

0

λ(t)dt + lim
|x|→+∞

π ln(2 + x2)
50|x|

= 2
∫ 2π

0

λ(t)dt > 0,

thus (F1) holds.
But, we claim that f dissatisfies (F2). Otherwise, for a.e. t ∈ [0, 2π] and every x ∈ R, there

is a constant σ0 > 0 such that
∣
∣
∣
∣λ

′(t)
(

2 + x2

ln(2 + x2)
− 2

ln 2

)∣
∣
∣
∣ ≤ σ0

[

λ(t)
(

2 + x2

ln(2 + x2)
− 2

ln 2

)

+
|x|
100

]

. (4.1)

Dividing both sides of (4.1) by 2+x2

ln(2+x2) − 2
ln 2 (|x| ≥ 2), one has

|λ′(t)| ≤ σ0

(

λ(t) +
ln 2 · ln(2 + x2) · |x|

200 ln 2 + 100x2 ln 2 − 200 ln(2 + x2)

)

, a.e. t ∈ [0, 2π], |x| ≥ 2. (4.2)

Let |x| → +∞ on both sides of (4.2). Then

|cos t| ≤ σ0|sin t|, a.e. t ∈ [0, 2π],

that is, |cot t| ≤ σ0 holds for a.e. t ∈ [0, 2π], which is impossible.
From the definition of f , one has f(t, x) < 0 holds for all x ∈ [

√
e−2
5 + a0,

√
e−2
3 + a0) and

t ∈ [π
6 , 5π

6 ] ∪ [ 7π
6 , 11π

6 ]. Thus f dissatisfies the condition (B).
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[6] Gasiński, L., Papageorgiou, N. S.: Nonsmooth Critical Point Theory and Nonlinear Boundary Value Prob-

lems, Chapman & Hall/CRC, Boca Raton, FL, 2005

[7] Huang, D. L., Guo, F.: Multiplicity of periodic bouncing solutions for generalized impact Hamiltonian

systems. Bound. Value Probl., 57, 1–14 (2019)

[8] Jiang, M. Y.: Periodic solutions of second order differential equations with an obstacle. Nonlinearity, 19,

1165–1183 (2006)

[9] Jiang, Q., Tang, C. L.: Periodic and subharmonic solutions of a class of subquadratic second-order Hamil-

tonian systems. J. Math. Anal. Appl., 328, 380–389 (2007)

[10] Lamba, H.: Chaotic, regular and unbounded behaviour in the elastic impact oscillator. Phys. D, 82, 117–135

(1995)



1350 Wang S. Q. and Guo F.

[11] Mawhin, J., Willem M.: Critical Point Theory and Hamiltonian Systems, Springer-Verlag, New York, 1989

[12] Nie, Q. Q., Guo, F., Wang, M. W.: Generalized nonsmooth saddle point theorem and its applications on

second order Hamiltonian systems. Chaos Soliton. Fract., 104, 741–747 (2017)

[13] Ning, Y., An, T. Q.: Periodic solutions of a class of nonautonomous second-order Hamiltonian systems

with nonsmooth potentials. Bound. Value Probl., 34, 1–12 (2015)

[14] Ortega, R.: Dynamics of a forced oscillator having an obstacle, In Variational and Topological Methods in

the Study of Nonlinear Phenomena (Pisa, 2000), Birkhäuser Boston, Boston, MA, 2002, 75–87
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