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Abstract
Lack of support for handling a reduction of autonomy in a highly autonomous automation may lead to a stressful situation 
for a human when forced to take over. We present a design approach, the Reduced Autonomy Workspace, to address this. 
The starting point is that the human and the automation work together in parallel control processes, but at different levels 
of autonomy cognitive control, such as setting goals or implementing plans, which is different from levels of automation. 
When autonomy is reduced, the automation should consult the human by providing information that has been aligned to the 
level at which the human is working, and the timing of the provision should be adapted to suit the human’s work situation. 
This is made possible by allowing the automation to monitor the human in a separate process. The combination of these 
processes, information level alignment and timing of the presentation, are the key characteristics of the Reduced Autonomy 
Workspace. The Reduced Autonomy Workspace consists of four phases: Identification of the need; evaluation of whether, 
and, if so, when, and how to present information; perception and response by the human; implementation of a solution by 
the automation. The timing of the information presentation should be adapted in real-time to provide flexibility, while the 
level of the information provided should be tuned offline and kept constant to provide predictability. Use of the Reduced 
Autonomy Workspace can reduce the risk for surprising, stressful hand-over situations, and the need to monitor the automa-
tion to avoid them.

Keywords Reduced autonomy workspace · Levels of autonomy in cognitive control · Joint control framework · Air traffic 
management · Levels of automation · Automation ironies

1 Introduction

When an autonomous automation that is working side-by-
side with a human reaches a limit for its autonomy, there 
must be a way for the human to cope with a reduction in 
autonomy. When a human takes over in a stressful situation, 
he or she must understand not only the situation but also how 
it was handled by the automation before the autonomy was 
reduced. It may take more time to reach this understanding 
than handling it without the automation. Furthermore, the 
human must maintain knowledge about the fallback proce-
dures that are available to cope with autonomy reduction 

should it happen, which may be both costly and time-con-
suming. In the worst case, the human has not performed the 
tasks without the automation for a long time, and as a result 
of this has lost skills. This may cause the situation to quickly 
become critical. The use of automation in this case leads to 
more work, a need for higher skills, and potentially new dan-
gers—contrary to the probable reasons that the automation 
was introduced. Bainbridge (1983) described these issues 
as “automation ironies”. Much effort has been invested to 
mitigate these problems, but they are still with us, decades 
later (Baxter et al. 2012; Strauch 2018).

This article introduces an interaction design approach 
known as the Reduced Autonomy Workspace (RAW) that 
can mitigate some of these issues. The workspace is espe-
cially intended to be used with highly autonomous systems. 
When autonomy decreases and cooperation between auto-
mation and human is needed, the RAW should enable the 
automation to initiate communication that relates to the situ-
ation by consulting the human in a well-timed way that puts 
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as little additional cognitive load as possible onto the human. 
This allows the human to decide whether, and, if so, how and 
when to respond. This should be possible to apply whether 
it is a major reduction in autonomy calling for the human 
to take over some of the work, as described in the opening 
paragraph, or a less dramatic one when both the automation 
and the human soon can resume autonomous work. The key 
idea is to allow the automation to initiate communication 
using information that has been transformed to a format 
and level that are appropriate for the role and responsibili-
ties of the human. A further aspect of the communication 
is that its timing has been adapted to the human’s situation. 
The RAW was designed using the Joint Control Framework 
(JCF) (Lundberg and Johansson 2020), and a case-driven 
approach using a case from the domain of Air Traffic Man-
agement (ATM). The JCF was chosen primarily for its abil-
ity to describe temporal aspects of control processes and the 
interactions between these processes, properties not covered 
by most other frameworks.

This article first presents related work and the ATM 
domain with a concept design case based on a future ATM 
system in which a highly autonomous automation and a 
human work together. The case is then modelled using the 
RAW approach. Finally, different aspects of the RAW are 
discussed and how RAW can be implemented. Some direc-
tions for future research are suggested, and conclusions 
drawn from the modelled case are presented.

2  Related work

Humans working with automated systems is not a new phe-
nomenon, but some issues related to human-automation 
cooperation remain to a large extent unsolved.

2.1  Still struggling to team up with automation

Baxter et al. (2012) reviewed work that had been carried out 
during the 30 years since Bainbridge (1983) formulated the 
now well-known ironies (e.g. that the human’s task shifts 
from working with a process to monitoring an automation 
that now works with the process; that this is a shift of tasks 
rather than only a reduction in workload; that humans do not 
perform well in passive monitoring tasks). Baxter showed 
that some of these ironies remained to be solved. More 
recently, Strauch (2018) revisited the ironies and came to 
largely the same conclusions—they are still valid and, in 
many cases, unresolved. Strauch described several incidents, 
mainly from aviation, in which the classical automation iro-
nies were found to be just as valid as previously. He pointed 
out, however, that safety has increased in the aviation sec-
tor, as knowledge about how to deal with the ironies has 
increased. He also suggested that the development of new 

types of automation, some of which have greater autonomy, 
has introduced new ironies or issues. One of those is the 
autonomy conundrum described by Endsley (2017), which 
relates to the operator’s decreased Situational Awareness 
(SA) caused by high Levels of Automation (LOA) and 
reduced possibility to revert to manual control when needed. 
Endsley considers this to be a major challenge that must 
be addressed with good design. Trapsilawati et al. (2016) 
emphasize that it is important to engage the operator in the 
work and suggests that the reduction in workload for the 
human, made possible by the automation, may be utilized 
by the human to maintain SA. Endsley also emphasizes that 
it is important that SA is shared between automation and 
human if the former is highly autonomous and works in a 
team with the human (Endsley 2017). In this case, Endsley 
states that the LOA is probably high with a low degree of 
adaptivity, and a low granularity of control for the human. 
This means that the human’s direct engagement in the auto-
mation’s tasks is low.

The SESAR Master Plan (SJU 2020) describes a devel-
opment roadmap for European ATM. In SESAR, increased 
automation is considered to be a key factor to achieve the 
goals of a single European sky. Five different LOAs are 
defined, where Level 5 is full automation with no human 
involvement. It is not expected that this fifth level will be 
fully achieved for ATM, at least not in the near future. 
Instead, the master plan points toward adaptive automation 
concepts. Automation is seen as being able to initiate most 
tasks, and it is not expected that automation will be able to 
execute all of them fully. As long as full autonomy is not 
achieved, automation is described as a support.

Strauch (2018) suggests that some of the ironies simply 
cannot be solved as long as we keep the premises the same, 
one of which is that the human should step in when automa-
tion gives up. Hence, the question arises of whether there 
are other ways of tackling the problem.

2.2  Humans and automation working side‑by‑side

Norman (2015) suggested how to change the paradigm 
on a conceptual level. He describes how the thinking 
around automation in the control of highly autonomous 
cars should change from an emphasis on the assignment 
of control tasks based on LOA to an approach that focuses 
on the human-automation cooperation. This avoids the 
problem of the human having to constantly supervise 
the automation and act as backup. Instead, the human 
and automation continuously cooperate. Shively et  al. 
(2018) also focus on cooperation when they show how 
the principles of Crew Resource Management (CRM) can 
be used in Human-Automation Teaming (HAT) (Cooper 
et al. 1980; Kanki et al. 2010; Maurino and Murray 2010). 
They show that bi-directional communication between 
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automation and human is a crucial factor. Christofferssen 
and Woods (2002) strongly emphasized the need for look-
ing at human-automation cooperation as a teamwork. They 
identified two crucial aspects to achieve this. First, make 
the automation understandable in a way that requires as lit-
tle effort as possible from the human, yet creating knowl-
edge about what is going on. Second, ensure directability 
of the automation, so that the automation is able to adhere 
to new directions from the human and adapt accordingly. 
Directability is also one of “Ten Challenges for Making 
Automation a “Team Player” in Joint Human-Agent Activ-
ity” (Klein et al. 2004). Klein et al. also brought up aspects 
such as mutual predictability and understanding. Roth 
et al. (2019) focused on function allocation and empha-
sized that cooperation is an important aspect that must 
be considered. Earlier, Bradshaw et al. (2013) brought up 
the need for a focus on cooperation, but at the same time 
criticized the use of LOA for autonomous systems. They 
questioned whether tasks can simply be switched between 
human and automation with no effect on the system. Kaber 
responded to this criticism and suggested that levels of 
automation are often confused with levels of autonomy, 
stating that the problem does not lie with levels of auto-
mation as such (Kaber 2018). Kaber also responded to 
concerns that LOA may not be the right starting point 
from which to design human-automation coordination and 
cooperation, concerns raised by, for example, Christoffer-
sen and Woods (2002). Kaber points out that the design 
sooner or later reaches engineers for implementation, 
and it is then important that roles are specified so that 
it is made clear who should do what in which situation, 
something for which an LOA framework is convenient. 
Jamieson and Skraaning (2018), in contrast, claimed that 
LOA has lost its relevance as a basis for the design of 
human-automation interaction as the field of automation 
has developed over the years. They mean that LOA has not 
delivered on predicting effects on important aspects such 
as situational awareness, task performance, and workload 
in complex work settings and thus does not help designing 
new automation. Hence, they argue, it is not meaningful 
to elaborate on new, more fine-grained LOA frameworks, 
instead new approaches should be sought for. LOA is not 
a concept with one, single definition. Many variants and 
taxonomies have been presented since the first definition of 
LOA by Sheridan and Verplank (1978), some more elabo-
rated and some more simplified, as pointed out by e.g. 
Kaber (2018) and Wickens (2018). An extensive overview 
of LOA frameworks was presented by Vagia et al. (2016). 
Yet, the LOA variants share the basic idea that tasks are to 
be divided between a human and an automation at different 
levels, where tasks at each level are assigned either to the 
automation or to the human, and this does not encourage 
a focus on cooperation.

2.3  Workspaces to accommodate 
human‑automation cooperation

Some proposed models focus on human-automation coop-
eration. Itoh and Pacaux-Lemoine (2018) discuss the issue 
from the perspective of trust. They identified a need for a 
common workspace in which the automation and a human 
agent can understand each other and the cooperation process. 
Pacaux-Lemoine and Flemisch (2019) also discussed this 
common workspace and present an example from Air Traf-
fic Control (ATC) (previously presented in Lemoine et al. 
(1996)). Cooperation centers mainly around tasks and takes 
place within any of three layers of cooperation, which are 
linked together by the workspace. Flemisch (2019) discusses 
the same model and combines it with theories of control 
sharing. He also introduces a temporal aspect, by showing a 
snapshot of a situation with different control-sharing states 
at two distinct points in time. Gutzwiller et al. (2018) sug-
gested that cooperation in human-automation teams should 
be organized by pre-defining task allocation under different 
conditions in a working agreement, and including transition 
points that define when to change the allocation of tasks 
and responsibilities. In addition to the already mentioned 
older work of Lemoine et al. (1996), the workspace notion 
in the ATC context was used in a later follow up study 
(Pacaux-Lemoine and Debernard 2002), and by Hoc and 
Debernard (2002), the main focus there were task distribu-
tion. Riera and Debernard (2001) had a similar idea around 
a workspace in ATC context, and also highlighted the need 
for a frame of common references. Jones et al. (1997) pro-
poses a workspace to keep track of progress in coordinated 
and automated activities, including pre- and -post condi-
tions. Vanderhaegen (2021) focuses on human-automation 
coordination (availability, possibility to act, competence).

2.4  Levels of automation and levels of cognitive 
autonomy

As already pointed out, LOA taxonomies may be adequate 
to use to describe a system with respect to how actions and 
responsibilities are split between human agent(s) and auto-
mation. Vagia et al. (2016) distinguish between autonoma-
tion and autonomy where autonomy is the ability to make 
decisions without the need for external input, referring to 
Albus et al. (1998), while automation only is about following 
a fixed set of rules. None of the LOA taxonomies contain 
information about the joint control processes where tasks are 
split up between human and automation and the interaction 
between those processes. For instance, is the automation 
autonomously carrying out a given plan or is it also set-
ting goals and making new plans? This could all take place 
within the same LOA, but they are distinctively different in 
terms of cognitive autonomy.
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Lundberg and Johansson defined a Joint Control Frame-
work (JCF) (Lundberg and Johansson 2020) where they 
introduce six Levels of Autonomy on Cognitive Control to 
assess and describe cognitive autonomy and limits of cog-
nitive autonomy (Table 1). The six LACC levels (Table 1) 
were derived from decades of scientific work in control of 
complex systems, and include core levels and abilities of 
models of control and situation awareness. With this LACC, 
it is possible to assess:

1. System core capability: What kinds of control tasks can 
the AI/Automation/Autonomous System perform? (i.e. 
which of the LACC levels can it work on?)

2. System performance limit: Having described the over-
arching system capabilities, how good is the Autono-
mous System at those tasks, at those levels, and what 
performance envelope does it have?

3. Human-automation/AI collaboration requirements: Hav-
ing characterized the performance envelope, this gives 
us LACC levels on which humans and automation need 
to collaborate.

This characterizes the system in terms of what limits 
and strengths of the system is regarding the LACC and 
also characterizes the human-AI/Automation collaboration 
requirements.

The relation between the LACC and LOA is shown 
in Fig. 1 The combination of different LACC and LOA 
forms an automation competence scheme. Note that Fig. 1 
is only one example, the LACC can be combined with 
any LOA taxonomy of choice. Also note that the interac-
tions for any LACC can take place at any LOA. Hence, 
an automation can act on different LACC, at any LOA, 
and, at least in theory, act at any level of autonomy. If 
we apply this on human-automation cooperation, we can 
imagine a human agent that sets the goals and frames. The 
automation works autonomously within the frames and 
rules set and decides on how to achieve them, though the 
LOA may differ depending on the task to be performed. 
However, if the automation can make its own decisions 

and cannot communicate with the human, it needs to be 
fully autonomous but also works within rigid frames with 
a loss of flexibility. To avoid this, communication with 
the human agent is needed when reaching the limits for 
the automation’s autonomy. The LACC will help assess-
ing what human and automation will collaborate on. The 
LACC-LOA thus gives both an assessment of division of 
work, and collaborative work, the latter which is of most 
interest for the RAW approach.

The JCF also includes an associated score notation 
that enables the interaction of an agent with a process to 
be described and analyzed over time. One example of an 
agent is an air-traffic controller (ATCO) who controls air 
traffic. The framework can be used to model processes 
for both a human and an automation, and the interac-
tion between them. The model in this way describes the 
processes and makes it easier to understand them. The 
JCF can be used to analyze not only existing systems but 
also non-existing, first-of-a-kind systems (Lundberg et al. 
2018).

The JCF combines ideas from several previous frame-
works for modelling of control processes, including the 
Extended Control Model (Hollnagel and Woods, 2005). The 
JCF not only brings these ideas together into one framework; 
the provided score notation adds a temporal extension of 
the joints between the control processes and controlled pro-
cesses that are modelled in the JCF.

In each process, a subject (such as an ATCO) interacts 
with an object (such as an aircraft). Each point of interaction 
is called a “cognitive joint” and may relate to either perceiv-
ing information, making decisions, or performing an action. 
These interactions are known in JCF as perception points 
(PP), decision points (DP), and action points (AP). While 
PPs and APs correspond to more explicit interactions with 
the object, DPs are more of a subject-internal nature, even 
though they still relate to the object in the control process 
and affect the object through the subsequent actions. Each 
process interaction can take place at any one of six Levels 
of Autonomy in Cognitive Control (LACC), spanning from 
high-level framing of the situation to physical interaction 
with interfaces, Table 1 (Lundberg and Johansson 2020).

Table 1  Levels of autonomy in cognitive control (LACC), adapted from (Lundberg and Johansson 2020)

Level Description

6 Frames Defines the situation and context, e.g. to maintain safe and efficient air traffic in a certain airspace at a certain time
5 Effects Effect goals within the situation, e.g. keeping aircraft apart by a certain distance or striving towards the minimum 

delay of traffic
4 Values Trade-offs between different criteria and effect goals
3 Generic Making up plans and how to implement them to achieve what has been decided upon at higher levels
2 Implementations Actual implementation of plans, setting constraints and making implementation decisions
1 Physical Physical world object status, e.g. positions of aircraft on a radar screen
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3  Designing a reduced autonomy 
workspace

A few basic ideas were used as starting points from which 
we built the RAW approach. The automation is considered to 
be a highly autonomous, cognitive agent that works together 
with a human agent in different roles at different levels of 
cognitive control. This combines several views on humans 
and machines. Arguably, LOA is a prosthesis (Roth et al. 
1987) progression, where control gradually shifts to the 
(more efficient or competent) machine. In contrast, manag-
ing breakdowns may require a tools/instrument view (Roth 
et al. 1987), to amplify skilled abilities in active work with 
a problem:

Unanticipated situations inevitably arise in problem-
solving situations and confound preplanned response 
strategies. (p 502).

This means that some means must exist to manage 
breakdowns in machine activities. Roth et al. (1987) fur-
ther suggests focusing on increasing the abilities of a 
human–machine ensemble, with a key factor being the dis-
play of a shared frame of reference. This goes towards a 
more collaborative view, much in line with that of automa-
tions as agents, that, as Lee and Seppelt (2012) observe, 

works on the behalf of the human. With the agent view, 
cognitive competence becomes central. Thus, as a basis for 
RAW, the shift from task-sharing based on LOA to a more 
elaborate cooperation process based on LACC is central. 
Further, the temporal aspect of the cooperation between the 
automation and the human is a key characteristic of the work 
on the RAW, that stems from the focus on time-to-control 
by a subject versus time-of-change in a process in the Joint 
Control Framework (Lundberg and Johansson 2020).

The RAW was designed by using a scenario-driven 
approach. It was initially designed as a theoretical concept 
using an analysis framework, and the ideas were subse-
quently applied to a specific case. The case used was an 
ATM case, as ATM was considered to be a relevant domain. 
The case was constructed as a scenario in an air traffic con-
trol real-time simulator, which enabled the temporal aspects 
of the RAW to be studied. This case was analyzed in-depth 
using the JCF score notation. The scenario was deliberately 
kept relatively simple to make it useful for the purpose of 
explaining the RAW principles. Even though the RAW has 
been exemplified within a specific domain, its principles 
relate to any type of autonomous automation that needs 
to cooperate with a human. In the rest of the chapter, we 
describe the RAW principles in more detail, present the 
domain, including the case, and the analysis framework.

Fig. 1  This matrix shows the Levels of Autonomy in Cognitive Con-
trol (LACC) and how it relates to LOA. Different LACC can occur at 
any LOA. A system that can use or go between several LOAs, or that 
uses sub-systems with different LOAs require several columns. The 
LACC can be used in several ways: firstly, to set a limit on the maxi-
mum capability of the agent. This also characterizes the autonomy of 
the agent. An agent that can make trade-offs and select plans or plan 
based on that, is very different from an agent that only has one plan 

that is executed over and over again. Second, to describe limitations 
and capabilities at each level. Can the automation for instance cre-
ate new plans on the “generic level”? Can it make trade-offs between 
effect goals at the values level, and can it compute or estimate 
the actual state of the values in the process? Third, the LACC can 
be used to describe joints between control systems, where a system 
requires help from another system and for instance presents informa-
tion or accepts steering from the outside
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3.1  Application context: air traffic management

Air Traffic Management (ATM) is a domain in which auto-
mation has increased more or less constantly, from the intro-
duction of radar to today’s complex systems with a multitude 
of tools and sub-systems that assist the ATCOs. The increase 
in automation has been driven mainly by demands for higher 
efficiency, and at the same time maintain high safety stand-
ards. However, the level of automation is still relatively low 
and differs between systems, although higher automation 
is seen as a key component for the success of future ATM 
systems (Federal Aviation Administration 2019; SJU 2020). 
Even though the systems may reach a higher level of auto-
mation and become more autonomous than they are today, 
it is expected that ATCOs will work with the ATM systems 
for the foreseeable future, while it is accepted that the roles 
may change (SJU 2020).

3.2  The scenario

The RAW targets highly autonomous systems. As the 
autonomy in most currently used ATM systems is limited, 
a scenario in an imagined, future ATM system was created. 
Lundberg et al. (2018) used a similar approach to evalu-
ate a non-existing, first-of-a-kind system, though both the 
technology and the traffic situation were first-of-a-kind in 
the work presented there. In the work presented here, the 
autonomous system was fictitious, while the traffic situation 
was not. In this scenario, a highly autonomous system works 
side-by-side with the ATCO. The main automation manages 
the traffic on a tactical level, solving conflicts and carrying 
out plans made by the ATCO, typically at LACC between 1 
and 3. For this, we assume that the automation has the ability 
to create a correct and extensive world model of the world in 
which it is operating as well as the processes going on and 
tasks being performed. The ATCO plays an active role, and 
works also on a tactical level, although with a longer time 
horizon and on a higher level of cognitive control, typically 
at LACC between 4 and 6. The ATCO makes plans, sets up 
goals, and coordinates with other stakeholders.

The scenario was built around a traffic situation with a 
high-level crossing of two aircraft at the same altitude, in 
which several solutions are available: The trajectories of 
two aircraft conflict, Fig. 2. Aircraft SAS123 is crossing 
slightly behind the route of KLM456 at an acute angle. If 
nothing is done, the distance will become shorter than the 
allowed minimum separation (5 nautical miles, NM). The 
automation calculates that the most efficient solution is to 
turn SAS123 slightly to the right until it is free of traffic, i.e. 
KLM456. However, this would bring SAS123 too close to 
the adjacent sector. How close too close is varies, but a typi-
cal rule is that distance required to a sector border is half the 
distance required as separation between two aircraft. This 

ensures that aircraft are always separated by more than the 
minimum permitted, even if they are on each side of a sector 
border. The second-best option is to turn SAS123 left, but 
that results in a longer flown distance.

In this situation, an ATCO would decide whether it is 
a good idea to call the ATCO in the adjacent sector to ask 
for permission to fly closer to the sector border than the 
rule prescribes. The automation establishes that it would 
probably not be a problem. However, the automation does 
not have the jurisdiction nor the means to coordinate this 
with the ATCO in the adjacent sector. Furthermore, the 
ATCO working together with the automation may possess 
additional knowledge about the situation. The automation 
concludes that it is time to consult the ATCO, to establish a 
RAW. This kind of trade-off is not uncommon, and a normal 
part of the work of an ATCO, and dealing with them is a one 
of the many skills that an ATCO must possess.

It is important to remember that the example in the case 
is an extract from a specific situation, used to illustrate the 

Fig. 2  The traffic scenario (not to scale). The flight paths of SAS123 
(blue line) and KLM456 (green line) will cross each other, and the 
aircraft will come too close (red parts of the flight paths). The auto-
mation calculates that the optimal solution is to turn SAS123 slightly 
to the right (full purple line), but that it will bring it too close to the 
sector border (thick grey line). The triangles show the turning points. 
The second-best alternative is a left turn (dashed purple line), but 
this gives a longer way route for SAS123. The turning point where 
the purple lines begin is the latest point calculated by the automa-
tion at which it is possible to give the turn command to the aircraft to 
achieve the intended effect. Hence, the response from the ATCO must 
be given before SAS123 reaches this point. We assume if no, or nega-
tive, response is given from the ATCO, se automation proceeds with 
the less optimal but still safe second-best option
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ideas of the RAW. It is assumed that other solutions, such 
as changing speed or altitude, have already been rejected by 
the automation based on consideration of other factors such 
as wind conditions and other traffic, leaving changes in the 
lateral route as the best alternative. Furthermore, one might 
argue that an autonomous automation should be designed 
such that it can handle this kind of situation and make the 
necessary judgements itself. That may be possible in a pre-
dictable reality where all cases can be identified and defined. 
However, the world is complex and even if it is possible 
to solve this scenario in other ways, there will always be 
situations in which the automation is exposed to unantici-
pated situations, or situations in which its autonomy limits 
are exceeded.

3.3  Analysis framework

With its ability to model interactions at different LACC and 
how they are situated in time in, and between, different con-
trol processes, the JCF (Lundberg and Johansson 2020) was 
chosen as a suitable framework to use for the RAW.

The JCF provides a score notation for interactions where 
a process is visualized by six parallel lines. Each line rep-
resents a certain LACC, and the horizontal extension of the 
lines represents time. The joints are depicted as dots in the 
score, just as notes in a sheet-music score. The vertical posi-
tion of a point in the score depicts the LACC at which the 
interaction takes place, and the horizontal position depicts 
the time at which it occurs. Johansson and Lundberg (2017) 
used a similar notation in which the cognitive joints were 
distributed in time, but their notation did not depict cognitive 
levels. The JCF enables not only principles to be modelled, 
but also specific episodes, due to its temporal extension, 
which is well compatible with the ideas of RAW. The score 
notation also makes it possible to visualize several simulta-
neous processes, similar to a musical score. To make them 
easier to read, the example scores have been enriched with 
arrows that depict the flow of cognitive joints (Figs. 3, 4, 
5, 6).

4  Resulting designs and analyses

The scenario was implemented in a real-time Air Traffic 
Control (ATC) simulator. However, since the case includes 
a highly autonomous automation that does not exist, the 
different solutions were scripted, which means that the air-
craft flew as if they had received the instructions from the 
automation. The simulator was used as a means to visualize 
the traffic situation that was to be modelled using the JCF 
score notation. Although using a scripted scenario, real-time 
playback showed a realistic temporal progress of the traffic 
situation.

4.1  Aligning the LACC of the information

A key element of the RAW design is to identify the level of 
information (Table 1) to be provided by the automation to 
the human when initiating the communication. Note that we 
only model one human stakeholder in this case, the ATCOs 
working directly together with the automation. Over time, 
there may be other stakeholders involved who gives input 
through other processes. The automation and the human 
work in parallel processes with the same objects, and share 
the frames and goals set by the human. They work, however, 
on different LACCs. To illustrate the RAW principles, two 
JCF scores were initially used. One score showed the process 
of the ATCO controlling the air traffic on a high level by 
setting goals, Level 5 (Effects). A second score showed the 
automation working with the same process on a lower level, 
solving tactical problems and implementing the solutions. 
Figures 3, 4, 5 show step-by-step how the situation is iden-
tified by the automation, how information is transformed, 
sent to, and responded on by the ACTO, and finally how 
the automation receives the response from the ATCO and 
implements the solution. The work is performed mainly on 

Fig. 3  Joint Control Framework (JCF) score to visualize the ATC 
example. The time is not to scale for readability reasons. The auto-
mation detects the conflict between the two aircraft (1). It considers 
the rules and goals at hand (2) and concludes that an optimal solution 
would require an exception from the rule stipulating how close to the 
sector border an aircraft is allowed to fly. It determines that it must 
consult the ATCO (3), which is done (4)
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Levels 1, 2, and 3 (physical, implementations, and generic), 
though it is governed by goals set on Levels 4 and 5 (values 
and effects). The automation identifies the conflict between 
the two aircraft (Fig. 3, Point 1), compares the rules of sepa-
ration and the goal of optimizing the traffic (Fig. 3, Point 
2). A decision is made that the ATCO should be consulted 
(Fig. 3, Points 3 and 4) to decide whether if it is a good idea 
to ask the neighboring sector for approval to implement the 
most efficient solution.

When initiating the communication about the RAW, the 
automation must be able to transform the low-level informa-
tion into an information package that can be presented and 
understood at the level at which the human agent is working 
(Fig. 4, Points 4 and 5) to avoid that the ATCO must switch 
cognitive levels when prompted by the automation. Consider 
the differences between the two descriptions of the problem 
with the SAS123-KLM456 crossing presented in Table 2.

The first (Table 2) is a medium–low level description of 
the problem, Level 3. It would force the ATCO to dig into 

Fig. 4  The information that the automation needs to consult the 
ATCO is presented to and perceived by the ATCO (5). Note that it is 
the level of the information that is indicated in the score, not how, or 
from which HMI it is received. The ATCO decides on how to act (6). 
In the example, the ATCO decides to coordinate with the ATCO in 
the neighboring sector. The result of this is sent to the automation (7)

Fig. 5  The automation receives a response from the ATCO (8) and 
transforms this into a decision about which solution to implement (9). 
It then implements it (10). If the ATCO gave a positive response, the 
main alternative is implemented, otherwise the automation goes for 
the second-best alternative. The solution can be implemented well 
before t3 if the ATCO responds earlier

Fig. 6  Introduction of the process by which the automation moni-
tors the ATCO to be able to adapt the RAW to the ATCO’s situation. 
When the automation has decided that an RAW is to be established 
(3), it checks the situation of the ATCO (a) with respect to such mat-
ters as workload and attention. It combines this information with 
when response is needed (t3) and decides at (b) when to initiate the 
RAW (at a suitable time between (t1) and (t2)). If no convenient time 
can be found, the RAW should not be established, and the automa-
tion implements the second-best alternative (9) without consulting the 
ATCO
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the situation at Level 1 or 2 to understand why the automa-
tion wants to turn the aircraft (an optimized conflict solu-
tion) and the consequences of doing so (coming too close 
to the adjacent sector). It is not clear that this is about find-
ing an optimal solution, which may raise questions from the 
ATCO about alternatives. This low-level information has to 
be transformed to a higher LACC by the ATCO to make it 
possible to compare them to the higher-level goals in order 
to make a decision.

All of this takes time, and may take the ATCO out of the 
loop of his/her work at higher levels. The second (Table 2) 
description clearly states that it relates to a conflict between 
a rule (required distance to the sector border, safety) and a 
goal (optimization), i.e., this description relates directly to 
the goals and trade-offs at Levels 4 and 5, where the ATCO 
is working, and makes it clear that no issues with respect 
to traffic other than that in the conflict to be solved have 
been identified. It is only necessary for the ATCO to decide 
whether it is feasible to coordinate with the adjacent sector 
to obtain permission for an exception from the border sepa-
ration rule to reach the optimization goal. This is a Level 4 
decision. Both descriptions are at the same LOA—the auto-
mation detects the problem and suggests a solution for the 
ATCO to approve or not approve. The difference is at what 
LACC it is communicated.

Note that when presenting the information to the human, 
the action to initiate the RAW (Fig. 4, Point 4) is taken on 
a lower level, 3, than the level of the information perceived 
by the ATCO, 5 (Fig. 4, Point 5). This transformation of the 
information is very important and one of the core ideas of 
the RAW, i.e. to align the communication with the human 
to the level at which the human is currently working. The 
human agent can then evaluate the information in a con-
trolled manner starting from his/her current level. A deci-
sion is made on a slightly lower level, 4, while the action of 
providing the response is again located on Level 5 (Fig. 4, 
Points 6–7). This gives the ATCO the possibility to pace the 
process, and the LACC alignment should reduce the need for 
extensive information gathering at lower LACC.

The response is passed to the automation, which trans-
forms it back to a low-level solution that is compliant with 
the revised goal (Fig. 5, Points 8–10). If positive, that is if 
the ATCO has deemed it a good idea to coordinate with the 
adjacent sector and has provided an affirmative answer, the 
automation implements the solution by modifying the route 

of SAS123 to include a right turn. If negative, the auto-
mation implements the second-best alternative, and modi-
fies the trajectory of SAS123 to include a left turn. During 
the procedure, it has not been necessary for the ATCO to 
consider the details of the possible solutions, and he/she 
has been able to continue to work with goals and trade-offs 
between the goals. The automation has made several trans-
formations between cognitive levels, and in this way made 
such transformations unnecessary for the human. The ATCO 
may glance at the radar screen during the process, and in 
this way perceive information at a low LACC, to obtain an 
overview of the situation. That is, however, different from 
using the radar screen to obtain detailed, low-level informa-
tion of each control process in order to use this information 
to determine how to follow high-level rules and goals when 
making a decision. Further, of course, nothing prevents 
the ATCO from taking in low-level information while it is 
present. What is important here is that the goal is that this 
information should not be needed for the RAW process, and 
the human can decide whether to gather it instead of it being 
forced upon him/her.

This ability to transform and align the information to suit 
the ATCO is a crucial aspect of the automation’s compe-
tence. If the same procedure is always followed when initi-
ating the RAW, the communication will be highly predict-
able – the human knows what to expect. Together with the 
timing of the communication, the RAW moves away from 
the unwanted, stressful handover situations and acts as a 
cooperating system. The process of trying until failing and 
then issuing an alarm is no longer necessary.

4.2  Rhythm and timing by adaptation

Initiation of the RAW, and thus the communication with 
the ATCO, must be made in a sensible way with respect to 
rhythm and timing in the information flow to avoid work-
load peaks. Hence, the automation must be provided with 
knowledge about the situation of the human with respect to 
attention, workload et cetera. For explaining the concept, 
we assume that this is available. In reality, this could be 
derived using techniques such as eye tracking and real-time 
analysis of system interaction. For this, we introduce a third 
JCF score, which shows how the automation can act when it 
knows what the ATCO is doing (Fig. 6, lowest score).

Table 2  Description of one 
same problem at different 
LACC 

LACC Description

3 Generic I would like to turn SAS123 right by x degrees. Is that OK?
5 Effects I would like to let SAS123 fly 1.7 NM closer to Sector X than allowed 

to solve a conflict optimally, no conflicting traffic detected in Sector 
X. Is that OK?
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When a decision has been made to establish a RAW 
(Fig. 6, Point 3), the automation knows when it must obtain 
a response from the human to be able to implement the 
solution (Fig. 6, t3). The human must have sufficient time 
(Fig. 6, t2-t3) to reflect upon the RAW information and 
decide whether to respond and if so, how. The minimum 
time required depends on the application domain, but it 
should be a predefined, fixed amount, to provide predict-
ability. Even if a certain amount of time is needed for the 
human to deal with the RAW, initiating it too early may 
result in an overload of RAWs. Furthermore, looking too 
far into the future will increase uncertainty due to the com-
plexity of the real world: the weather may change, or other 
unforeseen events occur.

Early in the process, it is difficult to predict whether a 
situation will develop into a problem at all. Therefore, a 
RAW horizon should be established that defines the earliest 
time at which the automation can initiate a RAW (Fig. 6, t1). 
Consequently, a RAW can be presented between t1 and t2, 
the exact timing of which depends on the situation. While 
t2 is a fixed time, it is suggested that t1, the RAW horizon 
should be adaptable. The automation uses the knowledge 
about the ATCO’s situation (Fig. 6, Point a) to decide on 
when between t1 and t2 to initiate the RAW (Fig. 6, Points 
b, 4, and 5). Even if t1, the horizon, is set by the human 
operator, the possible values depend on the implementation 
and domain-specific conditions.

Figures 3, 4, 5, 6 suggest that there is plenty of time, but 
the scores show only a few processes. It is probable that 
there are many more processes and events that affect the 
situation. These include other aircraft, the need to coordinate 
with other stakeholders, strategic planning activities, and 
so on. All of this must be considered when the automation 
decides when it is appropriate to establish the RAW, i.e. 
Points a and b, leading to the action at Point 4 in Fig. 6.

Importantly, the RAW is intended for use only in non-
critical situations. Hence, if no response is given for some 
reason, the only effect will be a decrease in efficiency, not 
a decrease in safety. However, if missed responses start to 
occur more frequently, it is a clear signal that something is 
not working optimally. Critical issues and situations must 
continue to be handled by alarms and back-up systems and 
procedures.

5  Discussion

The JCF scores (Fig. 3, 4, 5, 6) clearly show the parallel 
human and automation control processes of the analyzed 
scenario, and how the processes are related to each other. 
It makes clear the importance of the temporal aspects of 
the RAW and how the automation should work with it. The 
order of the joints in the RAW follows the same pattern of 

perception, decision, and action. It is critical that the ATCO 
has enough time between perception and decision (Fig. 6, 
Points 5 and 6). To achieve this, the automation must possess 
knowledge about the workload of the ATCO. Though illus-
trated as a point in the score (Fig. 6, Point a), it should be 
an ongoing task for the automation to measure and evaluate 
the workload continuously, so that the information is always 
available when the need for an RAW arises. When this hap-
pens, the automation must be able to answer three questions 
before establishing the RAW: “Shall I consult the ATCO, 
and if so, when should I do it, and how?”. To answer the first 
question (Fig. 6, Point b), the automation must evaluate the 
possible benefit of obtaining help from the ATCO against the 
risk of overloading the ATCO. This means that the automa-
tion must not only know what the workload is, but also have 
access to a calibrated workload limit to compare it with.

The consequences of not following the RAW principles 
can be made clear by deconstructing the RAW analysis piece 
by piece. If the first question, if, is not addressed, the auto-
mation will always present the information, regardless of the 
situation. What has then been created is, with respect to the 
temporal aspect, an alarm. Points 3 and 4 (Fig. 6) take place 
practically simultaneously, and the information is presented 
to the ATCO earlier than necessary. If the first question, 
if, is addressed but not the second one, when, there would 
still be an alarm-like communication, but fewer occurrences. 
Finally, if the first two questions are addressed but not the 
third, how, the information is presented at the same level as 
that at which the issue arose, moving Point 5 (Fig. 6) in the 
analysis from LACC 5 to 3. This corresponds directly to 
the differences between the two LACC-dependent phrasings 
presented in Table 2. Thus, even if the timing is correct, the 
ATCO must do more work to understand the information 
and its relevance to the situation and the LACC at which he 
or she is working. This may, in turn, take time, and make it 
harder for the automation to estimate the time needed, creat-
ing a vicious circle of self-reinforcing bad timing. Remem-
ber though, that just asking the questions if, when, how, will 
not achieve the result we want without a thought-through 
way of answering them. The important part, and the novelty 
of the RAW, is how this should be done by using the LACC 
alignment and the timing based on the different control pro-
cesses as modelled in the JCF framework.

Though using the same notion of “workspace” as in the 
models presented by Pacaux-Lemoine and Flemisch (Pac-
aux-Lemoine and Flemisch 2019), the RAW differs in some 
important aspects. In the Pacaux-Lemoine and Flemisch 
models, the workspace is separate from the controlled exter-
nal process, and relates only to the communication between 
the automation and the human. Furthermore, the automation 
is still considered to be a support system. Instructions are 
passed through an interface, affect the process, and propa-
gate back to the task goals in the process, in a cycle with no 
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defined duration. The RAW also differ from the described 
earlier workspaces by placing the interactions within and 
between the control processes on a timeline, thus adding 
the temporal aspect.

5.1  Working together

We have used a specific scenario to show and analyze the 
consequences of the RAW, but the principles are generic: 
similar scenarios should follow the same pattern for the 
human-automation cooperation. Similar situations are, for 
example, trade-offs between local and global optimizations 
and the receipt of inconsistent incoming data, which may 
confuse the automation. The parallel-process JCF scores in 
the analysis not only make the durations clear; they also 
elucidate the cooperation between the automation and the 
ATCO and how they work with the same object, the air 
traffic.

By working this way, side-by-side in a team, the human 
and the automation are continuously involved in control-
ling the same external processes, albeit on different levels. 
Hence, they both have an understanding of the situation 
and work alongside each other. If properly designed by the 
RAW principles, there should be no need for the human to 
understand in detail how the automation works. If not so, 
it imposes demands on the human not only to master the 
own control processes, but also to master the automation 
and how the automation handle its control processes, and 
then we are back to the automation ironies. To avoid that, 
it is important that the human can trust that the automation 
will ask for consultation when needed, and that the automa-
tion will adapt the communication to suit the situation of the 
human. In other words, the alignment of LACC and timing 
of information illustrated by the JCF scores in our example, 
are central. These are, of course, the same requirements as 
those of humans working together – we do not have to know 
in detail how other people are working, but we need to trust 
them in having the competency required, and that they are 
able to consult us in an appropriate way when needed. The 
design of the RAW can make this easier by providing pre-
dictable behavior: the human should not be surprised by 
issues communicated at an inconvenient LACC or with bad 
timing that interrupts the human’s work or leaves too little 
time for response.

5.2  Future research

We consider RAW a design approach that should be suit-
able for any domain in which human operators work with 
highly autonomous systems. Vessel Traffic Service (VTS) 
and train control are closely related domains that share many 
properties with ATM with respect to both control processes 
and the control room environment. Future work should look 

at extending the RAW principles into other domains, and 
address how they can be used in more complex settings with 
teams larger than one human and one automation. Complex 
experiments might require quite some effort, but they are 
necessary to prove the ideas and produce knowledge needed 
to further develop the ideas of the RAW.

The RAW interaction design approach principles must 
be supported by human–computer interfaces (HCI) that 
facilitate the RAW. Their appearances, the look-and-feel, 
is a question for future research, and must be adapted to 
the particularities of the domain, the visual context, and the 
processes to which they are to be applied.

It is probable that artificial intelligence (AI) will be part 
of future systems, and it may make systems with learning 
abilities possible. However, if the automation can learn and 
improve its behavior, this will result in changes to the behav-
ior. It will be important to investigate the ways in which this 
should be allowed and how it affects predictability and trust 
in human-automation cooperation.

Finally, can the information about when, how often, and 
why RAWs are established be used? It is possible that it 
can be used as a system-wide performance indicator. This 
would require not only monitoring the system status but 
also analyzing the data offline to gain deeper understand-
ing of the human-automation cooperation. The possibility 
of using these data in an aggregated form by a supervisor 
role to indicate the overall status of the system could also 
be investigated.

6  Conclusions

We describe a design approach of a Reduced Autonomy 
Workspace (RAW) and analyze a case the Air Traffic Man-
agement (ATM) domain. From this, we draw four main 
conclusions:

Firstly, a notation for the control processes and interac-
tions over time is needed to describe the RAW. The key 
characteristics are the adaptation of timing and the align-
ment of information with respect to Levels of Autonomy 
Cognitive Control (LACC) in the interaction between the 
processes of the automation and the human. The interac-
tions are described in the Joint Control Framework (JCF) 
as cognitive joints.

Secondly, the occurrence of the cognitive joints in the 
RAW can be split into four phases:

1. Identification by the automation of the need for a RAW.
2. Evaluation by the automation of if, when, and how to 

present the RAW to the human.
3. Perception of the RAW by the human, and response to 

it.
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4. Implementation by the automation of a solution based 
on the response from the human.

Thirdly, temporal adaptation must be carried out in real 
time, but the definition of target levels for the transformation 
and LACC alignment of information should be carried out 
offline. The rationale is that the level of cognitive control at 
which the human should work is expected to be fairly con-
stant. If this procedure is rigorously followed, predictability 
can be maintained.

Last, but not least, the RAW modelled in this paper 
includes three processes: The work of the Air Traffic Con-
troller with the traffic, the work of the automation with the 
traffic, and the monitoring by the automation of the ATCO’s 
situation. This means that it is not necessary for the ATCO 
to monitor the automation. (Such a need, if present, can be 
shown in a fourth score, a process in which the ATCO is the 
subject, and the automation is the object to be monitored.)

To summarize: the RAW design approach can solve some 
issues often encountered in human-automation coopera-
tion by allowing the automation to determine if, when, and 
how it should consult the human when autonomy has been 
reduced using the novel approach provided by the RAW. The 
emphasis on LACC rather than only Levels of Automation 
(LOA) as a starting point is a key to the RAW approach. By 
following the RAW approach, the risk for overloading the 
human by initiating communication at an inconvenient time 
is reduced, while sufficient time for the human to respond is 
maintained. The risk for surprises is reduced by providing 
information at a consistent level of cognitive control that is 
aligned to match the level at which the human mainly works. 
Finally, as the automation only consults the human if this is 
possible, it is not necessary for the human to continuously 
monitor the automation to try to foresee what the automa-
tion is up to.
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