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Abstract
Increasingly sophisticated and robust automotive automation systems are being developed to be applied in all aspects of 
driving. Benefits, such as improving safety, task performance, and workload have been reported. However, several critical 
accidents involving automation assistance have also been reported. Although automation systems may work appropriately, 
human factors such as drivers errors, overtrust in and overreliance on automation due to lack of understanding of automa-
tion functionalities and limitations as well as distrust caused by automation surprises may trigger inappropriate human–
automation interactions that lead to negative consequences. Several important methodologies and efforts for improving 
human–automation interactions follow the concept of human-centered automation, which claims that the human must have 
the final authority over the system, have been called. Given that the human-centered automation has been proposed as a more 
cooperative automation approach to reduce the likelihood of human–machine misunderstanding. This study argues that, 
especially in critical situations, the way control is handed over between agents can improve human–automation interactions 
even when the system has the final decision-making authority. As ways of improving human–automation interactions, the 
study proposes adaptive sharing of control that allows dynamic control distribution between human and system within the 
same level of automation while the human retains the final authority, and adaptive trading of control in which the control 
and authority shift between human and system dynamically while changing levels of automation. Authority and control 
transitions strategies are discussed, compared and clarified in terms of levels and types of automation. Finally, design aspects 
for determining how and when the control and authority can be shifted between human and automation are proposed with 
recommendations for future designs.

Keywords  Human-centered automation · Human–automation interactions · Authority · Levels of automation · Automation 
driving system · Adaptive automation · Shared control

1  Introduction

The driving environment is a highly dynamic and potentially 
high workload domain that requires high human cognitive 
abilities and cognition to acquire and process surrounding 
information in a continuous manner (Inagaki 2011). Due 
to limitations of human information processing abilities, 

drivers in such a complex domain are prone to errors (Man-
nering et al. 2009). Drivers’ error, such as a failure to per-
ceive risks and/or react appropriately, constitutes a major 
cause of road traffic accidents (Treat 1977; Green 2003). 
Road traffic accidents have a serious social impact in terms 
of both injury and death, in addition to the economic impact 
(Dingus et al. 2006). Technology has long been employed 
in addressing safety-related issues (Dickmanns 2002). 
Advances in the technologies enabled automation to be 
applied in all domains of human–machine systems includ-
ing car driving. Automating driving tasks were mainly 
introduced to improve the traffic system and road capac-
ity, support humans to control their vehicles more easily, 
and aid drivers in dangerous conditions (Coelingh et al. 
2010; Wille et al. 2010). A wide range of driving automa-
tion systems (DAS) have been developed to support drivers 
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in critical conditions such as imminent collision warnings 
and avoidance systems, and noncritical routine driving like 
adaptive cruise control and lane keeping assistance systems. 
Although the benefits of these systems have been repeatedly 
demonstrated in terms of safety, comfort and performance, 
several critical issues that have arisen when using ADS have 
also been reported (Parasuraman et al. 1993; Sarter et al. 
1997). For example, drivers could be overly dependent on 
automation systems even when systems may not work as 
expected (Inagaki and Itoh 2013; Lee and See 2004). This 
may be caused by automation-induced complacency, which 
occurs when operators become more satisfied with their 
abilities when the manual task competes with the automated 
one (Parasuraman and Manzey 2010). In addition, increase 
of the likelihood of engagement in non-driving related 
activities has been observed (Lee et al. 2006). Furthermore, 
poor understanding of the exact capabilities of the assis-
tance system can result in overtrust or distrust in automation 
(Inagaki 2008). These critical human factors related issues, 
perhaps, emerged from the fact that in addition to control-
ling the vehicle in a highly dynamic environment, drivers 
have to monitor and interact with the automation systems. 
This means that the drivers, when supported with automa-
tion and forced in the role of monitoring, supervising, and 
intervention that requires a higher level of skills, particularly 
when a driver has to deal with different levels of automation 
interventions (Katja et al. 2014), may not perform well. Such 
critical factors may not be totally eliminated or avoided by 
instructions or simple short-term trainings.

Automation implementation without sufficient considera-
tion of design implications on human operators, especially 
in unpredictable and highly dynamic environments like the 
traffic environment, may lead to misuse, disuse, or abuse of 
automation (Parasuraman and Riley 1997). A misuse may 
occur due to lack of human understanding of the system 
limitations, i.e., a human uses an automation system to han-
dle a task that is outside system design capacity. Drivers 
may think that an adaptive cruise control system (ACC) 
can respond to stopped vehicle as it has been identified by 
Itoh (2012). Disuse occurs when the human does not use 
the automation to handle tasks that are within the system 
design capacity. For example, drivers may not activate the 
lane keeping assistance, which helps the drivers keep the 
vehicle approximately in the center of the designated lane, 
where it could have been helpful. Some systems are designed 
in a way that permits human abuse of automation and affects 
human performance and skills, such as reduced attention to 
steering control and increased speed when supported by lane 
keeping assistance system (Van Der Wiel et al. 2015). These 
are mainly caused by lack of mutual understanding between 
human and automation as observed by Norman (1990), Bill-
ings (1997) and Abbink et al. (2012). How humans interact 
with, trust in and accept automation systems remains one of 

the greatest challenges that affect the efficacy of assistive 
technologies not only in automobiles, but also in all aspects 
of human–machine systems.

Trust in and understanding of automation can be a vicious 
cycle. On the one hand, humans may not be able to fully 
understand an automation system until they can develop a 
certain level of trust in the system to reach their goal. On the 
other hand, the more the humans understand the automation 
system the more they can develop an appropriate trust in 
the system. Abbink et al. (2012) proposed design guidelines 
for human–automation interactions focusing on improv-
ing human understanding of automation systems by keep-
ing the human always in charge of the control and provide 
the human with continuous feedback about the automation 
action, levels and boundaries. Other researchers discussed 
whether human control should be dependent on both agents’ 
abilities in the given situation (Miller and Parasuraman 
2007; Kaber 2017; Dekker and Woods 2002). For example, 
in automotive automation systems several researchers agree 
that control can be shifted from the humans to automation 
system in highly critical situations even without human 
directions (Inagaki 2000; Moray et al. 2000; Kaber and 
Endsley 2003; Miller and Parasuraman 2007; Prinzel et al. 
2003; Wilson and Russell 2007). These arguments in the 
literature suggest the need for a dynamic control distribu-
tion between human operator and automation system, i.e., 
adaptive automation (Miller 2005; Inagaki 2003; Parasura-
man et al. 1992). Adaptive automation provides a dynamic 
function allocation between humans and systems depending 
on interacting agents’ abilities and limitations in the given 
situation (Inagaki 2003). Dynamic allocation of control and 
authority allows the systems to have more than one level of 
automation (Gao et al. 2006). This means that the author-
ity of balancing the control between agents can be ranged 
depending on task requirements, risk evaluation, and agent 
ability. This raises the question of whether the automation 
should be allowed to retain the authority to trade the control 
from the human to the system without a human directive. 
Such control transition might cause automation surprises 
and bring distrust in automation (Bainbridge 1983; Abbink 
et al. 2008). An effective cooperation between human and 
systems can be used in resolving these problems caused by 
increasingly automated and authoritarian systems. Such 
cooperative human–machine relation is enabled by the con-
cept of human-centered automation (HCA), which regards 
the human as the main element in the system (Billings 1997).

In this paper, two types of adaptive automation are distin-
guished to improve human–machine cooperation (Sheridan 
1992): adaptive sharing of control and adaptive trading of 
control. In adaptive sharing of control, the system interven-
tion gradually increases, but the level of automation remains 
the same and the human is always in charge of the overall 
control. For example, the system may compensate, increase 
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or decrease, the steering wheel friction torque and angle to 
ease the vehicle lateral control for the driver depending on 
internal factors, such as vehicle speed and steering angle 
input by the driver, and external factors, such as road cur-
vature and spacing (e.g., critical or noncritical clearance 
distance to other vehicles). In adaptive trading of control, 
while the system intervention gradually increases, the level 
of automation changes accordingly and the human may not 
be in charge of the overall control. For example, a front col-
lision avoidance system that is capable of autonomous steer-
ing and braking maneuvers may increase steering angle and/
or brake pressure when driver’s reaction is not enough to 
avoid front obstacles. Thus far, the driver remains in charge 
of the steering wheel and pedals. In case the driver fails to 
response appropriately, the system takes over the control of 
the steering and/or pedals and drives the car autonomously, 
at least for a short period of time, to avoid critical conditions. 
In this case, the driver might not be able to override the sys-
tem. Adaptive automation has been found to be efficient and 
accepted more by the drivers comparing to other strict forms 
of automation. However, the questions as to when and how 
the control can be shared between the driver and the system, 
when authority must be handed over to either agent, and who 
is in charge of control distribution and authority transition 
strategy, still remain open.

This paper attempts to address these questions by review-
ing and discussing research in automation systems, and pro-
viding a useful framework for designing automotive automa-
tion systems addressing human factors issues. The paper also 
aims to explain and discuss the meaning of the concept of 
HCA, which claims that the human must have the authority 
to intervene in the process of automation when necessary. 
First, it is essential to understand the types of automation 
functions and levels of automation to clarify how automa-
tion systems support humans. Second, control authority is 
defined in terms of levels of automation and the concept of 
HCA. Sharing and trading of control are defined and clari-
fied with examples to understand modes of control and col-
laborations between human and automation. Finally, a set 
of design concepts and evaluation criteria are proposed for 
the future design of stable dynamic function allocation. The 
present study makes several noteworthy contributions to the 

knowledge and development of human–automation systems 
particularly in the automotive domain. It also clarifies the 
role of humans and automation in safety–critical situations 
and how to determine the final decision-making authority.

2 � Types of automation functions

Human information processing refers to the cognitive pro-
cess of information acquisition, and perception and manip-
ulation of information to reach decisions and implement 
action accordingly (Baddeley 2012; Wickens et al. 2015). 
Figure 1 shows stages of human information processing 
(information acquisition, information analysis, decision and 
action selection and action implementation) and how vari-
ous functions of automotive automation can be deployed to 
support each stage (Parasuraman et al. 2000; Inagaki 2011). 
The first stage of the model is related to the driver’s ability 
to collect information from the vehicle, roadway and traf-
fic environment. Advanced electronic technologies, such 
as night vision, and backward and side on-board cameras 
can be employed to enhance and extend driver’s perception 
capabilities (Luo et al. 2010). The second stage deals with 
the driver’s cognitive abilities in which a system may alert 
drivers’ attention to potential risks in their vehicles, road-
way and traffic environment. Pedestrians, intersections and 
traffic-light detection systems are typical examples of an 
assistance system that draws drivers’ attention to potential 
risks in their path (Sotelo et al. 2006). In the third stage, 
the system encourages drivers to select the most appropri-
ate action in the situation. For example, the system sets off 
a warning when the system detects an imminent collision, 
or provides a haptic guidance to help the driver keep in lane 
(Ho et al. 2006; Mars et al. 2014). Thus far, safety–critical 
decision-making and action implementation need to be done 
by the human driver.

In the fourth stage (action implementation), the system is 
designed to provide an automatic driving action. This action 
can be continuous driving assistance, such as ACC and LKA, 
or critical assistance, such as collision avoidance systems. 
SAE J3016 (2016) has defined six levels of driving auto-
mation (LDA) depending on driver’s role and automation 

Fig. 1   Human information 
processing model and roles of 
automation systems (Parasura-
man et al. 2000; Inagaki 2011)
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system functionalities and limitations. LDA mainly describe 
system capabilities and driving tasks undertaken by the sys-
tem starting from no automation (level 0) where the human 
driver must perform all driving tasks manually to full driv-
ing automation (level 5) in which the system performs all 
driving tasks under all roadway and environmental condi-
tions. However, LDA does not specify the drivers’ ability to 
manage or regain the automatic control when they want to 
resume manual driving or in case of automation failure. The 
way in which the control is allocated between the human and 
the automation system depends on automation authority and 
type of action automation function. The design of automa-
tion function that supports human action implementation 
can be consistent or inconsistent with the concept of HCA in 
which the human has the final authority over the automation 
(Woods 1989; Billings 1997). Thus, DAS may automati-
cally act in the situation or engage automatic driving mode 
even without the driver’s directive or intervention. Three 
types of action automation functions are distinguished in 
the literature: compensation, prevention and relief (Inagaki 
and Sheridan 2012).

2.1 � Compensation

Compensation includes systems that perform necessary 
actions that have not been done by the driver, such as auto-
matic emergency braking systems (AEBS). The AEBS may 
have the ability to avoid or mitigate collision damages by 
applying an adaptive amount of brakes depending on the 
situation even when a driver fails to take any action (Coe-
lingh et al. 2010). Another example of compensation can be 
an automatic lane change system (ALCS) that can detect and 
perform necessary lane change/merge maneuvers automati-
cally (Kanaris et al. 2001). Such types of automation should 
be designed with care. A human can be surprised with auto-
matic action, which may cause distrust in automation, espe-
cially when a mismatch occurs between the human intention 
and automation understanding of the situation (Inagaki et al. 
2007). This may also occur when there is a lack of mutual 
understanding between human and automation (Muslim 
and Itoh 2017). However, even with an appropriate mutual 
understanding, the likelihood of automation complacency 
occurrence can be increased with the existence of automatic 
compensation systems. These conflicts can be minimized by 
encouraging cooperation between human and automation 
(Flemisch et al. 2008). Human–automation cooperation may 
refer to each agent’s ability to control a process and cooper-
ate with other concerned agents.

2.2 � Prevention

A prevention system attempts to avoid or prevent drivers’ 
inappropriate actions. A notable example of prevention is 

lane change collision avoidance systems (LCAS) that aims 
to avoid collisions with vehicles in the adjacent lane area. 
LCAS has a different objective than ALCS. Whilst ALCS 
supports the implementation of lane changing, LCAS pre-
vents critical lane changing. Figure 2 illustrates a case where 
there are two vehicles, VI and VII, traveling on two different 
adjacent lanes at the same direction with a critical distance 
between them. Several accidents have been reported where 
the VI’s drivers decide to change lanes without realizing the 
presence of VII or misjudge the speed and distance of VII 
(Salvucci and Liu 2002). Researchers proposed several types 
of driver support systems to prevent such accidents. Itoh and 
Inagaki (2014) proposed two different steering intervention 
methodologies. One is to increase the steering wheel fric-
tion torque to resist the lane change initiation by the drivers, 
‘soft protection’. The other is to override the steering input 
by the drivers and provide a semi-autonomous driving, for a 
short period of time, to avoid the collision, ‘hard protection’. 
In terms of safety, the hard protection has been found to be 
more efficient. However, the soft protection has been found 
to be accepted more by the drivers. This difference might 
come from the fact that the soft protection is compatible 
with the concept of HCA, whereas the drivers has the final 
authority over the system. In contrast, the hard protection 
system has the final authority over the driver. Given that 
the main goal of HCA is to provide more cooperative auto-
mation approaches (Billings 1997), it is difficult to judge 
whether the hard protection violates the concept of HCA. 
When the hard protection was activated, the steering was 
controlled by the system and the acceleration/deceleration 
was controlled by the driver. Thus, both driver and system 
cooperate to control the overall vehicle dynamics.

2.3 � Relief

Relief automation assistance provides a continuous driv-
ing support during noncritical conditions, such as routine 
driving on a highway or limited access freeway, to reduce 
drivers’ burden by assisting drivers’ action for one or more 
driving functions, steering and/or headway and speed 
maintenance. However, the driver might need to supervise 
the operation of the system and the driving environment 

Fig. 2   An example of critical lane change scenario
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depending on LDA requirements. This can be exemplified by 
the function undertaken by the ACC systems. An ACC sys-
tem can maintain the host vehicle’s speed and headway time 
to a preceding vehicle. The system aims to reduce drivers’ 
workload by freeing them from frequent manual acceleration 
and deceleration (Corona and Schutter 2008). An automatic 
LKA that is capable of autonomous steering maintenance 
is another example of a relief control function. Such driver 
support systems are usually compatible with the concept of 
HCA. However, the main concern is how drivers might adapt 
to these systems in real driving. Integrating ACC and LKA 
systems can relieve the driver from all driving tasks in some 
driving scenarios expecting that the driver must intervene 
when necessary. The long-term interaction with such kind of 
assistance systems without expecting a system failure pos-
sibility or experiencing limitations of the system can lead 
to some critical human factors issues, such as overtrust and 
automation complacency. It might also lead to overreliance 
on the system, which can encourage drivers to engage more 
in non-driving related tasks (Llaneras et al. 2015).

3 � Automation authority

Suppose an assistance system detects a driver’s erroneous 
action, such as changing lanes toward a busy traffic stream, 
or an imminent front collision that requires the driver’s 
immediate action. Such cases raise a number of questions. 
How can the automation effectively support car drivers to 
avoid hazardous situations? Which is better: warning the 
driver or executing an automatic action? For the automation 
to be able to determine how to support drivers effectively 
is dependent on the system ability to monitor and identify 
driver’s status and state (the stages of information process-
ing) and to what extent the authority of act is given to the 
system (Inagaki 2011).

Automation authority is generally defined as the delegat-
ing authority to act in a certain way from a human agent 

to the automation system (Sheridan 1992). This study uses 
levels of automation (LOA) shown in Table 1 (Sheridan 
1992; Inagaki et al. 1998), LDA (SAE 2016), and stages 
of information processing (Parasuraman et al. 2000) to dis-
cuss automation authority from two perspectives. The first 
is the extent of authority given to the system to act with 
or without human permission. The second is related to the 
extent of authority given to the human to ignore, modify or 
override the automation action. Supporting stages #1 and #2 
of human information processing (information acquisition 
and analysis) requires LOA to be more than one. Whilst, the 
LOA for stage #3 (decision-making) should be more than 
three and for stage #4 (action implementation) is more than 
four. At LOA #5, the system initiates and implements an 
action only when directed by the human. Thus, the control 
authority is traded from human to the system in human-
initiated manner. If the LOA is more than five, the system 
can act even without human approval, which is known as 
machine-initiated manner. Initiating an automatic action 
without human directive does not necessarily mean that the 
system has final authority over the human. For example, 
assume an ACC system is activated automatically when the 
host vehicle exceeds a certain speed limit and there is a pre-
ceding vehicle to follow. The system can autonomously slow 
down and speed up the vehicle according to traffic without 
driver’s directive and intervention. Another example can be 
pre-crash safety systems, which apply the brakes automati-
cally to avoid front collisions when the driver fails to hit 
the brake pedal. In some time-critical contexts in automo-
tive domain, the need for automation intervention without 
human permission is indispensable for attaining safety (Ina-
gaki 2006). In both examples, the control is traded from 
the human to the system in machine-initiated trading of 
authority. However, the drivers may override the ACC sys-
tem and resume the vehicle cruise control, whilst they may 
not be able to override the automatic brake applied by the 
pre-crash safety system. It should be noted that the LOA 
describes the delegated authority of decision-making and 

Table 1   Levels of automation 
(LOA) (Sheridan 1992; Inagaki 
et al. 1998)

Scale Automation function

1 The computer offers no assistance, human must do it all
2 The computer offers a complete set of action alternatives, and
3 Narrows the selection down to a few, or
4 Suggests one, and
5 Executes that suggestion if the human approves, or
6 Allows the human a restricted time to veto before automatic execution, or
6.5 Executes automatically after telling the human what it is going to do, or
7 Executes automatically, then necessarily informs humans, or
8 Informs him after execution only if he asks, or
9 Informs him after execution if it, the computer, decides to
10 The computer decides everything and acts autonomously ignoring the human
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action implementation, while the LDA describes machine 
abilities and responsibilities in the automotive domain only. 
Levels of automation and driving automation can specify the 
extent of authority given to the system to act with or with-
out human directive, but they cannot specify the extent of 
authority given to the human to ignore, modify or override 
the automation action. Specifically, LOA and LDA may not 
exactly determine the final authority agent.

The second perspective of automation authority is related 
to the system design concept. If an automated system is 
designed in such a way that the human may override or 
change the automatic control, the system then is compatible 
with HCA. In contrast, if the human is incapable of manag-
ing the control action, the system design can be regarded as 
machine-centered automation in which the system remains 
the final authority and act without human directive. Whether 
or not the human is the final authority may not be specified 
by LOA only. When the LOA is six or above, the control can 
be allocated between the human and the machine following 
different strategies in which the human may or may not be 
able to regain or override the automatic control.

HCA that regards the human as the main acting agent in 
the system and maintains the human as the final authority 
is a widely accepted concept for automated system design 
(Billings 1997). According to this concept, the system may 
extend driver abilities of perception, support drivers’ situ-
ation awareness, and select and execute an action under 
human directive in such a way that the driver has the author-
ity to monitor and supervise automation and intervene when 
necessary. Whilst the effectiveness and human acceptance of 
these systems have been demonstrated repeatedly, safe task 
achievement cannot be assured because the human, as the 
final authority, may not perform well, such as ignore or over-
ride the system. Several longitudinal studies have argued 
that determining the final authority agent, i.e., human or 
automation, can be context-dependent (Moray et al. 2000; 
Wilson and Russell 2007; Miller and Parasuraman 2007). 
This means that in some safety–critical situations, automa-
tion may be given authority to act as an active and final 
control authority agent.

Authoritarian DAS might lead to trigger several negative 
human factor-related issues, such as human being out-of-
the-loop performance problems, increase in the likelihood 
of human misunderstanding of the system, and automa-
tion complacency (Merat and Lee 2012; Endsley and Kiris 
1995). These problems might come from a shift in the role 
of human drivers from that one direct control of the vehi-
cle to one of monitoring and supervising the system and 
driving environment (Itoh 2012; Blaschke et al. 2009). It 
has been widely discussed that the negative consequences 
of automated driving may be addressed by keeping the 
human driver always in the direct control loop which can be 
achieved by sharing instead of trading the control between 

humans and machines (Pacaux-Lemoine and Itoh 2015; 
Griffiths and Gillespie 2005). One of the most promising 
solutions to avoid substantive human factor issues associated 
with traded control are automotive shared control systems, 
which are also expected to increase safety and reduce human 
error (Abbink et al. 2012; Mars et al. 2014). However, traded 
control systems are more efficient at preventing human 
errors and may perform better than shared control systems 
when designed appropriately. The question that remains is 
how the characteristics of shared and traded control can be 
integrated in one system to combine advantages and elimi-
nate disadvantages of both control modes.

4 � Automation and human role of control

The roles of control in human–machine systems can be 
categorized into seven modes based on modes of control 
proposed by Sheridan (1992) and in terms of LDA by SAE 
(2016) as shown in Fig. 3. The first mode is manual con-
trol in which the control is determined by the human to 
perform the task entirely without system intervention. The 
system in this mode may extend drivers’ perception, such 
as night vision and blind spot sensors, and support drivers’ 
decision-making through some visual, audible and tactile 
warning systems. In the second mode, the control of a spe-
cific task is determined by the human with the assistance of 
the system to enhance human performance, such as haptic 
lane keeping assistance in which both the human and the 
system contribute to steering wheel control. Other systems 
that amplify or extend drivers abilities, such as electronic 
stability control (ESC) and the antilock brake system (ABS) 
can also be considered under the second mode of control. 
The first and second control modes are equivalent to level 
zero of driving automation in which the driver performs all 
aspects of the dynamic driving task, even when warning 
and intervention systems are available. In the third mode, 
some parts of the task can be implemented automatically by 
the system, while the human performs the remaining parts. 
This mode is equivalent to level one of driving automation 
in which ADS executes either steering or acceleration/decel-
eration using information about the driving environment and 
with the expectation that the driver performs all remaining 
aspects of the dynamic driving task. For example, the ACC 
system performs the acceleration/deceleration tasks and the 
driver performs the steering task. In the fourth control mode, 
which is equivalent to level two of driving automation, the 
control of task can be traded entirely between the human and 
the system depending on task requirement and agent ability. 
In automobile, one or more ADS execute both steering and 
acceleration/deceleration using information about the driv-
ing environment and with the expectation that the driver 
performs all remaining aspects of the dynamic driving task. 
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For example, a vehicle is equipped with a limited ability sys-
tem that is capable of steering and headway maintenance on 
highways. The system of the fifth control mode can perform 
the task entirely under all condition with the expectation of 
human intervention to achieve an adequate performance in 
the overall task when the system reaches a functional limit or 
failure. The fifth mode is equivalent to level three of driving 
automation in which the system performs all aspects of the 
dynamic driving task with the expectation that the driver 
will respond appropriately to a request to intervene. The 
sixth mode is an automatic control in which the task is sup-
posed to be performed autonomously by the system without 
the need for human supervision or intervention. However, 
in complex and unpredictable environments like driving, 
the ability of the current systems is limited and their abso-
lute reliability is not assured; therefore, human intervention 
might be needed to perform tasks for which the system is 
not designed. Such automatic control mode is equivalent 
to the level four of driving automation in which the system 
performs all aspects of the dynamic driving task, even if the 
driver does not respond appropriately to a request to inter-
vene. The seventh control mode is equivalent to the level 
five of driving automation in which the system performs all 
aspects of the dynamic driving task under all roadway and 
environmental conditions that can be managed by a human 
driver. The system in this mode may have very limited inter-
face, e.g., only display. Therefore, the human may not be 
able to intervene in the process.

Driving task can be divided into two main subtasks: (1) 
lateral control (LAC), which can be controlled with the 
steering wheel; and (2) longitudinal control (LOC), which 
can be controlled with gas and brake pedals. In traditional 
manual driving (control modes #1 and #2), a driver takes 
responsibility for controlling both the LAC and LOC sub-
tasks during all times and under all conditions. Whilst the 

driver can, from time to time, assume supervisory role with 
respect to one subtask and direct control of the remaining 
subtask in mode #3, the control of both subtasks can be 
traded between agents at the same time in mode #4. In auto-
mated driving modes #5–7, both subtasks, LAC and LOC, 
are autonomously performed by the system even without 
human directives. Following Sheridan (1992), modes #2 
and #3 are called shared control systems in which the task 
is controlled by the human and automation simultaneously. 
When the task is determined entirely by either agent, human 
alone or automation alone, the system is called traded con-
trol just like control mode #4. Thus, shared control can 
be defined as a control distribution strategy in which both 
human and automation act simultaneously to determine the 
final output of the system. The most advantageous feature of 
shared control systems is that the human is always engaged 
in the process. Shared control systems are compatible with 
HCA, while some traded control systems might go beyond 
the boundaries of HCA. However, traded control systems 
represent the building blocks for future autonomous driv-
ing systems. Hence, shared control is central to this study to 
overcome human factors issues associated with traded con-
trol systems, particularly during authority and control transi-
tions initiated by changes in either agent’s ability (Flemisch 
et al. 2012). The literature identifies three types of shared 
control strategies (Sheridan 1992):

4.1 � Extension

This type of shared control system aims to extend human 
ability either by reducing efforts required to perform a func-
tion, or by weighing up human input to cope with the situ-
ation. Figure 4 illustrates how the human act through the 
machine in this type of shared control systems. With respect 
to vehicle control functions, ADS may extend drivers’ 

Fig. 3   The spectrum of control modes based on control modes pro-
posed by Sheridan (1992) and levels of driving automation (SAE 
2016). When the controller loop with a broken line is open, the task 
is performed by the human only, and when it is closed, the task is 

performed by human and system. When the controller loop with a 
continuous line is closed, the system performs the task entirely, and 
when it is closed, the task is performed by the human with or with 
automation assistance
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abilities to control one or both driving functions, LAC and 
LOC, by generating a control action in consistence with the 
driver’s intention. For example, a power steering system 
reduces the driver’s effort to steer the vehicle. Recently, 
developed front collision avoidance systems (FCAS) may 
increase the driver’s steering and/or braking input when the 
system detects that the control force by the driver is not 
enough to avoid the collision (Itoh et al. 2013). Thus, the 
human and the system contribute simultaneously and con-
tinuously to achieve a task that is difficult or critical to be 
achieved by the human alone.

4.2 � Relief

This type of shared control systems generates a control force 
to guide the human action. The system attempts to assist 
the human in risky or potentially hazardous situations. For 
example, the haptic lane keeping assistance system can pro-
vide a continuous haptic guidance to the drivers to correct 
vehicle trajectory (Abbink et al. 2012; Mars et al. 2014). In 
this type of shared control, both human and system contrib-
ute to the same device input and the final output is usually 
determined by both agents as shown in Fig. 5. The main 
difference between extension and relief systems is that with 
extension, the system generates an assistance following the 
human’s objective, whilst with relief type, the human and the 
system might have two opposite objectives. Thus, in relief 
type, the overall control of a task might depend on control 
distribution strategy between agents. With haptic lane keep-
ing assistance, the human, as final authority, may override 
the control guidance of the system and proceed with lane 
departing.

4.3 � Partitioning

This type means that the system performs some parts of 
the task entirely while the human performs the remaining 
parts. Partitioning shared control is just like dividing the 
main task into complementary subtasks, e.g., LAC and LOC, 
so that the control of each subtask can be traded indepen-
dently between human and automation system. Figure 6 
shows control repartition of driving task between human 
and automation. A notable example of partitioning is found 
in ACC systems. On highways or long trips, drivers may let 
an ACC system maintain the vehicle speed, i.e., acceleration 
and deceleration, while they maintain the steering function. 

Fig. 4   Block diagram of shared control systems for amplifying and 
extending driver’s action. The arrow with broken line indicates that 
the system may or may not provide the driver with a feedback about 
the system operation

Fig. 5   Block diagram of shared control systems for correcting driv-
er’s action

Fig. 6   Block diagram of partitioning shared control in which the task 
is divided into subtasks, and each subtask is equivalent to a specific 
function that can be traded between the human and automation sys-
tem
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Partitioning can be used not only to reduce human workload, 
but also to avoid inappropriate human actions. For example, 
a lane change collision avoidance system (LCAS) may take 
over the steering control to avoid a possible collision caused 
by a critical lane change initiation meanwhile the vehicle 
speed is controlled by the driver (Itoh and Inagaki 2014). 
Although the human continues to contribute to the main 
task by controlling other subtasks, partitioning may not be 
always compatible with HCA. In the former example with 
ACC, whether the longitudinal control is handed over to 
the system in human-initiated or machine-initiated manner, 
the driver may, at any time, regain the control of the LOC 
function. Such partitioning, which is usually used in routine 
(noncritical) driving tasks, is compatible with HCA. The 
latter example with LCAS, which is used to support drivers 
in critical situations, the LAC function is traded from the 
driver to the system in a machine-initiated manner and the 
driver may not be able to override the system. However, the 
overall task is determined by both agents. Therefore, such 
partitioning may violate some objectives of HCA.

5 � Design aspects for human–automation 
interactions

This study recommends that future design of human–auto-
mation interactions need to take into consideration human 
and system information processing limitations and abilities, 
risk value, time criticality, and all potentially surrounding 
hazards and uncertainties. In what follows, four aspects for 
improving the future design of human–automation interac-
tions are proposed.

5.1 � Mutual understanding

Automation should be able to perceive driver status in com-
parison with traffic condition to understand driver behavior 
in a certain situation. At the same time, the system should 
be designed in a way so that the human driver may easily 
perceive the goals and capabilities of the automation sys-
tem. Mutual understanding is a fundamental essence of the 
cooperation and positive interactions between the human and 
automation. Accurate understanding may help the human to 
reach an appropriate level of trust in automation and reduce 
automation-induced complacency.

5.2 � Control authority

It is recommended that automation system should be 
designed in a way that enables smooth control and author-
ity transitions between human and automation. The control 
and authority transitions can be determined depending on 
agents’ abilities, limitations and risk factors as shown in 

Fig. 7. Where the authority is transmitted from the human 
to the automation is a point known as the authority thresh-
old. Under this point, the system is compatible with HCA 
even when the control is traded from the human to the sys-
tem. Beyond the point of authority threshold, it is difficult 
for the human to regain the control from the system. For 
example, a given system ‘A’ can be designed so that even 
when the control is handed over completely to the system, 
the human retains the final authority over the system. In 
a second system ‘B’, the control is transmitted from the 
human to the system in machine-initiated manner and 
the system becomes the final authority over the human. 
A third system ‘C’ comprises shared control as an inter-
mediate stage in which the control of a specific task can 
be dynamically distributed between agents before reach-
ing the authority threshold. In this case, adaptive shar-
ing and trading of control are combined for a cooperative 
and smooth handing over and regaining the control by the 
human. The issue of determining the authority threshold 
is an intriguing one which could be usefully explored in 
the further research.

5.3 � Time criticality

All safety critical situations are about timing. Tim-
ing determines how risky the situation is and when it is 
necessary for automation system to intervene as well as 
the means of interference. In Fig. 7, time to contact is 
essential to determine the authority threshold and when 
the human is unable to handle the situation encountered. 
Time criticality can be the main factor that makes HCA a 
domain-dependent concept. In some cases of automobile, 
machine-initiated trading of authority is accepted more 
than in aircraft.

Fig. 7   Evaluation criteria for authority and control transitions. Exam-
ples of systems with different strategies of control and authority tran-
sition are also shown
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5.4 � Risk value

Selection and implementation of an autonomous action 
requires high information collection and analysis of perfor-
mance abilities. The system should be able to collect and 
analyze all surrounding information when it is about to per-
form an action. For example, when the system autonomously 
controls the vehicle to avoid a potential hazard, the system 
should take into account not only the detected hazard, but 
also how to safely guide the vehicle in the new situation 
during and after avoiding that hazard.

6 � Application examples

6.1 � Operational driving

Human performance of a task can vary depending on sev-
eral factors, such as task complexity and requirements, 
working environment, and workload. During operational 
(noncritical) driving, driver performance can be subject to 
driver workload, road type, driving requirements, timing, 
and traffic status. For example, even operational driving 
can be critical when the driver’s workload is high (Kaber 
and Endsley 2003). Assume that an automation system can 
determine when the driver performance does not fit with 
the situation and system intervention is needed. The ques-
tion is how to support the drivers without affecting their 
driving performance and triggering undesired interactions 
with automation. Following the proposed design aspects, 
the system should be designed in such a way that the human 
can understand the operation of the system and the system 
can understand human behavior (mutual understanding). To 
understand human behavior and predict the level of perfor-
mance, the system should be able to perceive the main task 
and divide it into subtasks (e.g., steering, acceleration and 
deceleration) to compare human performance of each sub-
task with task complexity, such as traffic status and visibility 
conditions, and requirements, such as speed limits and safety 
distance to other vehicles, in the given situation.

How the system can support human performance dur-
ing noncritical situations (operational driving) using the 
characteristics of sharing and trading of control can be 
exemplified in Fig. 8. Suppose the system has the ability of 
controlling the LAC and LOC functions autonomously and 
is able to identify driver performance (within or under the 
required level for safe task achievement). First, the system 
structures the main driving task into subtasks, steering and 
pedals control. Second, the system evaluates driver perfor-
mance of each subtask and compares it with the required 
level of performance in the given situation. The system cre-
ates a model of performance criterion that can be updated 
depending on the evaluation criteria shown in Fig. 7 above. 

Based on the criterion, the system may decide that driver 
performance of each subtask is either well or needs to be 
automated. If the system recognizes that the driver control 
input of any subtask is inappropriate for the situation, such 
as the driver being unable to keep in lane, keep safe head-
way distance or inappropriate and rapid braking reaction, the 
system, first, provides control guidance to assist the driver 
cope with the situation. The aim of the control guidance is 
to adjust driver’s performance and alert the driver that his 
or her performance is lower than the required level. The 
force feedback guidance may gradually increase or decrease 
based on the driver’s cooperation with the system. So far, 
human and machine share vehicle control and the human 
is in charge of the entire driving task. In the case that the 
control guidance was not enough to improve driver perfor-
mance, the system may increase automation intervention 
to perform one subtask or more autonomously. This means 
that a task or subtask can be automatically traded from the 
human to the system.

Machine performance is also evaluated by the system and 
the driver. During the automatic operation of the system, 
the driver may resume the control of any automated subtask 
by starting to input control actions via the specified inter-
face i.e., steering wheel, and gas and brake pedals. Upon the 
driver’s request for control or the system reaches a functional 
limitation, the system hands over the control of each sub-
task gradually to the driver. To avoid human-out-of-the-loop 

Fig. 8   Flowchart of authority and control transitions of ADS in per-
formance and situation dependent manner



695Cognition, Technology & Work (2019) 21:685–697	

1 3

performance problems, the control should be shifted gradu-
ally to the driver with respect to driver readiness. As can 
be seen in the flowchart, it would be better not to trade the 
control directly between the human and the system.

6.2 � Critical condition

Suppose that a driver has to make an unexpected lane chang-
ing maneuvre to avoid a rear-end collision with a vehicle 
ahead and dangerously closes in on another vehicle located 
in the adjacent lane area as shown in Fig. 9. Proceeding 
with lane change initiation by the host vehicle’s driver with-
out realizing the vehicle in the adjacent lane may lead to a 
side-impact collision. In case the host vehicle’s driver could 
realize the adjacent vehicle and return to the initial lane, the 
driver needs to respond appropriately to avoid colliding with 
the vehicle ahead. To support the driver in such complex 
and time critical scenario, the system should have the ability 
to evaluate the situation by detecting surrounding hazards, 
driver reaction and compare risk values to provide the driver 
with an efficient collision avoidance assistance.

Figure  10 shows the proposed design of automation 
system in which the driver can act through the system in 

cooperative manner that is compatible with HCA. The sys-
tem provides assistance depending on driver’s input and 
risk value, such as distance and time to collisions between 
vehicles. However, the human, when supported by auto-
mation under the concept of HCA, may not perform well 
as recognized by Sheridan (1995). Thus, the control of a 
task can be shifted partially or entirely from the human to 
system for safe task achievement. An effective cooperative 
human–machine relationship does not necessarily mean that 
the automation should always agree with human action to 
be consistent with HCA. It is necessary for the system to 
provide the driver with an adequate and continuous feedback 
to avoid misunderstanding of automation boundaries and 
limitations, and misinterpretation of automation elements.

7 � Conclusions

The main goal of the current study was to identify and 
address issues in human–automation interactions that have 
negative impacts on human performance, efficiency of auto-
mation systems and overall safety. The study has presented 
roles of human and automation in terms of authority and 
control transitions strategies with costs and benefits of each 
strategy. In terms of the proposed design aspects and dis-
cussed examples, four recommendations for future research 
are suggested to improve human–automation interactions:

1.	 The system should provide human with proper and con-
tinuous feedback to understand the automation action in 
the given situation. An appropriate humans’ understand-
ing of the system encourages them to accept and cooper-
ate with the automation action to improve performance 
for safe task achievement. In order for the system to be 
able to determine the appropriate action for the situation, 
the system should be able to compare human reaction 
and behavior with the situation encountered

2.	 Human perception of risk can be negatively influenced 
by the automation assistance. The existence of automa-
tion assistance seems to encourage risk tradeoff and 
complacency by influencing the tendency of human to 
check their environment, such as drivers may become 
reluctant to check the driving environment when sup-
ported by ADS. The chance of automation abuse can 
be reduced by designing a system with clear bounda-
ries that make it easy for the human to understand how 
the system perceives a situation, makes a decision and 
implements an action. However, automation-related 
complacency, which has long been reported as a lead-
ing factor in aviation accidents, cannot be avoided even 
with well-designed systems and skilled operators (Wie-
ner 1981). System designers, therefore, must not only 
design a good system, but also propose the most effec-

Fig. 9   An example of a critical lane change scenario

Fig. 10   Diagram of cooperative adaptive collision avoidance system; 
the system provides an adaptive support action based on driver per-
formance and risk value, such as TTC between vehicles, during criti-
cal maneuvers
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tive systematic approach for training the human operator 
to use the system as expected.

3.	 Humans’ ability to avoid hazards that are outside the 
system design capacity can be affected considerably by 
the authority and control transition strategy. Human-
centered automation is a cooperative approach to reduce 
these conflicts between human intention and automation 
limitations, which influence human performance as an 
automation backup in case of failure.

4.	 The concept of human-centered automation could be 
viewed from two perspectives. One could focus on how 
the human interact with, trust and accept the automation. 
This issue is important for the development of adaptive 
automation for critical driving support systems. The 
other perspective could focus on investigating whether 
the previously shown benefits of adaptive shared control 
are still present, when the control is traded from human 
to the system and automation is assumed as the final 
authority agent. This is important for the development of 
automated driving systems during critical and noncriti-
cal driving.

The generalisability of these recommendations is subject 
to certain limitations. For instance, an experimental valida-
tion of the proposed design aspects and recommendations is 
lacking. It would be interesting to validate proposals using 
empirical and case studies. Although the study covered 
important issues of human factor in automotive automation 
systems under the framework of human-centered automa-
tion, further experimental investigations are needed to evalu-
ate the long-term effects of improving human–automation 
understanding on human–automation interactions.
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