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Abstract This paper presents an approach to human–ma-

chine interactions based on the concept of teamwork and

the psychological theory of object relations. We envision

the human and the machine in a close relationship that has

many aspects of human-to-human relations. Not only does

the machine have to relate to and accommodate human

wants and needs, but also, to some extent, the human is

called to reciprocate. We propose a framework consisting

of eleven attributes that describe generic processes in

teamwork: commitment, goal definition, common ground,

belief, planning, transparency, sensitivity, caring, respon-

sibility, trust, and reflection. Using an automotive climate

control system as an example, we show how some of these

attributes can be used to evaluate user interactions and

point to new design opportunities. Based on results from a

pilot study of driver interaction with the climate control

system, we operationalized sensitivity and caring for other

team members, encapsulated them in a computational

architecture, and implemented a control interface. The

evaluation of the control interface during a driving exper-

iment suggests that it is markedly better than a regular

interface and is almost as good as a human expert who

interacts with the climate control system in response to the

driver’s needs and wants.

Keywords Automotive � Automation � Autonomy �
Teamwork � Modelling � Field study � Artificial intelligence

1 Introduction

In their studies of user interactions with computers, tele-

vision, and other media, Byron Reeves and the late Clifford

Nass concluded that humans interact with machines in the

same way as they relate to another human being (1996).

They argued that such user interactions ‘‘are fundamentally

social and natural, just like interactions in real life’’ (p. 5,

italics in text). With an eye towards human interaction with

automated systems and autonomy, this article discusses

how to best operationalize these concepts for the purpose

of design. We first define teamwork, which we see as a

primary manifestation of social interaction in the context of

work. We then examine natural interactions between

humans and machines as a mirror of human relations in real

life. We argue that an understanding of these two funda-

mental concepts can lead to the development of user

interfaces that are simple, intuitive, and minimal in terms

of interaction features, but at the same time can handle the

complexities of current and future technological systems—

especially those with autonomy.

In recent years, there has been growing interest in the

design of autonomy (e.g. rovers, drones, self-driving

vehicles) since these advances are considered the next

frontier in technological development. Semantically,

autonomy has three meanings. The first, which comes

directly from Greek (auto = self, nomous = laws), is the

authority to create and apply one’s own laws (Hansen

1992, pp.18-20). The second denotes self-sufficiency, or

the capacity of an entity to take care of itself without the

help of others (autarky is the original Greek term), and the

third refers to the quality of self-directedness, or freedom

from outside control (Eleuthera, which is commonly

translated as freedom). Although all three meanings evoke

a sense of independency which mirrors the political science
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essence of the term, modern applications of autonomy

involve heavy interactions with humans. In their insightful

analysis of human–autonomy interactions and review of

future design directions, Bradshaw et al. called for

advances in human–machine teamwork that would enable

autonomous systems not only to merely to do things for

people, but to also work together with people. They view

this capacity for human–machine teamwork as the key

requirement towards effective design of future autonomic

systems (2013).

Given the increasing capabilities of machines to conduct

work that only a few years ago would seems to have been

impossible to carry out (e.g. driving a car), we anticipate

that in the not-so-distant future human and the machine

will be required to join forces. Such joint human–machine

‘‘teams’’ will not only improve performance on the mun-

dane aspect of the mission (flying, driving, etc.), but also

perhaps even benefit overall mission effectiveness,

specifically in novel and complex situations (e.g. involving

moral decision-making) where machine capabilities are

lacking. To this end, we envision this future team-oriented

system as cooperative (Goldman and Degani 2012). Cur-

rent developments have focused primarily on teams of

automated agents and even on mixed, human, and auto-

mated agent teams, but not on the cooperative aspect

(Horvitz 1999; Rich et al. 2001). Cooperation, even in

human teams, is difficult to achieve because much of the

‘‘glue’’ that binds and melds people into cooperation is

emotional and psychological (Woolley et al. 2010).

In the next sections, we define the notion of ‘‘team’’ and

survey some of the key literature on team formation,

cohesiveness, and maintenance of social groups and teams

comprised of humans. We then gradually present work on

teams of machine agents, primarily from an artificial

intelligence perspective, and then summarize some

attempts from within the human factors literature to anal-

yse mixed teams of humans and machines.

A team is generally defined as ‘‘a number of persons

associated together in work or activity’’ (Merriam-Webster

2011), but in the context of work involving for example

military, medical, or flight operations, a more representa-

tive definition is ‘‘a distinguishable set of two or more

people who interact dynamically, interdependently and

adaptively towards a common and valued goal/objective/

mission, who have each been assigned specific roles or

functions to perform, and who have a limited life span of

membership’’ (Salas et al. 1992, p. 4; Paris et al. 2000). In

the context of this paper, we extend the Salas and col-

leagues definition to include not only ‘‘people’’ but also

machine agents.

A significant amount of human work is performed by

teams rather than by individuals (Sasou and Reason 1999).

While this is particularly true in complex technological

systems, it is also a reality in business, medical care,

government, and many social organizations. In terms of

productivity, there are many advantages to teamwork such

as increased performance, efficiency, and redundancy.

Emotionally, being part of a group provides mutual aid,

support, and a sense of belonging and cohesiveness that

most of us strive for. However, learning how to function in

a team, let alone how to forge and lead one, is far from

trivial.

Interest in team formation and evaluation began during

the 1980s with Belbin’s influential work on successful

teams (Belbin 1981, 1993). Texts on the topic by business

writers and management scientists can be divided into two

categories: one deals primarily with leadership, role

behaviours, and the way a team impacts performance

(Davis et al. 1992), while the other line of inquiry focuses

on models of team performance and ways to measure this

(McFadzean 2002). In social psychology, there has always

been a keen interest in team formation and performance. In

aviation, the notion of teamwork attracted considerable

attention in the late 1980s after several airline accidents

where a lack of teamwork skills among pilots was found to

be a contributing factor to the accident (Wiener et al.

1993). Of special concern are situations in which the flight

crew did not share critical information and ignored team

members’ inputs and advice (Foushee 1984). This revela-

tion, coupled with extensive research, resulted in the

mandate of Crew Resource Management training for pilots

by the Federal Aviation Administration (2004). The con-

cept was quickly adopted in the medical, chemical, nuclear,

and maritime fields, as a way to train employees to work

more safely and efficiently.

In the early 1990s, researchers began to explore the

nature of human action and planning of work and activities.

Bratman (1992) devised the shared activity framework that

captures the way cooperative actions unfold in human

teams. He emphasized that a group of individuals doing

work is not necessarily a team. Rather, what makes a team

involves the presence of three main factors: (1) commit-

ment to mutual support and the overall activity, (2)

responsiveness of the members to each other’s needs, and

(3) ‘‘meshing’’ of the team members’ individual plans into

a joint plan.

In artificial intelligence, Grosz and Kraus (1996)

extended Bratman’s framework to develop a theory of

teamwork. From their perspective, teams of intelligent

agents are formed by developing and implementing shared

plans which specify the capabilities needed by agents to

plan and act together. Teamwork is seen as a special type

of shared activity where the resulting joint plans constitute

more than the composite of the individual agents’ plans.

Beliefs and intentions about other agents’ states and actions

also need to be considered for the team to function
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properly. Follow-up research began to consider computa-

tional approaches to embedding human behaviour in

interactive systems (e.g. agents that adapt their negotiation

strategies to humans and agents which provide strategic

information to users; see Azaria et al. 2012; Gal et al.

2011).

Within the human factors community, Christoffersen

and Woods (2002) identified two fundamental attributes

that enable automated agents to become team players:

observability (to see what the automated agents are doing)

and directability (as a means to redirect machine activi-

ties). Klein et al. (2004) followed up this line of work by

examining other team attributes such as ‘‘basic agree-

ment,’’ models of each other, goal negotiation, and the

like.

This brief overview has covered the concept of team-

work from the humanistic, management and organiza-

tional/social psychology points of view, and the standpoint

of technological approaches to work practices in teams.

The humanistic view of teamwork provides the necessary

foundation to think about teams of humans and agents, and

their formation. Studies in management science and social/

organizational psychology highlight the importance of

human relations in teams. Advances in artificial intelli-

gence point to how machine agents can form teams, how

they behave in a team setting, and how they actually act.

This literature hints at the ways in which joint human–

machine teams could be formed, whereas thinking in the

field of human factors has defined a number of attributes of

joint human–machine teams.

Hence, the focus of this paper is on the necessary and

attributes of teams and how to operationalize them in the

context of human interaction with machines. We begin by

analysing how humans work in groups and what can be

learned from this as regards joint teams of humans and

machines. We then apply the concept of a joint team to an

automotive system to observe how a team-oriented design

approach can be realized. We further examine such close

human–human interrelations in the context of a comfort

control system in an automobile and discuss how these

relations can be operationalized. The last section presents

an initial implementation and evaluation of a joint human–

machine team.

2 A teamwork framework

This section outlines some of the attributes of successful

human teams based on the literature on human teams.

Throughout this section and for each attribute, we ponder

on the implications for teams of humans and machine

agents that can cooperate to conduct effective, rational, and

fulfilling work. (Fig. 1)

2.1 Commitment

Partnership, writes Lao Tzu, the sixth century BC Taoist

philosopher, is first and foremost about commitment

(Amon 1998). The continual success of a team depends on

its members and their joint commitment to other group

members and the task/mission. One way to establish

commitment is through a contract, whether formal or tacit.

The general problem of a contract can be formulated as

follows: how to compose a ‘‘bargain’’ to enhance the

likelihood that the contract will be honoured over time,

despite unmet expectations, misconduct, deviations, and

gross violations. Contracts and their management were

analysed extensively by Schelling (1984, 1985) who

demonstrated that the foundation of contractual commit-

ment, and especially its maintenance over time, is

enhanced by the creation of a (humanistic) binding con-

ditions between the parties.

In the context of human–machine team formation, the

commitment is to engage in, maintain, and also terminate

the joint activity. When a human user decides to enter into

a team relation, he or she explicitly communicates this

intention. Similarly, the machine communicates its avail-

ability and ‘‘willingness’’ to join and enter into this con-

tract. Once the machine has acknowledged its availability,

they are both now bound to a joint activity with all its

commitments and implied responsibilities.

In human teams, there are many forms of social pres-

sures that obligate group members to honour their com-

mitments and stick with the team. Shame and perhaps

retribution can also be enacted against those who fail to

keep their commitments, violate rules, or leave the group.

The ways in which a machine agent could plausibly violate

or deviate from its commitments are a topic of concern in

many human–machine systems (Casner et al. 2016). These

includes machine failures during unexpected situations and

how this process is negotiated and ‘‘takeover’’ assumed

(Casner et al. 2013; Degani 2004 Ch. 15 and 17). In avi-

ation, there have been more than a few accidents where a

misunderstanding of the machine’s commitments, a lack of

graceful deterioration, and improper notifications have

been a contributing factor in accidents (National Trans-

portation Safety Board 1996, 2014). In such ‘‘contracts’’

between humans and machines, violations can also be

assessed by either side prior to entry into contractual

relations. For example, a human may decide not to engage

in a joint activity with a machine out of concerns for

reliability, or simply because the machine shows some

indications of actual or potential failure. By contrast, in the

future, a vehicle could notice that its human driver is unfit

to drive; the machine may select not to enter into a contract

or decide to terminate it by coming to a stop at some safe

location.
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2.2 Goals and policies

It is imperative to define the goals and objectives of a given

mission. Sometimes the goal and policies are prescribed in

the contract. Usually, the overall goals in a team should be

shared and not be privy to only a subset of the team

members. For example, the clash between the human

astronauts and HAL900, the all-powerful computer that

‘‘runs’’ the spacecraft in Stanley Kubrick’s 2001: A Space

Odyssey was triggered by the difference between what the

astronauts knew as compared to what the computer knew

about the purpose of the mission (1968).

The mission objective and goals can be broken down

into tasks, with details and assignments. In a team, each

member has a task, which is usually associated with his/her

specific role that feeds into the overall team goal. Some-

times there is an advantage when team members are not

given specific instructions, or a procedure, as to how to do

the task, but more of a general policy of action (Barshi

et al. 2016). This is one approach to the problem of goal

execution, which provides goals and guidelines at the top,

and then delegates a great deal of authority and responsi-

bility at the operating level (Bowers 1966, p. 106–107).

2.3 Common ground and shared context

It is almost impossible for a group of individuals to func-

tion together as a team when there is no common ground

upon which to develop the work. It is only via this common

ground that relations among team members in a group can

actually be understood and tasks managed. The creation

and maintenance of a common ground have been explored

in group analysis, a psychoanalytical theory that arose

from the realization that an individual and his or her close

social setting cannot be separated (Brown and Zinkin 1994,

p. xii; Foulkes 1964).

In every group, there is an unconscious undercurrent

which serves as a common ground that ultimately deter-

mines the meaning and significance of all events that take

place. All communications, interactions, and interpreta-

tions, verbal and non-verbal, in a team emerge from this

common ground (Foulkes 1964, p. 292). Foulkes defined

two levels of common ground, which he termed the matrix:

the first is the foundation matrix which is based on the

common ground preceding the formation of the group; the

second is the dynamic matrix which undergoes construction

as the team is developing and working together: ‘‘Even a

group of total strangers, being of the same species and

more narrowly of the same culture, share a fundamental

mental matrix (foundation matrix). To this their closer

acquaintances and their intimate exchanges add consis-

tently so that they also form a current, ever moving ever

developing dynamic matrix’’ (Foulkes 1990, p. 228). The

matrix is the backdrop against which group processes and

relations take place as well as their constant re-negotiation.

Much of the inner tensions in human teams often arise

between the fundamental and dynamical matrix. Wilford

Bion, a prominent Neo-Klaninan psychoanalyst, dives

deeper into the unconscious foundation of a group with his

notion of the ‘‘basic assumption’’ of a group—a set of

unconscious fantasies and inner relation that underlie group

dynamics—giving rise to behaviours such as ‘‘paring,’’

‘‘dependence,’’ ‘‘master–slave’’ relations (Bion 1961,

p. 146). These relations impart powerful emotional drives

Fig. 1 Eleven-attribute framework of teamwork
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on a group and are the ‘‘cement’’ that keeps the group

assembled (López-Corvo 2002, p. 39).

What, then, constitutes the foundation matrix of joint

human–machine teams? For humans, it is perhaps the

expectation that the machine will honour the contract,

function as advertised, and will not falter. And as for the

basic assumption, that perhaps is currently based on

inherent fears about machines and robots (leading perhaps

to ‘‘master–slave’’ and ‘‘fight-flight’’ images), but may

change to ‘‘peer-to-peer’’ relations or others once such

robots are fielded and actually experienced. (This issue of

the underlying basic assumption is currently a topic of

much deliberation among designers of autonomous vehi-

cles and robots.) With respect to the dynamic matrix, there

needs to be some kind of ongoing negotiation between the

human and the machine about expectations (what is per-

missible now and what is not) also ‘‘context understand-

ing’’—where the human can supply the machine with the

context in which it operates (or the machine can also try to

extract this context on its own); the machine, for its part,

has to communicate its current level of understanding of

the situation.

2.4 Beliefs and intentions

Humans seek to understand the belief system within which

the machine operates (its behaviour, operational bound-

aries, and limitations) as well as its intentions. The machine

creates, maintains, and updates a model of its user’s belief

system (i.e. understanding of the world) as well as its

preferences and intents. This model can be extended to

include ontologies (i.e. more general information about the

world) and the more concrete input/output model of user

interactions with the machine (defined as the ‘‘user model’’

in Degani et al. 2013a, b). Humans provide information

about their belief system and intent by communication,

either directly or indirectly (e.g. gestures, facial expres-

sions, indirect comments), and the machine provides

essential information about its behaviour, operational

boundaries, limitations, intentions, history, states, and

actions.

2.5 Planning and coordination

Many team and group activities centre around planning,

coordinating, and then communicating the status, upkeep,

and amalgamation of tasks (Stout et al. 1999). In a joint

human–machine team, the humans plan and execute

actions while considering the machine’s plans, whereas the

machine computes its plans while taking into account the

user’s plans. When there are joint planning and synchro-

nization, these plans and activities are said to be ‘‘meshed’’

(Bratman 1992; Grosz and Kraus 1996).

2.6 Transparency and communication

Understanding the other’s beliefs and coordinating plans and

actions requires a certain degree of transparency and visi-

bility, which can only take place through a shared commu-

nication language. The nature of communication between

team members is important for any group effort (Sasou and

Reason 1999), and this is even more critical for humans and

machine where there is little in common in terms of language

and communication style. Below we discuss some of the

problems between the ‘‘language of the user’’ versus the

‘‘language of the machine’’ and how to overcome this

obstacle. Communication theory provides models of what

constitutes an acceptable interaction (maxim of information

quantity, quality, relation, manner, and clarity) that can be

applied to human–machine communication (Grice 1975).

Finally, understanding what information is essential and

what is not is a rather complicated abstraction process that

requires an understanding of both the fundamental and

dynamic matrix, beliefs and limitations, as well as goal

development (Cannon-Bowers et al. 1990). At times there

may be a reality that impedes either or both parties from

being transparent even if they want to communicate prop-

erly. This brings issues to the forefront such as sensitivity,

caring, and the willingness to act in good faith despite

impediments, as will be discussed next.

2.7 Sensitivity

The capacity for sensitivity is probably one of the key

points in establishing a successful group relation. The

willingness to be observant and attuned to other team

members’ innate needs, expressed wants, limitations, and

state of mind while trying to achieve a goal is a difficult

requirement. Recent research suggests that one factor

which differentiates effective and successful teams from

others is sensitivity among team members as it relates their

teammates’ inner needs, limitations, and abilities. Termed

the collective intelligence factor by Woolley et al. (2010),

this ‘‘social’’ sensitivity is correlated with the average

social sensitivity of group members, as measured by the

ability to assess another’s emotional state (Baron-Cohen

et al. 2001). What is surprising about the results about

collective intelligence is that team effectiveness was shown

to be only slightly correlated with the kind of factors that

are usually revered in the literature such as maximum

individual intelligence of group members and the leader’s

IQ level. Although the term collective intelligence may be

a broad brush, it does point to the importance of emotional

processes in group dynamics. We assume that being sen-

sitive means being attuned to the foundational matrix of the

team, and knowing how to bridge problems by modifying

and enhancing the dynamic matrix.
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One human capability to achieve sensitivity is empathy,

which is the capacity to feel and understand the other by

distancing oneself from one’s singular perspective and

placing oneself within the other’s frame of reference (in

‘‘another person’s shoes’’). Sympathy is somewhat similar,

but does not demand to abandon of one’s own perspective.

Both capabilities emerge from reflective consciousness, or

the ability to think about the other (Solomon 2007). From

our point of view, empathy and sympathy are stances, or

positions, that one has to take in order to achieve sensitivity

to the other.

Humans conduct their actions while remaining sensitive

to the machine’s activities (and limitations) and are

responsive to its needs (e.g. information). Humans are

aware and sensitive to the subtleties of the machine’s state

(whether communicated directly or not) and are familiar

with its operations. The machine may use knowledge about

the user’s state of mind and interaction style to create a

comfortable atmosphere. The machine behaves in a pre-

dictable and proactive manner when it recognizes that the

user is having trouble and is respectful of his or her needs.

2.8 Caring

Team building and maintenance over time require social

bonding (Salas et al. 2005). In human groups, social

bonding is maintained by caring, which is interest and

concern for the other’s inner and pressing needs. This

caring is then transformed into action and support. Caring

goes beyond what managers need ‘‘to care about others for

the job’’ because it involves actions that are beyond what is

expected (Carmeli et al. 2016, p. 49).

Although caring usually entails commitment, the reverse

is not always the case. For instance, a hospital orderly may

show up for work and do the job as prescribed which that

can be defined as committed, but caring for his or her

patients is altogether something different. In the context of

autonomy, infusing caring in a robot may be somewhat of a

stretch, but it is possible to apply some characteristics of

caring. The Danish philosopher Søren Kierkegaard argued

that unlike erotic love and friendship that cannot be

enforced, ‘‘caring’’ can be commanded and may take dif-

ferent forms depending on the needs of the person being

cared for. The kind of caring the Kierkegaard was talking

about is more about enforcing caring in the sense of ‘‘being

proper’’ than an innate passion for others and real caring

from the heart. Kierkegaard insisted that caring, of any

sort, can only be expressed in concrete action, in the

willingness to act, and should not only be judged by the

success of its outward accomplishments (Aaron et al. 2008,

p. 83). In his formulation, the willingness to act and action

itself matters much more than the objective achievement.

The ultimate outcome is a concept that can improve trust in

human relations. We believe that this will also apply to

machine agents.

2.9 Responsibility

There are three basic meanings to ‘‘responsibility.’’ One is

external and concerns the obligation (being bound) by law

or duty, to act. The other is internal and concerns being

accountable for one’s action and/or inner state. The last

concerns the act of being given, or taking, responsibility.

Taking responsibility, of any kind, involves establishing

ties and sensitivity to what one is responsible for (Saint-

Exupéry 1943, Ch. 21). This topic becomes quite relevant

when we consider the kind of interrelations to be expected,

as well as role gradient, between humans and advanced

automated systems in general (Degani 2004) and human–

robots relations in particular (e.g. the Three Laws of

Robotics devised by the science fiction author Isaac Asi-

mov 1950).

The assumption in groups is that each team member

takes on a certain responsibility for his or her actions, the

tasks that need to be accomplished, as well as the overall

combined group responsibility and perhaps even the

overall and long term the implications of the team’s output

(e.g. moral, social, and environmental impact). Responsi-

bility is derived from the individual’s care for oneself,

others, and care for the group, as well as his or her role

within the social setting of the group (Lewin 1939).

Responsibility and caring bring about the requirement of

acting in fairness, which is a deeply rooted principle in

human relations and reflective of the ‘‘warm and fuzzy’’

social matrix of small bands of early humans (Harari 2015,

p. 139).

Reciprocity is one manifestation of responsibility and

fairness. The reciprocity principle (Chen et al. 2009) has

been around since the time of Hammurabi (c. 1792–1750

BC). It is the understanding that one’s intentions and

actions have implications that will elicit a response from

the other (positive in the case of favour, negative as in an

‘‘eye for an eye’’). For example, we have all been in a

situation in a store where the salesperson makes heroic and

lengthy efforts to find what we want, thus making it

socially awkward to walk out of the store without buying

anything. Reciprocity is based on the inner belief of

finiteness of one’s actions and expectation from others in a

group. It can be viewed as a sort of a social ‘‘accounting’’

scheme equivalent of the physical conservation laws (c.f.

Social Exchange Theory). Reciprocity and adequacy of

social exchange—in the context of business, real estate

transactions, communal (e.g. neighbourly), as well as per-

sonal relations—have been studied extensively in the

Jewish ethical and legal tradition (Tractate Bava Batra,

Talmud Bavli).

216 Cogn Tech Work (2017) 19:211–231

123



Respect commonly means esteem and deference, but in

a team setting it is somewhat more involved, because it is a

fundamental force in human groups, similar to expectations

of fairness and justice. In Latin cultures, ‘‘respeto,’’ is

viewed as a moral value that teaches individuals respon-

sible conduct in a community; a genuine concern and care

for others’ feelings, dignity, and presence. Respect is the

opposite of contempt, humiliation, and disregarding of

others which, in team dynamics can lead to conflict. Thus,

it can be viewed as a powerful transformational force, in

the sense that concessions and successful negotiations

within the group (e.g. goals and plans) become easier to

attain when the element of respect is present (Farid 2005).

Kant’s categorical imperative that others should be treated

as ‘‘ends in themselves’’ (as opposed to a ‘‘means to an

end’’) is the next logical progression of respect (Fromm

2006/1956 p. 14).

In native North American Indian culture, an individual

is always seen as part of a whole composed of the envi-

ronment, other animals, and others (Lame Deer and Erodes

1994, p. 121). Native Americans’ notion of the Great Spirit

is that of an essence that infuses ‘‘unimaginable amounts of

force into all things—pebbles, ants, leaves, whirlwinds—

whatever you will’’ (p. 114). This concept is sometime

referred to as animism, the view that everything is infused

with a soul or spirit. With respect to all others (animate and

inanimate) comes the concept of caring and responsibility

to everything with which one comes into contact. We argue

that in human teams, genuine respect for all members as

well as responsibility for one’s own and others’ actions, is a

necessary attribute. The same concepts can be applied to a

joint team of human and machine agents where the human

is respectful of the machine and its behaviour and is

responsible for its upkeep, and the machine is programmed

to be responsible for the well-being and welfare of the

human team member.

2.10 Trust

The ability to trust is an evolutionary trait in humans that

allows us to relate to others and function in groups (Harari

2015). The capacity to trust is either inherent in humans or

formed at a very early age (whereas caring requires a more

mature understanding of the other—what Donald Winni-

cott described as the concern stage, 1955 p. 264–265).

Trust has many advantages in the sense of limiting one’s

cognitive needs to evaluate multiple options and also in

terms of social bonding. In sociology and psychology, trust

is a measure of belief in the honesty, fairness, and benev-

olence of another human being. Trust, however, is not

necessarily a belief in the competence of another human

being—that is usually defined as ‘‘confidence.’’ A failure in

the relation with another human being is tolerated to a

greater extent if it is perceived as a failure of competence

than a lack of benevolence or fairness. In the context of

machines, we can only talk about confidence and reliability

(a machine cannot be benevolent), and the machine needs

to communicate its goals, intention, and limitations (be-

cause of our inborn propensity to ‘‘over-trust’’).

2.11 Reflection and adaptation

For a team to develop and improve, it needs the emotional

and intellectual capacity to be reflective about its thoughts,

feelings, beliefs, plans, and actions and have the space to

think and make necessary adjustments and adaptations

(Bion 1959). The concept of reflection is linked to ‘‘self-

consciousness,’’ which is the capacity of being aware of

oneself and one’s own actions not from within but rather

from a distance. Reflective consciousness also allows us to

be rational; i.e. to think critically about what we perceive

and to distance ourselves from instinctual responses.

Rationality is also the capacity of thinking in the context of

a whole and acting properly in the world. Modern

philosophers have repudiated the Greek-inspired tradition

that rationality is purely logic-based and independent of

culture and social standards (Solomon 1993). Rationality of

the social kind leads to conformity with the cultural norms

and standards, technical, or otherwise of the day.

On a limited scale, the attribute of reflection and adap-

tation can be applied to a joint team such that humans can

acknowledge when the machine performs satisfactorily or

not. The machine can use this feedback to update its model

and adjust its behaviour with an eye towards the longevity

of the relationship (i.e. not necessarily respond immedi-

ately). The machine, for its part, can provide feedback to

the user about his or her performance and perhaps even

provide celebratory moments (Welch and Welch 2011).

Nevertheless, we acknowledge that reflection, of the deep

thoughtful sense, requires intentionality (Searle 1980).

Intentionality stresses both understandings of one’s ‘‘pur-

pose’’ and also its ‘‘meaning.’’ This aspect of reflection,

which is derived from the concept of self-motivation, is not

available to current day machines.

2.12 Towards a framework

The eleven attributes discussed here can be thought of as

the necessary ingredients and processes for team formation,

conduct, and output. The output may be in the form of

actions (work groups), support (social and healing groups),

mission completion (in operational domains), generativity

and adaptation (in business), as well as creativity and the

formation of new ideas (design and research). Note, how-

ever, that we do not address such important topics in teams

as power distribution, authority, leadership style, and
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competence. Instead, we focus on those attributes that

account for much of the processes in teamwork, with the

underlying assumption that they should be present, in some

form or another, in mixed human-agent teams.

We propose here a framework that captures some of the

interrelations between attributes and hints at a dynamic

sequence made up of five stages: commitment and the

obligation to engage serve as the first stage. Development

of a shared goal is the second stage, which can only come

to fruition and move towards implementation through a

shared common ground, understanding of the belief system,

and communication (third stage). Intent needs to be com-

municated such that planning and coordination result in

actions towards implementation, which is the fourth stage.

Reflection, for the purpose of adaptation, adjustment, and

refinement serve as the final stage of the iteration.

Reflection also serves to evaluate the meaning of the entire

endeavour, including the processes and outcomes as well as

the long-term consequences of the team effort (including

renewed commitment). Along with these five stages, we

include the four ‘‘soft’’ attributes that, however, impart on

all others: sensitivity which can be viewed as a fundamental

attribute and a necessary step for caring and responsibility,

and the resultant trust. Trust is seen as an attribute that

develops not only with sensitivity, caring, and responsi-

bility, but also emerges from the group’s ability to commit,

reflect, and then adapt.

With our first objective of understanding how humans

work in groups behind us, we apply the eleven attributes to

an actual human–machine system to consider how a team-

oriented design approach can actually be realized.

3 Application to a climate control system

We begin by describing the system using statecharts (Harel

1987; Harel 2009), a commonly used language to model

reactive systems (Harel and Pnueli 1985; Harel and Politi

1998). The climate control system is an example of a

special class of reactive system, sometimes referred to as

an interactive system, whose operations involve a signifi-

cant degree of user interaction. By using statecharts, it is

possible to model and describe the behaviour of interactive

systems (Parnas 1969), analyse the system and identify

problematic design features (Degani et al. 2013a, b;

Rushby 2001, as well as develop model-based design

solutions (Heymann and Degani 2013). But here, as

explained earlier, we wish to take one step further and seek
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Fig. 2 A statechart model of the climate control system
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out opportunities for major design improvement, given a

team-oriented approach.

The climate control of an electric car serves as an

example here because the system not only has to accom-

modate the driver’s needs, but also be highly efficient (so

as to minimize battery consumption and not reduce mileage

range), and at times responsible for cooling and heating the

batteries. In the following, we describe the main elements

that make up the climate control system and their under-

lying states and transitions (Fig. 2). For almost each state

and transition in the system, we discuss the opportunities

for team-oriented design improvements (and mark, in

colour, the transitions that correspond to each attribute).

3.1 Operations

Once the car is started via the ignition key, the system is

operational and ready for work. In most cases, the initial climate

control settings (auto, fan speed, air delivery, temperature) are

based on the settings from the last ignition cycle (note the H, for

history, symbol on the transition ignition_on). From a team-

oriented approach, turning on the ignition starts the beginning

of the partnership between the user and the machine that can be

viewed as a commitment to engage and maintain joint activity.

Given operational constraints (e.g. extreme ambient tempera-

ture, limited circulation inside the vehicle, air volumes

involved), it may take some time to fulfil the user needs and

wants. Thus, the initiation of the ‘‘contract’’ is also an oppor-

tunity to explain the belief set and limitations to the user under

which the machine is working (e.g. a very hot and humid day).

At this point, there is also an opportunity for the human to

inform the machine about his or her context (feeling tired and

sweaty) and perhaps preferences.

3.2 Temperature setting

The user sets the temperature and machine attempts to

achieve this setting, depending on whether it is in the FAN-

ONLY, ECO, or COMFORT mode. In FAN-ONLY mode, the air-

conditioning compressor is OFF and only air is used to cool

and vent the vehicle. In COMFORT mode, the compressor is

on and the fan attempts to deliver maximal power. Since

this is an electric car, there is also an ECO mode (for

economy), where the compressor is on, but the fan attempts

to optimize its setting so as to reduce energy consumption.

Although the mode and associated temperature setting

define the goal of the system (denoted in light blue in

Fig. 2), clearly this goal definition is too quantitative and

simplistic, because the real goal of the joint human–ma-

chine system is to make the user comfortable and content

and the temperature, mode, and all other machine setting

are simply a means to an end. In a team-oriented design, we

can imagine a system where the user communicates his/her

wants in terms of human comfort (‘‘I’m hot and sweaty,’’

‘‘it’s stifling here,’’ ‘‘need air’’) and not indirect (value)

settings in the language of the machine. A sensitive system

may also attempt to identify the user’s underlying needs.

Figure 2 depicts the four main components to this system:

fan, compressor, air source, and air delivery.

3.3 Fan unit

The fan unit has six speeds (1–6). In manual operations, the

system always remembers the last fan speed setting (his-

tory) that existed prior to ignition_off and returns to this

setting when initiated. When the user sets the fan speed to

0, this action, in fact, disables the entire system and no air,

conditioned or otherwise, will emerge from the vents.

Pressing the ‘‘fan increase’’ button (fan?) will reactivate

the system. In the ECO mode the fan settings are optimized,

which leads to fan speeds that are somewhat different from

what the user expects based on his or her actual setting.

This is a case of limited transparency and communication,

denoted via magenta coloured transitions, which can be

dealt with by providing better feedback to the user about

the state of the fan system (or not providing them at all).

3.4 Compressor unit

The air-conditioning compressor unit is ON when in the ECO

and COMFORT modes and OFF in FAN-ONLY. However, because

the car is electric there are situations where the batteries

need to be cooled and thus the air-conditioning unit will

start working on its own, regardless of what the user does.

This unique situation concerns the belief and intentions of

the machine (denoted in yellow-coloured transitions) and

can be communicated somehow to the user (transparency).

How the user and the machine come together to achieve

their individual goals (the user is concerned with his/her

comfort and the machine is also concerned about mini-

mizing energy consumption) requires a shared common

ground that needs to be constantly renegotiated (dynamic

matrix) depending on the situation.

When the system turns on the air-conditioning or the

heating to serve the batteries there is a need to plan and

coordinate activities with the user who may have other

plans. One solution is for the user to shut the vents and set

the manual control of the fan to 0 (fan-) if he or she does

not want cold/hot air entering the cockpit (denoted in the

green-coloured transition in the fan unit). The need to plan

and coordinate activities requires us to consider the foun-

dational matrix of the user and the kind of foundational

matrix that is programmed into the machine (e.g. the user

understands that in an electric car he or she may have to

sacrifice comfort for range). Similarly, we need to consider

the dynamic matrix in the relation and how such
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negotiations, successful or otherwise, take place so as to

minimize frustration (Azaria et al. 2015; Rosenfeld et al.

2012). Such considerations are not part of the design pro-

cess today.

3.5 Air source

The default setting of the air source is automatic fresh air and

the system changes anew to this setting with every engine

start (ignition-on). This is a unique default condition (rep-

resented by an event arrow originating from the small circle

in Fig. 2) in comparison to all other initial conditions in this

system (fan, compressor, air delivery) where the initial set-

ting is based on the (historical-H) setting from the previous

ignition cycle. Here the automatic system tries to maintain

the best air quality for the passenger (note the arc transition,

in green, indicating planning of internal switching between

inside air and outside air depending on the outside air qual-

ity). Nevertheless, this attempt is not always explained well

to the user, which can be considered, from our perspective, as

a missed opportunity to better communicate belief.

3.6 Air delivery

The air delivery modes include the following airflow pos-

sibilities: FACE, BI-LEVEL, FLOOR, DEFOG, and DEFROST. Results

from user studies of climate systems indicate that most

people are confused about the use of air delivery modes

and are willing to settle for a less than optimal configura-

tion. Most people are not aware that it is possible to con-

figure the air delivery to suit almost every want and need.

Hence, there is an opportunity to showcase these system

capabilities (yellow-coloured transitions) via the interface.

3.7 Auto mode

Although the system provides the user with the ability to

take manual control of the climate control system, it is

designed to operate in AUTO mode in which the fan speed,

air delivery mode, and air source are controlled automati-

cally to achieve maximum effectiveness and efficiency

without burdening the driver with mode selection. The

general idea is that the user selects auto mode and then sets

the temperature, and the rest is done automatically. This

design approach has a common ground of the underlying

matrix (amber-coloured transitions) behind it, but the

interface does not afford such understanding. Especially in

AUTO mode, there could be ways to indicate to the driver

and passenger how the system is trying to fulfil their wants

and needs; specifically, that there is ongoing commitment

as well as all the necessary planning and coordination on

part of the machine to work hard, and at times minimize

efficiency, to keep the user satisfied.

In summary, we identified many opportunities for team-

oriented design in terms of the mechanics of team attributes

(common ground, belief set, intent, and planning and

coordination). However, there was little we could do with

the more humanistic features such as sensitivity, caring,

responsibility, and trust. In the next section, we focus on

some of these humanistic aspects of team attributes.

4 Operationalizing sensitivity and caring

We did not know how to operationalize the humanistic

aspects of team attributes let alone implement them. There

is no literature in the system design, psychology, or human

factors on this topic. However, what we do know from the

above literature is that ‘‘sensitivity to the Other’’ is the

basis for many humanistic attributes. We decided to

approach this problem by conducting a pilot study where

we replaced the interface to the climate control system

discussed above by an actual human being. The idea was

that the user would interact with the system through the

human assistant, who was instructed to be sensitive and

caring to the driver.

4.1 Pilot study

Eleven participants drove an electric car with an automated

climate control system for more than an hour. Figure 3

shows the interface to the driver with all the settings and its

three modes—COMFORT, ECO, and FAN-ONLY (top portion).

During the drives, an expert who was well versed with

the climate control system occupied the passenger seat next

to the driver. The expert was there to manipulate the

controls based on the participants’ wants and needs. He

told the participants that he knew the system very well and

that they could communicate whatever they wanted in any

way: they could use simplistic phrases such as ‘‘I’m hot,’’

‘‘I’m cold,’’ ‘‘too windy,’’ or even ‘‘I don’t feel comfort-

able,’’ and that based on his close familiarity with their

desires and the system capabilities he would find the best

configuration to suit their needs.

The pilot study consisted of four consecutive drives,

each one about 15–20 min long (depending on traffic) on

an intercity highway. The first drive began in a parking

garage where the inside temperature was set to a com-

fortable temperature (25 �C), but the air inside of the car

was stale and had a very noticeable smell (produced by an

open bag of orange peels that was left in the car overnight).

As soon as the participant entered the vehicle, he or she

was instructed to drive out of the garage and deal with the

climate conditioning while driving. For the second drive,

the temperature inside the car was set to hot (30 �C and full

fan). Again, the participant was instructed to begin driving
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as soon as he or she entered the vehicle and deal with the

hot climate while exiting the parking lot and entering the

main road. For the third drive, the temperature inside the

vehicle was set to cold (16 �C and full fan). For the last

drive, the system configuration was reset to the initial

setting of the first drive (25�, fan 0, inside air circulation,

air delivery to feet) but the seat heating was activated. The

general idea was to create some uncomfortable initial state

in each drive that would motivate the participant to interact

with the climate control system in order to achieve

comfort.

Over the course of each trial, as the expert’s ability to be

sensitive to the user developed, he began using his

knowledge of the system to provide the driver with the

optimal configuration, which at times was somewhat dif-

ferent from the driver’s specific request. For example, see

the dataset for participant #11, a rather ‘‘specific’’ partici-

pant who made considerable efforts to make sure the sys-

tem was tailored perfectly to her comfort needs (Fig. 4). As

a non-technical person who commonly does not know how

to work such systems, she was very satisfied with the

(expert operated) climate system because it met her com-

fort needs fully. For instance, at 14:35 and 14:37 the par-

ticipant asked to increase the temperature but the expert

kept the temperature steady (24 �C) and only changed the

fan setting (with satisfaction on the part of the participant

at time 14:37—‘‘fine’’).

What the expert did was to assess the underlying needs of

the users and not necessarily only focus on their wants. We

also found that as drivers in the study noticed the expert’s

diligent care for them (using every possible resource in the

process including time, effort, knowledge, and courteous

affect), they became more comfortable and relaxed. This

resulted in their ability to temporarily accept the uncom-

fortable situation of both cold and heat, knowing that the

expert would eventually resolve the situation (trust). With

time, the expert gained the users’ trust, which made them less

preoccupied with the climate control system, even when the

situation was initially unfavourable. It also made them talk

more freely about their even minor dissatisfactions and

wants (e.g. 14:14 ‘‘same temperature without fan to my

hand’’) and have the expert accommodate them—something

that did not occur at the beginning of the drive.

4.2 Object relations

The focus of the pilot study was to try to identify how

human’s work in a close and intimate team relation. The

interaction with the climate control system lends itself to a

situation where there was, on one hand, a (needy) user and

on the other a (resourceful) provider. The data and the

lessons learned by the experimenter shed light on the ways

in which a person should be attuned to the needs of the

Other, and how to best fulfil these needs. After many

debriefings with the experimenter about what he did and

how he was able to deal with the stress and discomfort of

the driver, we noted that what transpired in the vehicle fit

well with the psychoanalytical theory of object relations.

Fig. 3 Schematic of the climate

control system
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This theory, developed by Melanie Klein in the 1930s, is

based on the notion of the space between two people—

where the subject is dependent on an object who is there to

take care of the subject’s needs and wants (Klein 1932).

The genesis of object relations goes back to the early

infant–mother relation, seen from the subject’s (infant)

viewpoint on the one hand, and the mother’s nurturing

sensitivity and containing ability on the other. In modern

Kleinian psychoanalytic thinking, the understanding and

eventual accommodation of the infant’s needs are the

cornerstone of how we relate and interact with ourselves,

other human beings, and the world as a whole (Ogden
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13:43 Drive I: Stuffy cockpit 0 25 1 1
13:46 it's a bit hot 2 23 Floor inside air
13:49 it's a bit warm you can lower the temperature 3 22 Floor inside air
13:50 comfortable - yes -- -- -- --
13:52 air coming from bo�om 3 22 Bi-level inside air
13:53 too much 2 22 Bi-level inside air
13:54 a bit too strong 1 22 Bi-level inside air
13:55 temp down, less air not full on me eco 2 23 Bi-level inside air
13:56 it's a bit cold eco 1 24 Bi-level inside air
14:10 Drive II: Hot cockpit 6 30 Face inside air
14:12 it's too hot 3 24 Face inside air
14:12 cooler 4 22 Face inside air
14:13 keep temp. w/o fan 3 22 Floor inside air
14:13 it's hot 3 22 Bi-level inside air
14:14 same temp w/o fan to my hands 4 21 Bi-level inside air
14:14 that's fine 4 21 Bi-level inside air
14:25 Drive III: Cold cockpit 6 16 Face inside air
14:26 it's too cold 3 23 Face inside air
14:26 too cold 2 23 Face inside air
14:27 it's be�er 2 23 Face inside air
14:27 it's too cold 2 25 Face inside air
14:28 cold in my arms 2 26 Bi-level inside air
14:28 more heat 3 27 Bi-level inside air
14:29 it's warming me up -- -- -- --
14:30 hot upper body w/o hands 4 27 Floor inside air
14:30 too much 3 27 Bi-level inside air
14:30 a bit cooler 3 25 Bi-level inside air
14:30 cooler 3 24 Bi-level inside air
14:31 a bit cold, temp fine but less air coming 2 24 Bi-level inside air
14:32 cold on my arms 2 24 Floor inside air
14:32 too hot 3 24 Floor inside air
14:32 a bit more cold, just a li�le bit 3 23 Floor inside air
14:33 more 4 22 Floor inside air
14:33 doesn't come here at all 4 22 Bi-level inside air
14:33 less cold 3 22 Bi-level inside air
14:33 less cold 2 23 Bi-level inside air
14:34 Drive IV 2 23 Bi-level inside air
14:35 arms cold, face is fine 1 24 Bi-level inside air
14:36 adjusts vents -- -- -- --
14:37 less cold, just a bit eco 3 24 Bi-level inside air
14:37 fine -- -- -- --
14:38 - eco 3 24 Bi-level inside air
14:40 it's hot now - chair eco 3 24 Bi-level inside air

Fig. 4 Dataset for participant #11
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2004). In a way, this is the key to natural human interac-

tion, which is a move from the one-person view of human

behaviour to a perspective that is motivated by a search for

another person with whom to relate (Guntrip 1969;

Ruszczynski 1993, p. 198). The essence of the relational

point of view is that human interaction begins with the

relations between two people, involving needs, wants,

desires, and expectations, some of which are communi-

cated explicitly, and others which are expressed implicitly.

Can a machine be a viewed as a (psychological) object

or at least a stand-in for one? Can we consider human

interaction with a machine (such as our climate control

system) as reminiscent of an infant–mother relation, where

user needs and wants are supplied by a ‘‘nurturing’’

machine? We believe so and discuss two concepts from

modern psychoanalytic literature that we think provide

meaningful insights into the problem of sensitivity:

The first concept is termed holding, which evokes the

sensation of a mother embracing her child (Ogden 2004),

but in fact is far more inclusive. In her earliest holding of

the infant (during the first month or two), the mother

embeds herself completely into the infant’s experience,

which results in heightened sensitivity to the infant’s needs

and well-being (Winnicott 1958/1945). But this heightened

sensitivity comes at a hefty price that involves great

emotional and physical burdens on the mother’s self (e.g.

lack of sleep, a dearth of physical replenishment, emotional

isolation, and stress). In making this sacrifice, the mother’s

goal is to foster healthy development by insulating the

infant from the existence of ‘‘man-made time’’ and physi-

cal reality ‘‘and creating in its place the illusion of a world

in which time is measured entirely in terms of the infant’s

physical and psychological rhythms’’ (Ogden 2004,

p. 1350–1351).

It is clear that in order to achieve this maternal capacity

of holding, there has to be heightened sensitivity on part of

the mother about the state of the infant. We suggest that

Winnicott’s formulation of holding and its prerequisite,

sensitivity, can guide the way we think about a team rela-

tion. Specifically, a team member needs to be sensitive to

the user’s needs even when, like an infant, he or she is

unable to articulate and communicate them fully. The

ability to be sensitive and then willing to ‘‘go the extra

mile’’ to help the other, lends itself to the capacity of

holding.

Winnicott’s ontological concept of holding maps well to

what we discussed above as caring. Naturally, a machine

cannot encompass what we take as an innate passion for

others and caring from the heart. However, it can assume

what Kierkegaard described as acting appropriately and the

willingness to act, even when it demands some sacrifice.

The concept of sensitivity comes close to our initial

description in the sense of being attuned to the other’s

needs, limitations, and state of mind. We thus suggest that

some of Klein’s, Winnicott’ s, and also Bion’s formulations

(1959) of the object relation can guide, albeit in a limited

sense, the design of a capable and adept machine. We

operationalize these concepts as follows:

With respect to Sensitivity, we suggest that the machine

should be attuned to the user’s needs, able to cater to the

user’s needs when he or she is under duress and fatigue, as

well as detect the user’s needs, even when, like an infant,

he or she is unable to articulate and communicate them

fully. This sensitivity is achieved by understanding the

user’s precursors; that is, ‘‘knowing’’ how to read between

the lines. Here, of course, we are focusing on what

philosophers define as ‘‘consciousness as sensitivity’’

which we share with most other animals and arguably even

some plants (Baldwin and Schultz 1983; Solomon 2007,

p. 18) and not the more complex aspect of consciousness.

Caring is operationalized here as the use of every pos-

sible resource to ‘‘suspend time’’ and change priorities (e.g.

sacrificing system efficiency) to care for a user’s innate and

immediate needs despite physical limitations and external

constraints. This, in engineering terms, may mean sacri-

ficing efficiency and perhaps even the utility of other sys-

tems to address the user’s pressing needs (just as in times

of duress, acting with normal constraints is not what we

expect from a fellow human being).

4.3 Computational architecture

We began by asking ourselves whether it would be possible

to build a machine that could be programmed to have the

quality of sensitivity to the user’s innate needs and the

capacity for caring. With respect to caring, here the

objective was to develop mechanisms that could find the

optimal solution, and, when necessary, bias the solution by

overriding system efficiency, economy, and preservation

constraints. We felt satisfied with our ability to formulate

and build this facet of caring even though we were well

aware that the psychological meaning encompasses much

more. The more challenging problem was to come up with

a formulation for sensitivity that enabled the understanding

of precursors; i.e. the person’s inner state and underlying

needs. To this end, we developed an artificial intelligence-

based computational architecture that tries the emulate the

human capacity to understand precursors by processing the

communications and precursors within the system’s func-

tionality, compute a solution, and then deliver it using the

system’s internal states and possible configurations.

The computational architecture for the system has five

modules: interpretation, analysis, goal recognizer, trans-

lation, and execution (see Fig. 5). The interpretation

module takes the user’s inputs (speech, button presses, etc.)

and filters out the inputs related to sensitivity and the need
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to be held. The analysis component processes the data

filtered from the user’s input to identify the user’s pre-

cursors (the ‘‘why’’ and not just the ‘‘what’’; Bion 1959).

The capacity to look for not only what the user wants, but

what he or she needs is at the heart of our approach to

operationalizing sensitivity. For this process, two databases

are used: a semantic dictionary that contains the required

data for interpreting and understanding user input, and a

user model that contains a history-based profile of the

specific user. The goal recognizer is where the solution is

computed to accommodate the user’s needs and then

scheduled over time to accommodate both short-term and

long-term outputs; this scheduling can be done by imple-

menting a meta-planner that decomposes inputs into goals

with appropriate timings and computes the solution to each

one as a function of its dependencies (Koller and Friedman

2009; Russell and Norvig 2009). This is one technical

approach for implementing the planning and coordination

attribute discussed earlier.

To find the most appropriate system configuration to

maximize the user’s perceived satisfaction rather than

system efficiency (caring), the goal recognizer module

uses the available system outputs database, which is a

dictionary translating all possible system configurations

into selected outputs. The translate module takes the

computed system output (from the goal recognizer) and

matches it to a specific heating and cooling system mode

and setting (e.g. COMFORT mode, fan level = 4). The final

setting is then passed to execution. Figure 5 shows how the

utterance ‘‘it’s stifling here!!’’ is processed until a solution

is achieved.

5 Implementation and evaluation

Our first prototype exemplified a simplified version of an

intelligent agent. In this version, the precursors interpreted

by a rule-based system were mapped to a single goal for

each interaction through a search process that took into

account the series of last interactions in order to understand

the user’s intention, and translated it into a score chosen

from a preset scale. In the current implementation, the state

of the user was simplified to an artificially defined function

of subjective feeling and was assumed to be a singleton.

Fig. 5 Computational architecture for sensitivity and holding in a climate control system
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The action made by the system is chosen as to bring the

physical system from the current subjective state to the

user’s desired state of the physical system.

The translation of the current system state onto a

numeric scale was done by a human expert, who mapped

the system settings to a score scale representing what the

user would feel in such state (for example settings that

resulted in the same feeling of blower power could be

mapped to the same score on the scale even though the fan

level was not set differently for these settings). To compute

the score of the desired state, we look at the last two states

where the user interacted with the system. We evaluate the

scores of these states and compute the score of the desired

state. This new score depends on the direction of the user’s

expected change in settings. That is, if the direction was

‘‘stronger’’ and the user keeps asking for ‘‘stronger,’’ then

the score of the desired state will be the score of the last

state increased by some step value (defined in the code).

This increase might be larger than the decrease step since

the user is further away of his desired state. For example, if

the score of an early interaction is 4 and the most recent

got a score of 8, and the user keeps asking for ‘‘Stron-

ger’’—the new state gets a score of 16. Alternatively, if the

user asks for a change in the direction then the score of the

desired state will decrease by some step value. In the same

example, where the score of the less recent interaction is 4

and the most recent got a score of 8, when the user asks for

a change in the desired direction (‘‘softer’’ instead of

‘‘stronger’’)—the desired state gets a score of 6. Once we

computed the score of the desired state, we can compute

the actual state that will have this score associated with it.

This search for the most accurate desired state for the user

is performed in order to reach the most accurately com-

fortable state for the user while requiring least number of

interactions as possible. Also, if there is more than one

state with the same score, different choice functions can be

implemented. Our first prototype chose the more economic

option out of all the available states. Another option could

be to choose the state that leads to the least number of

changes relatively to the current state.

As mentioned earlier, we found that actions based solely

on the user’s explicit verbal input were not necessarily

always the best course of action. In many situations, the

user’s actual needs were somewhat different from their

verbally expressed wants; if the expert followed the verbal

inputs verbatim the results could easily get into a spiralling

loop of ‘‘command and response’’ that never achieved

satisfaction. One successful approach constantly used by

the expert to exit the spiral was to first recognize the point

of ‘‘hopelessness’’ and then start anew with what he

believed was the best configuration to accommodate the

user’s wants. From our perspective, this can be seen as

sensitivity to the user with respect to knowing when to stop,

and caring in the sense of making an extra effort, perhaps

also sacrificing efficiency, to find a desirable solution. To

mimic a human who would try a new configuration tra-

jectory in reaction to a user being constantly unsatisfied

with the settings, the computational search process was

adjusted to perform ‘‘leaps’’ in the state space to prevent

the user from getting stuck in local minima. Notice that this

technique, as well as our entire approach, was aimed at

implementing sensitivity and caring and thus differed from

traditional approaches that focus improvement efforts on

either training the user or the interface.

5.1 Interface design

A team-oriented climate control system demands different

types of interfaces than used today. In a traditional human–

machine system, users have to go through three steps to

fulfil their needs and subsequent wants. They first need to

feel the need overtly, then become conscious and cognizant

of the want, then somehow translate the want to some new

machine configuration in the ‘‘language of the machine’’

(e.g. modes, setting). During this three-step process, there

are ample opportunities for divergences from the actual

need, with its associated frustration and dissatisfaction.

However, a system that is sensitive (understands precur-

sors) and caring (able to remove constraints) provides an

opportunity for translating the user’s innate needs,

expressed in ‘‘the language of the user,’’ to the ‘‘language

of the machine’’, directly. Such design approach opens the

door to a much simpler interface, where many of the modes

and settings described in the behavioural model in Fig. 2

can be abstracted out.

In order to identify what should be presented on the

display and what can be removed, we analysed the climate

control system in terms of possible levels of interface

abstraction and refinement (Fig. 6).

The lowest level (TECHNICAL) contains all the system

states described earlier in the behavioural model in

Fig. 2 and assumes the current interface of Fig. 3. As we

go up to the hierarchy, we avoid actual temperature

settings by replacing them with relative terms such as

‘‘colder’’ and ‘‘hotter’’ for target temperatures, and

‘‘soft’’ or ‘‘strong’’ for fan setting. At the top of the

hierarchy is a level that we call FULL AUTONOMY where the

user is not involved in setting climate control at all. The

level just below is called FEEDBACK-ONLY, where the user

only indicates when he or she is uncomfortable with the

existing setting and the machine corrects automatically.

The third level from the top, called DIRECTION, is an

interface where the user asks the system to cool/heat the

vehicle or generate soft/strong air flow, whereas the rest

is done automatically (including air-conditioning and air

distribution settings).
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Since the FULL AUTONOMY and FEEDBACK-ONLY were

currently infeasible due to the lack of an elaborate sensor

suite, we settled on implementing the DIRECTION interface.

The new interface is shown in Fig. 7. It has six buttons:

hotter/colder on temperature, softer/stronger on airflow,

and two feedback buttons to the system: comfortable or

uncomfortable. Pressing the ‘‘comfortable’’ button pro-

vides feedback to the system when the user is content with

the achieved climate, and pressing the ‘‘uncomfortable’’

indicates that the user is unhappy with the setting selected

by the system. Once the uncomfortable button is pressed

after repeated attempts to configure the system to the

user’s wants, a ‘‘leap’’ is initiated to stop the spiralling

loop and begin anew with an altogether new solution.

Finally, note the trade-off between the levels of the

abstraction tree: as we go higher in the levels of abstraction

the interface is more human natural, but on the other hand

gives the system much less information that can be used

determine the wanted action. This was compensated in our

implementation by an algorithm for translating the user’s

wants and needs from ‘‘the language of the user’’ to the

‘‘language of the machine.’’

5.2 Experimental driving study

To evaluate the design approach, we conducted yet another

driving study. The purpose of the experiment was not to

prove or refute the approach, but rather to get an empirical

evaluation in terms of its practicality. We assessed whether

the system that followed our approach would fare better

than a traditional non-team-oriented interface, and, how

well it would fare compared with a sensitive and caring

human assistant. In this study, eighteen participants were

recruited to drive the electric car along the same route as in

the pilot study and experience three different experimental

conditions: (1) a human-agent in which a human expert

controlled the climate control system at the request of the

driver using any form of language or gesture, just as was

done in the pilot study, (2) a software-agent in which the

driver interacted with the interface in Fig. 7, and (3) a

manual operation in which the driver interacted with the

original interface in Fig. 3. In all conditions, the requests

and commands were conducted through voice and the

experimenter manipulated the interface based on the par-

ticipants’ commands. We recorded each participant’s ver-

bal utterances during all the segments of the drive and

summarized them by condition. In addition, we asked the

participants to rate their frustration level at the end of each

driving segment (1–10 scale). An overall experience rating

was conducted at the end of the entire experimental run as

well as the administration of the NASA-TLX question-

naire. The ratings were collected as was done on the

original NASA-TLX scales (with 21 ticks on a linear line)

but later analysed on a 10-point scale.

The experiment was designed as a mixed model with

two within-participant factors: interface (three levels) and

initial cabin temperature (two levels) and two between-

participant factors: order (two levels) and participant

gender (two levels). Each participant drove six segments

and experienced the three interfaces types (human-agent,

Fig. 6 State-space abstraction of climate control states
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software-agent, manual) twice: once with the initial cabin

temperature hot and another time with the initial cabin

temperature cold. In both the hot and cold conditions, the

initial settings were maximum fan (level 6), inside circu-

lation, air delivery to panel, comfort mode, and vents

directed at the torso area. The order of conditions was

counterbalanced across participants such that each of the

three interfaces types in the two initial cabin temperatures

(hot and cold) appeared the same number of times in each

of the six legs. For each participant, the initial cabin tem-

perature condition was blocked and counterbalanced across

participants such that half of the participants started their

first three legs in an initially hot environment and half of

the participants started their first three legs in an initially

cold environment. Our assumption was that if the software-

agent was indeed effective, we would expect to see better

performance than the manual interface and worse perfor-

mance than the human-agent, which is considered optimal.

The data were analysed using the MIXED model analysis

of variance in (SAS/STAT, 2008).

The first dependent measure was the number of utter-

ances to achieve a comfortable vehicle temperature and

humidity level (from the uncomfortable initial condition).

Figure 8a shows that there were significantly more utter-

ances to control the system in the manual interface than in

the human- and software-agent interfaces (F(1, 34) = 67.7

and 44.9, p\ 0.0001). In the manual interface, participants

made on average 15.2 utterances. In contrast, only 7.3

utterances were made in the software-agent interface and

5.5 in the human-agent (F(2, 34) = 38.3, p\ 0.0001).

The subjective rating of frustration was significantly

affected by interface type F(2, 34) = 6.04, p\ 0.01 (see

Fig. 8b). The lowest frustration level, associated with the

human-agent (2.4), was significantly below that of the

manual (4.0, p\ 0.01) and moderately lower than the

software-agent (3.3, p\ 0.1). Frustration was not signifi-

cantly different between the software-agent and the manual

operation interface, and the software-agent did not fare

much worse than the ‘‘optimal’’ human-agent.

We then tested whether there was a difference in the

‘‘loading’’ required to execute the climate control task in

terms of the mental, physical, and temporal demands as

well as effort and frustration using the NASA-TLX pro-

cedure (NASA 1996; Hart and Staveland 1988). TLX

scores were also significantly affected by the type of

interface, F(2, 22) = 4.4, p\ 0.05 (Fig. 8c). The score

for the human-agent (4.2) was significantly lower than

both the software agent (6.4) and the manual operation

(6.6) F(1, 22) = 6.0 and 7.1, p\ 0.05. In terms of task

load, the manual and software interfaces were fairly

comparable (note, however, that due to an administrative

error, the TLX scores were based on data collected from

only twelve participants of the 18 in total in the study).

The effect of the interface on overall experience was

moderately significant (F(2, 34) = 2.9, p\ 0.1). (Note

the strong ceiling/floor effects). Figure 8d shows the

results for the overall experience on a 0–10 scale. The

rating of the human-agent (7.9/10) was 1.1 scale points

higher than the manual interface (6.8/10), F(1, 34) = 5.1,

p\ 0.05. The overall experience of the software-agent

was 1 scale point higher than the manual interface, F(1,

34) = 3.5, p\ 0.1. The difference between the average

software-agent and the average human-agent was very

small (0.1/10).

Fig. 7 Simplified interface

(Direction)
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In summary, the software-agent did not fare much worse

than the human expert’s ability to be sensitive and caring to

the user. In some cases, such as overall frustration and

overall subjective ratings, there was not much of a differ-

ence between the software- and the human-agent. All in all,

the software-agent’s performance appears to have been

only slightly less satisfactory than the human-agent. This

result is encouraging because the human expert who played

the role of the human-agent in this study was highly pro-

ficient in being sensitive and caring to the users’ innate

needs (it was the same person who took part in the pilot

study). Once he knew what they needed, he used his ability

to be sensitive and caring to fulfil and satisfy their all their

needs. The fact that the inanimate software-agent achieved

results that were not that far behind this human expert and

almost in all cases well ahead of the voice activated

manual interface gives us hope that the computation

architecture described here and its implementation consti-

tute a step towards more natural human–machine

interaction.

6 Conclusion

The starting point of this article was to better understand

what is ‘‘fundamentally social and natural’’ in user inter-

action. We quickly narrowed the scope to teamwork as a

reflection of the social aspects of interaction and searched

for the attributes of successful teamwork. Some of these

attributes involved management and organizational pro-

cesses (commitment and contract, goal definition and poli-

cies, transparency of actions, reflection), whereas others

involved more technical work practices (common ground,

beliefs, planning and coordination), and more than a few

centred on the humanistic issues that take place in a team.

We showed that once a given design is viewed from a team-

oriented perspective it calls for a variety of design options

that are hardly considered in current design approaches.

Of the eleven team attributes, we focused first on sen-

sitivity and then caring as the basic glue that binds humans

into cohesiveness with another. With an eye towards the

future formation of joint human-machine teams, we

attempted to operationalize these two attributes using the

psychoanalytical theory of object relations. We also found

that natural interaction, in the sense of interactions where

the user feels no barriers to fulfilling his needs and at the

same time is cared for, contained, and well understood—

occurs in the ‘‘theatrical’’ space between the user (subject)

and the other (or parts thereof) which we consider as an

object. Klein’s object relation theory, and the various

extension of her initial work by Winnicott, Bion, and

others, provides us with a sound theoretical foundation for

understanding this space. Extensive practical work by

psychologists offers strategies for dealing with the needs,

wants, frustrations, and dissatisfaction manifested in the

relations.

Fig. 8 a Number of utterances

per interface type, b frustration

by interface type, c TLX

(overall) by interface type,

d experience by interface type
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The fact that both the social and natural aspects of

interaction draw heavily on the notion of relations between

subject and object is surprising and at the same time quite

illuminating. Thus, when it comes to designing user

interaction that is social and natural as well as building

joint teams of humans and machines, considerable

emphasis should be placed on the kind of relation formed

between the human and the machine to include expecta-

tions, demands, unmet requests, frustrations, and perhaps

even explanations and attempts at reconciliation.

The psychoanalytical theory of object relations was

originally developed to understand and heal humans by

characterizing the early mother–infant relationship and

applying it to the patient–therapist dyad. We suggest that

the machine (e.g. autonomic system, robot) can be con-

sidered the object to which the human (subject) relates, and

raise some serious questions about what the relations

between subject and object should be. We need to consider

and identify the fundamental and dynamic matrices

involved in such human–robot relations, and the social role

of the machine in this case. We also need to better

understand the Kleinian ‘‘space’’ in which humans and

machines interact as well as the specific interface ‘‘objects’’

that the subject relates to (e.g. a voice, visuals, haptics as

well as the robotic ‘‘being’’ behind them). The object

relational view of human and machines also allowed us to

address the problem of interaction language by making a

distinction between the (sometimes emotional) ‘‘language

of the user,’’ on the one hand, and the (logical and rigid)

‘‘language of the machine’’ on the other. We also feel that

the psychoanalytical object relation viewpoint opens the

door to a better understanding of how humans connect with

their nurturing objects and how this relation can be

enhanced to develop confidence (the mechanistic equiva-

lent of what we take as trust).

The implementation of a climate control interface that

had some degree of sensitivity and caring simplified the

interface and made user interaction more natural, but we

feel that the implications of this study go beyond just

improvement in interface and interaction design. They call

for a different way of thinking about how we interact with

sophisticated machine agents that will be part of our daily

lives in the not-so-distant future. Practical applications of

this team-oriented and relational design approach are now

being considered for autopilots in semi-automatic vehicles

(Goldman and Degani 2012) as well as in ‘‘fully autono-

mous’’ vehicles.
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