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Abstract
The aim of this study is to formulate an algorithm for the calculation of maximum 
inscribed circle (MIC) that can be placed within a polygon and to implement it by 
using free and open source software (FOSS) for GIS. MIC is used in a wide range of 
fields, ranging from cartography, planning, agriculture, forestry and geology to med-
icine, biology, astronomy, security, and engineering applications. Due to the com-
plexity of the problem, there is no single and simple algorithm for the computation 
of MIC for arbitrary polygons. The algorithm developed in this study (MICGIS) for 
the computation of MIC can be applied to both convex and concave polygons repre-
sented in vector data format. MICGIS makes use of the Voronoi diagrams and geo-
metrical properties by benefiting from the solutions proposed for the special cases 
of Apollonius’ Problem. Thanks to the employment of Voronoi diagrams and FOSS 
for GIS, MICGIS also works successfully for polygons with holes. For the imple-
mentation of MICGIS, FOSS libraries written in Java are used. What is evident from 
the various runs of the script produced on the base of MICGIS for a set of arbitrary 
polygons is that it is both faster and more accurate in finding MIC compared with 
the alternative algorithms and software.
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1 Introduction

Maximum inscribed circle (MIC), also known as biggest inner circle (BIC) or largest 
inner circle (LIC), is used in a wide range of fields; however, its particular use changes 
from one field to the other depending upon the purpose of the scientists and experts 
in the respective field. In cartography, Shen et al. (2015) used MIC for georeferenc-
ing purposes. Based on MIC, Sun (2016) developed a map distortion symbolization 
approach, and Tauscher and Neumann (2016) developed a displacement method for 
maps showing dense sets of points of interest. Agafonkin (2016) suggests the use of 
centroid of MIC for placing labels on polygons in a map. In planning, Li et al. (2013) 
remark that MIC can be used in order to measure the compactness of two-dimensional 
shapes. Particularly, in landscape planning, Walz and Schumacher (2005) employed 
MIC in order to quantify the depth of the minimal undisturbed area in the open space. 
In urban planning and design, Brezina et al. (2017) utilized MIC in order to derive 
a representative width of sidewalk, and Cavic et al. (2017) used MIC in the analysis 
of open public space. In public administration, Butsch (2016) and Saxon (2020) used 
MIC in order to measure compactness of areas for districting purposes. In geography, 
MacEachren (1985) employed MIC again in order to measure the compactness, and 
Garcia-Castellanos and Lombardo (2007) used MIC in order to find the poles of inac-
cessibility. MICs can also be used in landscape, forestry and agriculture in order to 
delineate single trees in groups of trees that could not be separated (Weinacker et al. 
2004; Aschoff and Spiecker 2004; Koch et al. 2006; Hadaś 2015). Li et al. (2017) also 
used MIC as a parameter in order to classify diospyros lotus seeds.

Compared with other fields, employment of MIC in geology has a long history. In 
geology, MIC was first used by Wadell (1932, 1933, 1935) in order to measure the 
roundness of rock and quartz particles. It is widely used in geology and improved in 
many studies in the subsequent years (e.g., Powers 1953; Zheng and Hryciw 2015). In 
biology, Tsygankov et al. (2014) used MIC in order to define and detect filopodia-like 
protrusions, and in medicine, Vogt et al. (2017) and Brune et al. (2018) utilized MIC 
in order to measure and classify pores of surgical meshes. Taghanaki et al. (2017) also 
employed MIC in order to localize the pectoral muscle located posterior to the breast. 
In astronomy, Alonso et al. (2018) suggest that MIC can be used in order to find large 
empty spaces in the universe, and in archeology (Davis et al. 2015) used MIC in order 
to analyze lithic artifacts. For the localization of jammers in the field of security appli-
cations, Cheng et al. (2012) developed an algorithm called Double Circle Localization 
partly based on MIC. MIC is actually used for various purposes in many engineering 
fields. For example, Jones (2014) used MICs in order to reveal ‘a nest of patterns to be 
cut from a roll of cloth and later sewn together to make the seats and headrests for a car.’ 
Gass et al. (1998), Sun and Che (2003), Petrík et al. (2009), Fanwu et al. (2011), and Liu 
et al. (2016) employed MIC in order to measure roundness error of mechanical parts.

In the calculation of MIC, one of the relevant issues is the preference for the type of 
the spatial data model (raster vs. vector) used in the implementation of the algorithm 
developed for MIC. In raster data model, the spatial information is represented by cre-
ating matrix of pixels in the form of an image. It is observed that in some software 
programs (such as ‘Max Inscribed Circles’ plugin developed by Burri and Guiet (2016) 
for ImageJ and CellGeo developed by Tsygankov et al. (2014) for MATLAB) MIC is 
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calculated for images. In their code, Burri and Guiet (2016) are inspired by Birdal’s 
(2011) ‘Maximum Inscribed Circle using Distance Transform’ developed for MAT-
LAB. As Birdal (2011) remarks, the reasonable way of solving MIC problem is actu-
ally ‘to make use of Voronoi Diagrams.’ In this respect, cvoronoi developed by Masset 
(2002) and ‘Maximum Inscribed Circle using Voronoi Diagram’ developed by Birdal 
(2013) for MATLAB make use of Voronoi diagrams and vector data in order to find 
MIC. Employment of vector data model in which spatial features are represented by 
using x and y coordinate pairs is widespread in many other software programs or exten-
sions developed for finding MIC. For example, ET GeoWizards (2018) extension for 
ArcGIS Desktop (ESRI 2015) calculates MIC for vector data. Another tool calculating 
the center and radius of MIC in QGIS (2019) is Pole of Inaccessibility tool that is based 
on the ‘polylabel’ algorithm developed by Agafonkin (2016) for Mapbox. In addition 
to QGIS (2019) and ArcGIS Desktop (ESRI 2015), LayoutEditor (Thies 2018), SAGA 
(2018) and Flowmap (2013) have also similar functions or extensions for vector data.

Although, as evident from above, there are some software programs that can 
be used for finding MIC in a polygon, it is not possible to obtain neither the algo-
rithm nor the source code of the proprietary software programs having functions or 
plugins to calculate MIC, albeit some proprietary software vendors may have good 
documentation providing information on the implemented algorithms. In the case of 
FOSS, while the source code can be downloaded, again, the algorithms developed 
for MIC calculation are not usually provided with a detailed description. Thus, there 
is a huge gap between the availability of the algorithms and their implementation 
as a software script. By tracing the background for, on the one hand, the theoretical 
discussions in relation to the delimitation of MIC, and on the other hand, the con-
ceptual framework of the existing scripts for which some descriptions are available 
about the algorithms employed for MIC calculation, this study reveals that this gap 
can be extended to the conception of the problem addressed. As it is elaborated in 
a detailed context in the subsequent sections, existing algorithms used in the MIC 
approximation require a large set of input points for this task. The present study 
reveals that near perfect approximation of MIC can be realized by using a limited 
number of input points and employing the analytical/geometrical properties of the 
polygon, its edges and the vertices of Voronoi diagram inside the polygon in con-
junction with their general spatial configuration.

Within the framework drawn above, the aim of this paper is to develop an effi-
cient algorithm (MICGIS) for the calculation of MIC that can be placed within a 
polygon in vector data format and to implement it in OpenJUMP (2019), a FOSS 
for GIS, as a plugin. For this purpose, in the next section the main characteristics 
and components of MICGIS algorithm are presented by overviewing the previous 
studies having connection to the calculation of MIC. After elaboration of these char-
acteristics and components together with elaboration of previous studies, in the third 
section, the results of the implementation of MICGIS script in OpenJUMP are com-
pared with the other software modules or extensions having the capability of finding 
MIC. In this subsection, only those software programs having capability to handle 
vector data are included in the comparison process. The last section of the paper 
draws on some concluding remarks based on the performance and characteristics of 
MICGIS in comparison with available software alternatives.
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2  Framework and formulation of MICGIS

In this study, it is assumed that MIC is located along the medial axis (also known 
as main skeleton) of polygon. The medial axis (MA) was first introduced by 
Blum (1967) for description of shapes and has attracted the interest of researches 
from different fields. As defined by Blum (1967, p. 368), MA is ‘the locus of the 
points equidistant from the pattern.’ Based on this definition, it is known that MA 
of a polygon can be constructed by using Voronoi diagrams (Lee 1982; Attali 
and Montanvert 1997; Ramamurthy and Farouki 1999; Amenta et  al. 2001) or 
Delaunay triangulation (Reddy and Turkiyyah 1995; Attali and Montanvert 1997; 
Amenta et  al. 2001; Karimipour and Ghandehari 2013). By definition, Voronoi 
edges are the locus of points equidistant to two objects and closer to these two 
objects than to any other object, and ‘Voronoi vertices are the locus of points 
equidistant to three or more objects and closer to these objects than to any other 
object’ (Boissonnat et  al. 2006). Thus, if a Voronoi diagram is created for the 
points corresponding to the nodes of a polygon, those Voronoi edges inside the 
polygon provide us with an approximation of the MA of polygon. In the case of 
Delaunay triangulation, which is actually the dual structure of the Voronoi dia-
gram, MA can be defined as the locus of centers of circumscribed circles of each 
triangle. As Siddiqi et al. (2002) remark, provided that the polygon boundary is 
sampled densely, both Voronoi diagram and Delaunay triangulation result in the 
accurate approximation of MA.

In addition to the use of Voronoi diagrams and Delaunay triangulation, there 
are, actually, various methods for the construction of MA such as thinning (Lam 
et  al. 1992), distance transform (Borgefors 1993), mathematical morphology 
(Arcelli and Frucci 1992; Talbot and Vincent 1992), and partial differential equa-
tions (Siddiqi et al. 2002). Kimmel et al. (1995), Attali and Montanvert (1997), 
and Karimipour and Ghandehari (2013) classify the methods developed for the 
extraction of MA into three categories: (1) discrete methods working on image 
representation of the objects, (2) continuous methods using polygonal approxi-
mation of shape boundary, and (3) exact methods based on the skeletonization 
of smooth shapes. This classification is also relevant to the preferred data model 
elaborated in the introduction. Accordingly, it is clear that although the first 
group of methods makes use of raster data model, the last two groups of methods 
are based on the vector data model. In this respect, it is observed that while it is 
not possible to obtain neither the algorithm nor the source code of the proprie-
tary software programs having a function for MIC, the methods employed for the 
extraction of MIC in the scripts available as a FOSS can easily be affiliated with 
the categories given above in relation to classification of the methods developed 
for the extraction of MA.

Accordingly, from the documentation available for some scripts, it is inferred 
that while ‘Maximum Inscribed Circle using Distance Transform’ developed by 
Birdal (2011) and ‘Max Inscribed Circles’ plugin developed by Burri and Guiet 
(2016) fall into the category of discrete methods working on image representation 
of the objects, cvoronoi developed by Masset (2002), ‘Maximum Inscribed Circle 



395

1 3

An algorithm for maximum inscribed circle based on Voronoi…

using Voronoi Diagram’ developed by Birdal (2011) and CellGeo developed by 
Tsygankov et  al. (2014) seem to fall into the category of continuous methods 
using polygonal approximation of shape boundary. For some of the scripts, it is 
observed that the data model used in the implementation of the algorithm is not 
consistent with the preferred method of extraction of MIC. For example, although 
Birdal (2013) and Tsygankov et al. (2014) initially use image as the input, they 
process it in order to obtain a vector representation of the boundary of the object 
subject to analysis. Since in this study it is assumed that the input data will be 
available in vector format, those scripts working on raster images could not be 
included in the comparison of MICGIS with the alternative software programs.

SAGA’s ‘Largest Circles in Polygons’ tool and QGIS’s ‘Pole of Inaccessibility’ 
tool have also interesting aspects compared with the others. In SAGA, the algorithm 
is implemented as tool chain by making use of existing modules and algorithms in 
SAGA. Accordingly, firstly, polygons are converted into polylines, and then, poly-
lines are converted into a raster grid based on the resolution (cell size) given by 
the user. In his algorithm, Birdal (2011) also first traces the outline of the object in 
binary image format. In SAGA, subsequently, a proximity grid showing Euclidean 
distance to the boundary cells is produced based on the raster grid, and it is clipped 
with the original polygon boundaries. This is actually the process of distance trans-
form as employed by discrete methods in order to assign a number to each pixel 
showing the distance between the pixel concerned and the nearest boundary pixel of 
binary image. After eliminating those cells having a value of 0, in SAGA, the cells 
having local maximum values are converted into point features that are subsequently 
treated as the centers of the largest circles in the polygon concerned by using the 
distances calculated for those cells in the proximity grid. As it is seen, in this case, 
just contrary to Birdal (2013) and Tsygankov et al. (2014), in SAGA initially vector 
data is used as the input, but subsequently it is converted into raster data in order to 
find the largest circles.

In the case of QGIS’s ‘Pole of Inaccessibility’ tool, it is observed that again an 
iterative grid-based algorithm inspired by the one developed by Garcia-Castellanos 
and Lombardo (2007) is formulated by Agafonkin (2016). Accordingly, first initial 
square cells completely covering the polygon and having a size equal to minimum 
of width and height are created, and then the distance from the center of each cell 
to the polygon is calculated (if the point is outside the polygon, negative value is 
used). Subsequently, the cells are put into a priority queue ranked by the maximum 
potential distance defined as the sum of the distance from the center to the polygon 
and the cell radius that is equal to one-half the diagonal of the cell. Then, the dis-
tance from the centroid of the polygon is calculated and it is designated as the first 
candidate point. The cells from the priority queue are selected one by one, and if 
a cell’s distance is better than the current best, it is marked as such. Based on the 
precision, if a potentially better solution is covered by the cell, it is divided into 
four offspring cells that are subsequently included in the queue. The algorithm stops 
when the queue has been exhausted and the best cell’s center is returned as the pole 
of inaccessibility.

In this study, in the calculation of MIC, we initially approximate the poly-
gon’s MA by using Voronoi diagram, and subsequently, process it within a new 
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framework in order to approximate MIC. In the literature cited above in rela-
tion to the extraction of MA, there is no direct and sole concern for the use of 
MA in order to calculate the polygon’s MIC. Nevertheless, it is known that the 
MIC must be one of the circles drawn around the MA and touching the polygon 
boundary. Indeed, by definition, MA can be considered as the union of centers 
of maximum-radius circles touching the polygon boundary in at least two points 
and inscribed within the polygon (Amenta et al. 1998; Ramamurthy and Farouki 
1999). As remarked above, these maximum-radius circles, also known as maxi-
mal disks or maximal balls (for 3D objects), can be approximated by using the 
vertices of Voronoi diagram located inside the polygon (Attali and Montanvert 
1997; Amenta et al. 1998). In the approximation of the MA with the Voronoi ver-
tices, it is known that the higher the number of input points, the better the approx-
imation (Amenta et al. 1998, 2001; Siddiqi et al. 2002). In connection with these 
concerns, consequently, Gass et  al. (1998) and Chin et  al. (1999) suggest that 
MA constructed by using Voronoi diagrams can also be used to find MIC. Paral-
lel to this suggestion, it is observed that in various studies (Petrík et  al. 2009; 
Tsygankov et al. 2014; Shen et al. 2015; Sun 2016; Alonso et al. 2018), the Voro-
noi diagrams are used for the calculation of MIC.

In line with these studies, in MICGIS algorithm (Fig.  1) developed in this 
study, Voronoi diagrams are effectively used (see also Fig. 7 in Appendix for an 
extended version of the algorithm). Thanks to the employment of Voronoi dia-
grams and FOSS for GIS, MICGIS also works successfully for polygons with 
holes. If it is assumed that MIC should be tangent to at least three edges of a 
polygon (though under certain conditions it can be tangent to only two edges), it 
follows that analytical and geometrical properties of these edges and vertices of 
the Voronoi diagram inside the polygon in conjunction with their spatial configu-
ration can also be effectively used for the calculation of MIC. This is particularly 
important and practical when it is considered that an infinite set of input points 
are needed for an exact approximation of MA. Thus, in the algorithm formulated 
in this study, the basic motivation is to provide a practical and sound solution to 
MIC by developing a new framework. It is a practical solution in the sense that 
MICGIS algorithm does not draw on a huge set of input points that is not very 
practical to deal with. It is also a sound solution as it is further elaborated in the 
third section by comparing the performance of the algorithm with the alternative 
solutions to the problem.

Within this context, the algorithm developed for this study is composed of a 
number of sub-components; (1) extraction of the points that are located along the 
approximate MA and candidates for being center of MIC by using Voronoi dia-
grams; (2) calculation of the first candidate point that can be used as the center of 
MIC; (3) detection of the centers of the cores that may be used for the approxima-
tion of the center of MIC; (4) processing each core in order to approximate MIC of 
polygon by using analytical geometrical properties and under the light of the solu-
tions proposed for the special cases of Apollonius’ Problem; and (5) selection of the 
best circle calculated by using all possible cores and stages of analytical geometrical 
properties in order to approximate MIC. Each of these sub-components is elaborated 
in the subsequent parts of this section.
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2.1  Extraction of the points having potential for being the center of MIC

For the extraction of the points that are candidates for being the center of MIC, first 
polygon’s approximate MA is constructed. For the approximation of the MA, Voro-
noi diagrams are created for the set of points located along polygon subject to the 
calculation. For this purpose, in the algorithm first, polygon vertices are extracted 
and stored in an array list (points) by creating a mid-point (ME) between starting 
point (SP) and finishing point (FP) of each edge (Step 2 in Fig.  1 and Part 2 in 
Fig. 7). Furthermore, if it is necessary, long edges are densified (Step 3 in Fig. 1 

Fig. 1  A simplified conceptual flowchart of MICGIS algorithm developed in the study
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and Part 3 in Fig. 7). Addition of MEs and, if necessary, extra points to points stems 
from the fact that, as explained above, a better approximation of MA can be achieved 
with the increase in the number of input points (Amenta et al. 1998, 2001; Siddiqi 
et al. 2002). This is also a typical process in the studies using Voronoi diagrams in 
the calculation of MIC (see, e.g., Sun (2016) remarking this as a necessary process 
in order to generate near continuous results in a polygon having long edges).

Although the sample points can be enriched by considering the length of poly-
gon’s edges, in practice, the vector data available for a polygon may already have 
more than one segment for an edge, albeit they may not have a balanced distribu-
tion along the polygon’s edges. Thus, in MICGIS algorithm, if necessary, there is 
an option for the removal of the points creating collinear segments along polygon 
edges. Within this context, placement of extra points between the couple of points 
forming an edge is based on a simple criterion defined in relation to the average 
length (AL) of edges in a polygon. Accordingly, if the length of an edge is above AL, 
for this edge mid points are added to points. For this purpose, the ratio of the length 
of the edge concerned to AL is rounded to the closest integer number (bolen), and 
the length of the edge is divided by bolen in order to obtain length of interval that 
will be used in the addition of extra points along the respective edge. The basic idea 
for the use of AL is the fact that instead of placing arbitrary points between the end 
points of edges, it is considered that it would be wiser to divide only relatively long 
polygon edges for the creation of Voronoi diagrams that can provide us with bet-
ter approximations for MA and, subsequently, MIC. This idea owes to the fact that 
when the number of input points is increased, the speed of the calculation decreases. 
That’s why it is important to keep the number of input points at an optimum level 
without increasing the burden of calculation on microprocessor in terms of the time 
required for calculation.

Another option for the enrichment of the number of points can be the use of a 
standard length between subsequent points based on the shortest edge or a fixed 
length. Since, in the case of the shortest edge, an arbitrarily and closely located two 
points forming an edge may unnecessarily slow down the calculation process of 
MIC, and it is also very difficult to define a fixed length between subsequent points 
owing to the variety of the fields in which the plugin produced on the base of MIC-
GIS algorithm can be used; it would be more practical to break long segments and 
to enrich input points on the base of AL in a polygon. Accordingly, after the crea-
tion of points, for the construction of Voronoi edges, existing software libraries in 
Java Topology Suite (JTS) of OpenJUMP are used (Step 4 in Fig. 1 and Part 4 in 
Fig.  7). For this purpose, more particularly VoronoiDiagramBuilder developed by 
Davis (2012) for OpenJUMP is used. As each point located along the approximate 
MA of a polygon can actually be considered as a candidate for the center of MIC, 
in the algorithm the points (points1) that are both located along the Voronoi edges 
and covered by polygon are considered as candidates for the center of MIC. If at 
least one of the ending points of a Voronoi edge is located inside the polygon, the 
mid-point of the edge concerned is also added to points1 provided that it is within 
the polygon boundaries. If the centroid of polygon is within polygon, it is also added 
into points1. If there are less than four points in points1 or the ratio of polygon’s 
area to the area of its convex hull is less than a predefined value, a series of interior 
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points of polygon is calculated and added into points1 in order to create an adequate 
number of candidate points that will be used in the calculation of MIC.

2.2  Finding the first candidate point that can be taken as the center of MIC

Finding the first candidate point that can be taken as the center of MIC is actually 
a max–min problem of maximizing the minimum distance from an unknown point 
located along the polygon’s MA to all the edges of polygon (Shen et al. 2015; Sun 
2016). Thus, in the subsequent part of the algorithm (Step 5 in Fig. 1, and Part 5 
in Fig. 7), firstly, the minimum distance (R) between each point in points1 and the 
edges of the polygon is calculated and stored in another array (mindist1). Parallel 
to this calculation, the index number for the edges closest to the points in points1 is 
also stored in another array (segment1) for further calculations that will be required 
to find the center of MIC. Consequently, the index number for the point having 
the maximum value in mindist1 is revealed by iterating over mindist1 in order to 
approximate the center (n1) of MIC (Fig. 2). In this process, the objective function 
used to find n1 maximizes the radius (R) of circle tangent interior to one of the edges 
of polygon (Eq. 1):

Parallel to this, the index information for the edge (a) closest to the point rep-
resented by n1 is also calculated. At this stage, the point represented by n1 is 
actually a good candidate for the center of MIC. In the case of a perfect approxi-
mation of MA, if the distance between a Voronoi vertex and an edge of polygon 
is smaller than the already found maximum radius, the algorithm can move to the 
next edge in order to speed up the process. In such an algorithm, if the minimum 
distance is larger than the already found maximum radius, maximum radius is 
updated with the new radius. Shen et al. (2015) employ such an algorithm in their 
study. However, in this study it is assumed that a perfect approximation of MA is 

(1)F(x, y) = Max{Min(R)}

Fig. 2  Sample polygon and first candidate for MIC (n1) based on the points located along the medial axis



400 B. Beyhan et al.

1 3

not possible. Thus, for a better approximation of MIC, it will be useful to draw on 
the analytical and geometrical properties of the polygon, its edges and also ver-
tices of the Voronoi diagram inside the polygon in conjunction with their spatial 
configuration. In this respect, one of the crucial concepts in relation to the geo-
metrical properties of the polygon is the concept of core that will be elaborated in 
the next subsection.

2.3  Finding the potential cores that may cover the center of MIC

For particularly concave polygons, more precisely in lobulated polygons, there may 
be more than one core that should be used in the approximation of the center of MIC 
(Fig. 3). Hence, in the algorithm all remarkable cores lying along the MA should be 
considered in the calculation of MIC (Step 6 in Fig. 1).

As it can be followed from the algorithm (Part 6 in Fig. 7), for this purpose, first 
the closest point (n2) in points1 (empty points in Fig. 2 along MA) to n1 is found 
among the points having a distance to edge a (the closest edge to n1) more than the 
radius (mr) of first MIC candidate. The objective function for the respective point 
can be given in Eq. (2) as follows:

where di,n1 stands for the distance between the point concerned in points1 and n1, and 
di,a stands for the distance between the respective point and the closest edge to n1.

Subsequently, all the points in points1 are checked against whether the distance 
( Rodi

 ) between them and the edge closest to them is more than the multiplication 
of the distance ( Rn2

 ) between n2 and the edge closest to it with the square root of 
csr (core search radius). The only external parameter defined by the user in the 
delimitation of MIC in MICGIS is related to this parameter. The default value for 
this parameter is set to 0.75. Although higher values for this parameter increase the 
speed of the script, the overall accuracy of the results for MICs decreases. Those 
set of points fulfilling the condition defined above are stored in an array (canodak) 
and considered to have the potential to represent the centers of the cores. The points 
in canodak are further processed in order to find the centers of the cores. For this 
purpose, the points (od) in canodak are iterated, and the points that are not included 

(2)F(x, y) = Min
(

di,n1

)

for di,a > mr

Fig. 3  An illustrative example for multiple core problem (a lobulated polygon having three remarkable 
cores)
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within the circle drawn around n1 with a radius defined according to the multiplica-
tion of mr with csr, and subsequently other core candidates are found. These points 
are stored in a new array (cod) representing centers of possible cores (see Eq. 3):

where s stands for the total number of cores.

2.4  Processing candidate points in order to approximate best MIC

In addition to the employment of Voronoi diagrams and subsequently polygon’s 
MA, for each core, analytical geometrical properties of the polygon’s edges and the 
vertices of Voronoi diagram are also used in conjunction with their spatial configu-
ration for the approximation of the best center for MIC that must be tangent to at 
least three edges of polygon. Because it is known that on a 2D plane three non-
collinear points define a circle (though under certain conditions it can be tangent 
to only two edges). Thus, if the circle drawn around n1 is tangent to only one of the 
edges of the polygon, it means that it is not the maximum inscribed circle (Fig. 2).

2.4.1  Second approximation for the center of MIC

This is actually a natural outcome of the fact that, for a perfect approximation of 
MA, we need a sampling density going to infinity. However, in practice, this is not 
possible. Thus, further considerations are required in order to find the actual MIC 
that should be tangent to at least another edge of polygon concerned (Fig. 4).

Assume that in Fig. 4, n1 is the point identified as the center for the first MIC 
candidate of the core concerned and a is the closest edge of the polygon to n1. If n2 
is the closest point to n1 compared with the other points located along the MA and c 
(Type 1 for the 2nd edge) is the closest edge of the polygon to n2, a better candidate 

(3)cod{x,y} =

s
⋃

i=1

odi for Rodi
> Rn

2
× csr

Fig. 4  Sample polygon and second candidate for MIC based on the intersection of line b and the angle 
bisector of the angle formed by the extensions of lines a and c 
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for the center of MIC should lie between n1 and n2, and the circle drawn around it 
(with a radius d1) should be tangent to both a and c (Fig. 4). The condition for being 
tangent to both a and c reveals that the respective point (x1, y1) lies at the intersec-
tion of b and the angle bisector of the angle formed by the extensions of lines a 
and c. By using the formula for a line, the intersection point (x1, y1) can be easily 
calculated.

As it is seen, n2 provides us with the possible direction to the polygon’s edges 
located roughly at the opposite side of the edge (a) tangent to the first MIC can-
didate drawn around n1. This is critical for the proper delimitation of the biggest 
circle that can be placed in the polygon. Thus, several alternatives are considered 
in the algorithm for the identification of n2 that will be used for the selection of the 
2nd edge for the delimitation of MIC (Step 7 in Fig. 1 and Part 7 in Fig. 7). Accord-
ingly, a point located along the line perpendicular to line a and passing through n1 is 
positioned at the reverse side of line a and at a certain distance from n1. The distance 
between this point and n1 is defined by dividing mr (radius of first MIC candidate) 
by π. Subsequently, the closest edge to the point concerned is designated as the 2nd 
edge (Type 2).

Another option for the selection of the 2nd edge for the delimitation of MIC is the 
designation of the second closest edge to n1 as the 2nd edge (Type 3). Alternatively, 
in addition to the closest point to n1 in points1, among the MA points located within 
the first MIC candidate the furthest point in points1 from edge a with a distance of 
at least mr can also be declared as n2. Then the closest edge to this n2 is designated 
as the 2nd edge (Type 4). After identification of those edges framing MIC at roughly 
reverse direction of edge a, if they correspond to different edges, for all possible 
cases of the 2nd edge, the intersection point of a and c (xi, yi) is calculated by con-
structing the required equation. After calculating the slope of the line going through 
the angle bisector of the angle formed by the extensions of lines a and c, the inter-
section point [(x1, y1) in Fig. 4] of the respective line and line b is calculated for the 
second approximation of the center of MIC. At this stage, an adjustment is made in 
the algorithm in relation to the designation of the 2nd edge. If the line perpendicular 
to the 2nd edge does not pass through the second approximation of the center of 
MIC (xl, yl), the edge crossed by the respective line and contiguous to the 2nd edge 
is also considered as an alternative for the 2nd edge (Type 5).

2.4.2  Third approximation for the center of MIC

If the circle drawn around (x1, y1) is tangent to only two edges of the polygon, it may 
not be tangent to a 3rd edge of polygon and it may actually overflow the boundaries 
of the polygons (a typical example given in Fig. 4). Thus, for a proper delimitation 
of MIC, if possible, there is a need for the 3rd edge (Fig. 5). The 3rd edge for the 
third approximation of MIC can be selected on the base of a number of considera-
tions (Step 8 in Fig. 1 and Part 8 in Fig. 7). In this respect, firstly, the spatial con-
figuration of n1, the first (a) and second (c) edges are used for the identification of 
the 3rd edge. For this purpose, two points located along the angle bisector of the 
angle formed by the extensions of lines a and c are positioned at a distance from 
(x1, y1). The distance between these points and (x1, y1) is defined by dividing mr by 
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π. The point further from the circle beam connecting edge a and edge c is selected 
and, afterward, the closest edge to the point concerned is designated as the 3rd edge 
(Type 1 for the 3rd edge). Nevertheless, if the angle between the 1st and 2nd edges 
is above a certain limit implying that both points can be used in the designation of 
the 3rd edge, both of them are used for the selection of alternatives for the 3rd edge 
(Type 2).

Another option for the selection of the 3rd edge for the delimitation of MIC is the 
designation of the third closest edge to n1 as the third (Type 3). Alternatively, the 3rd 
edge is also designated by finding the third closest edge to (x1, y1) that is defined on 
the base of the first two edges (Type 4). After identification of all possible alterna-
tives of 3rd edge, if they correspond to different edges, it is assumed that they can be 
used for the delimitation of the MIC. In this respect, assume that in Fig. 5, a, c and d 
is the first three closest edges of the polygon to the point (x1, y1). A better candidate 
(x2, y2) for the center of MIC should lie at the intersection of the angle bisector of 
the angle formed by the extensions of lines a and c, and the angle bisector of the 
angle formed by the extensions of lines d and c. For those polygons where the third 
approximation for the MIC overflow the polygon boundaries, the edge closest to (x2, 
y2) and different from 1st, 2nd and 3rd edges is also designated as the 3rd edge in 
order to better approximate MIC (Type 5). As it is unveiled in the next section, this 
improves the approximation of better MICs.

2.4.3  Approximation of the center of MIC according to special cases of Apollonius’ 
Problem and other adjustments

For concave polygons, given the fact that MIC may not be tangent to a, c or d 
because of the polygons’ geometric properties, some further consideration is actu-
ally required in the algorithm. Indeed, sometimes MIC may not be tangent to 
edges but touches their ending nodes. As Shen et al. (2015) remark, this can also 
be observed for the other maximal disks located along the MA. In these particular 

Fig. 5  Sample polygon and third candidate for MIC based on the intersection of the angle bisector of the 
angle formed by the extensions of lines a and c with the angle bisector of the angle formed by the exten-
sions of lines d and c 
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cases, either the node itself or the line passing through the respective node and tan-
gent to MIC should be considered in the calculations made for the approximation of 
the possible centers of MIC (Step 9 in Fig. 1 and Part 9 in Fig. 7).

Similar kinds of problems are addressed in the literature as the special cases of 
Apollonius’ Problem, named after Apollonius of Perga, 3rd century BC. The origi-
nal problem formulated by Apollonius is to construct a circle tangent to three given 
circles. The special cases of Apollonius’ Problem can be stated as following; to 
draw a circle passing through or touching three given entities that may be a point 
or a straight line (Court 1961). As Court (1961, p. 445) remarks, François Viète 
(1540–1603) was the first mathematician to consider ‘a number of special cases in 
which some or all of the given circles are replaced by points or straight lines.’ Actu-
ally, if these three entities are exactly known beforehand, the best MIC can easily be 
drawn by using the solutions proposed for the special cases of Apollonius’ Problem. 
Nevertheless, neither the main characteristics of the entities nor the second and third 
entities are known beforehand for the problem specifically addressed in this paper. 
Second entity is calculated on the base of the proposals for the first entity, and third 
entity is calculated on the base of the proposals for the first and second entities.

Thus, in the algorithm, the 1st edge has a critical importance as an entity. Owing 
to this, some further adjustments are made in the algorithm in order to better approx-
imate MIC. Accordingly, two other edges are iteratively designated as the 1st edge. 
The first one is chosen among from the first 2nd edge candidate or the second closest 
edges to n1 according to their distance to n1. If the distance between the second clos-
est edges to n1 and n1 is less than the distance between the first 2nd edge candidate 
and n1, in the second iteration of the 1st edge, it is designated as the 1st edge. Oth-
erwise, in the second iteration, the first 2nd edge candidate is designated as the 1st 
edge. In the third iteration of the 1st edge, the third closest edges to n1 is designated 
as the 1st edge. In order to fasten the process, at the beginning of calculation of the 
minimum distance between each point in points1 and the edges of the polygon, two 
other arrays (mindist2 and mindist3) are created to store distance information for the 
second and third closest edges to n1. Parallel to this calculation, the index number 
for the edges concerned is also stored in two other arrays (segment2 and segment3).

In addition to these, for each core another inner loop is created in the calculations 
of MIC. This loop iterates over the possible configurations of the 1st and 2nd edges 
in relation to whether MIC is tangent to these edges or touching their ending nodes. 
Accordingly, it is first assumed that MIC is tangent to the 1st and 2nd edges without 
any exception. However, if the distance between n1 and one of the ending nodes of 
these edges is equal to the distance between n1 and the edges concerned, these edges 
are marked with a possibility of being touched by the MIC at one of their ending 
nodes. Although the distance between n1 and one of the ending nodes of these edges 
is not equal to the distance between n1 and the edge concerned, if the line passing 
through n2 and perpendicular to the 1st edge is not crossing the 1st edge or the line 
passing through n1 and perpendicular to the 2nd edge is not crossing the 2nd edge, 
the edges concerned are again marked with a possibility of being touched by the 
MIC at one of its ending nodes. Within this context, if necessary, the inner loop iter-
ates over all these possible combinations. Further, if the distance between the second 
approximation for the center of MIC (xl, yl) and one of the ending nodes of the 3rd 



405

1 3

An algorithm for maximum inscribed circle based on Voronoi…

edge is equal to the distance between this center and the 3rd edge, it is assumed that 
MIC may not be tangent to the 3rd edge, but passing through the ending node con-
cerned. In this context, if the third entity found is again a point, it is marked as such.

Accordingly, all MIC alternatives are delimited by making use of these com-
binations and the solutions proposed for the special cases of Apollonius’ Problem 
according to the spatial qualities and configuration of the first, second and third 
entities. As it is discussed in the next section, overall, the results of implementa-
tion of the proposed algorithm have revealed that MICs found by using the solutions 
proposed for the special cases of Apollonius’ Problem are quite satisfactory for all 
of the entity configurations. The only exceptions are related to the cases of entity 
configurations in which a MIC is either enclosed by two parallel edges without a 
need for a 3rd edge or delimited by the ending nodes of edges. Since the first MIC 
approximation obtained from the Voronoi diagram automatically produces the best 
center for the entity configurations in which all entities are points, the result of the 
first stage of the algorithm gives the best result for the polygons imprinted with this 
characteristic. However, for the entity configurations in which there are two lines 
and one point, or there are two points and one line, the solutions proposed in the 
algorithm in relation to the special cases of Apollonius’ Problem work as expected.

2.5  Selection of best MIC on the base of potential cores and the geometrical 
properties of spatial configuration of edges of the polygon and vertices 
of Voronoi diagram

In both the second and third approximation for the center of MIC, the resulting MIC 
should be checked against whether or not it is fully covered by the polygon and it 
is the biggest one compared with the first one already calculated. This comparison 
should also be done for the set of cores subject to the analysis. The script produced 
for the calculation of MIC based on MICGIS algorithm takes all these considera-
tions into account together with the assumptions and special cases of Apollonius’ 
Problem solution of which may provide us with better MICs that may not be tangent 
to edges of polygon but touches their ending nodes.

For the selection of the best MIC, built-in-functions (particularly spatial predi-
cates such as ‘within’) available in JTS have been actively used. If all the MIC can-
didates are within polygon, the one having the largest radius is designated as MIC. 
Those candidates not covered by polygon are omitted from the comparison opera-
tion. Another important aspect of MICGIS is the auto re-adjustments required in the 
extraction of MIC. The decimal precision used by the software in the calculations 
made in the operating system may result in some MICs whose reconstruction from 
the given radius around the center calculated by the script within the given limits of 
precision may very slightly overflow the polygon boundaries at the margin. Original 
MICs produced by the algorithm may actually be entirely within polygons. How-
ever, irrespective of this, the resulting MICs are reconstructed and checked again, 
against whether or not they are inside the polygon.

In this respect, it is important to remark that in addition to the figures used in 
the paper, two sets of data are used in this study in order to test the performance of 
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algorithm. One of them covers regular polygons (such as triangles, squares, rectangles, 
pentagons, hexagons, circles, and ellipses with different orientations and scales) and 
the other one includes mainly concave irregular and complex polygons that amount to 
491. Some statistics regarding the selection of the best MIC on the base of potential 
cores and the geometrical properties of the spatial configuration of edges of the poly-
gon and vertices of Voronoi diagram for those datasets are given in Table 1.

2.5.1  Consideration of cores and stages of MIC approximation procedure

It is interesting to notice that although in regular polygons all MICs are found in the 
first core (Type 1 for FC), in irregular and complex polygons, for only a total of 17 
polygons (total of Types 2, 3, 4, 6 and 7), MIC concerned is not found in the first 
core, which actually reveals the importance of the proper construction of the MA. 
In other words, for 96.54% of complex polygons, MIC is found in the first core. 
If the MA is well constructed, there will be little room for the calculations made 
for the other cores. Nevertheless, the possibility of finding better MICs in other 
cores deserves attention and confirms the relevance of the concept of core in the 
proper delimitation of MIC. In this respect, it is remarkable that within the given 
limits of csr, majority of the complex polygons is found to have more than one core. 
The highest ratio belongs to the complex polygons having two cores (Type 2) with 
24.64% of polygons. This ratio decreases for complex polygons with the increasing 
number of the cores in polygons. It is noticeable that core concept is also relevant 
for some regular and convex polygons. Within the given limits of csr, it is possible 
for MICGIS to find more than one core for eight regular and convex polygons (total 
of Types 2, 3, 4 and 5).

In contrast to the low number of observations for MICs found in other than the 
first core, employment of MIC approximation procedure developed on the base of 
analytical and geometrical properties of the polygon and the Voronoi diagram ver-
tices inside the polygon reveals that for 75.00% of the regular polygons and 98.37% 
of the complex polygons, all stages (Type 3) of the approximation procedure are 
required in order to approximate the best MIC. For complex polygons in only 1.22% 
of polygons MIC is actually found in the first stage of approximation (Type 1). 
Although this ratio increases to 10.71% for the regular polygons, for the majority of 
regular polygons there is a need for either the second or the third approximation in 
order to find best MIC. Further, in the case of complex polygons, in those polygons 
whose MICs are delimited in the first stage, it is remarkable that MICs concerned 
are not tangent to the edges of the polygon, but passing through one of the ending 
nodes of at least three edges of the polygon. In a similar fashion, it is observed that 
for both complex and regular polygons, MICs found in the second stage are delim-
ited by two parallel edges without a need for a 3rd edge.

2.5.2  Consideration of special cases of Apollonius’ Problem and alternatives for 1st, 
2nd and 3rd edges

The consideration devoted to the possible cases of Apollonius Problem also 
exposes that it greatly improves the approximation of better MICs for complex 
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Table 1  Statistics in relation to the characteristics of the found MICs

In Table 1, for Stage (ST), Types 1, 2 and 3 stand for the polygons for which, respectively, the first, sec-
ond or third approximation of MIC is the best one; for the first edge (1st), Types 1, 2 and 3 stand for the 
polygons for which the best MIC is found by using, respectively, the first, second or third closest edge to 
the center of the core concerned as the 1st edge; for the second edge (2nd), Types 1, 2, 3, 4, and 5 stand 
for the polygons for which the best MIC is found by using the respective type of edge as the 2nd edge 
as it is described in the paper; Types 6 and 7 stand for the fact that, respectively, either the points used 
for the specification of the 2nd edge or the found 2nd edges in Types 1 and 4 are the same; and Type 8 
stands for the fact that the 2nd edges found in Types 2 and 3 are the same; for the third edge (3rd), Types 
1, 2, 3, 4, and 5 stand for the polygons for which the best MIC is found by using the respective type of 
edge as the 3rd edge as it is described in the paper; Types 6 and 7 stand for the fact that the 3rd edge 
found in Type 3 is the same, respectively, with the one found in Type 1 or Type 4; and Type 8 stands 
for the correction edge for the ones found in other types: for the Apollonius cases (AC), types stand for 
the combination of edges as entities representing points or lines such that subtraction 1 from the binary 
representation of the numeric part of the type concerned gives whether or not the 1st, 2nd and 3rd edges 
or their ending nodes are tangent to MIC (e.g., Type 2 stands for 001 implying that 1st and 2nd edges are 
tangent to MIC that is passing through one of the ending nodes of the 3rd edge, and in a similar fashion, 
Type 6 stands for 101 indicating that the 2nd edge is tangent to MIC that is passing through one of the 
ending nodes of the 1st edge and one of the ending nodes of the 3rd edge); for number of cores (NC), 
Types 1, 2, 3, 4, and 5 stand for the polygons having a number of core indicated by the numeric part of 
the type concerned (i.e., Type 4 denotes that there are 4 cores in the polygon concerned); Types 6, 7 and 
8 stand for the fact that there are, respectively, 6-to-9, 10-to-19 or more than (or equal to) 20 cores in the 
polygons concerned; for found cores (FC), the numeric part of the type concerned shows the rank of the 
core enclosing MIC

Statistics for irregular and complex polygons (n = 491)

Type ST % Type 2nd % 3rd % AC % NC % FC %

1 6 1.22 1 40 8.15 162 32.99 344 70.06 105 21.38 474 96.54
2 2 0.41 2 85 17.31 6 1.22 74 15.07 121 24.64 11 2.24
3 483 98.37 3 119 24.24 15 3.05 21 4.28 84 17.11 3 0.61
Total 491 100.00 4 29 5.91 52 10.59 32 6.52 55 11.20 1 0.20
Type 1st % 5 16 3.26 10 2.04 9 1.83 29 5.91 – –
1 261 53.16 6 2 0.41 193 39.31 3 0.61 54 11.00 1 0.20
2 149 30.35 7 13 2.65 52 10.59 2 0.41 34 6.92 1 0.20
3 81 16.50 8 187 38.09 1 0.20 6 1.22 9 1.83 – –
Total 491 100.00 Total 491 100.00 491 100.00 491 100.00 491 100.00 491 100.00

Statistics for regular polygons (n = 28)

1 3 10.71 1 1 3.57 8 28.57 28 100.00 20 71.43 28 100.00
2 4 14.29 2 6 21.43 – – – – 1 3.57 – –
3 21 75.00 3 5 17.86 – – – – 5 17.86 – –
Total 28 100.00 4 1 3.57 1 3.57 – – 1 3.57 – –
Type 1st % 5 – – 4 14.29 – – 1 3.57 – –
1 17 60.71 6 – – 10 35.71 – – – – – –
2 6 21.43 7 – – 5 17.86 – – – – – –
3 5 17.86 8 15 53.57 – – – – – – – –
Total 28 100.00 Total 28 100.00 28 100.00 28 100.00 28 100.00 28 100.00
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polygons. For different combinations of the edges as entities delimiting MIC, there 
are samples illustrating the fact that the solutions proposed in the algorithm in rela-
tion to the special cases of Apollonius’ Problem work as expected. Accordingly, the 
number of cases (Type 1) in which MIC is tangent to three edges of the polygon 
overwhelms the number of other cases (70.06% of the complex polygons). Type 2 
(001) and Type 3 (010) rank after Type 1 (000) with a share of 15.07% and 6.52% 
of the polygons, respectively. Although the sequential spatial configuration of the 
edges as entities results in the types listed in Table 1, overall there are four unique 
combinations of the entities if the sequence of the edges is not taken into account. 
Accordingly, in a configuration there may be (1) three edges (000), (2) three points 
(111), (3) two edges and one point (001, 010, or 100), or (4) two points and one 
edge (011, 101, or 110). The number of cases in these categories decreases with the 
increasing number of point entities. If all entities are points, the first MIC approxi-
mation achieved by the Voronoi diagram inevitably produces the best center for the 
respective entity configuration and leaves no room for further calculations. This 
can also be observed for the dataset used in this study. In this respect, it is remark-
able that those polygons whose MICs are found in the first stage are all imprinted 
with this characteristic.

Since the approximation of the center of MIC is done on the base of differ-
ent alternatives for the 1st, 2nd and 3rd edges, the incidences of MICs for each 
of these alternatives are also counted and recorded in Table 1 together with the 
fact that these alternatives may correspond to the same edge or, if applicable, the 
same point along points1. What is evident from these counts is that, as expected, 
designation of the first closest edge to the center of the core concerned as the 1st 
edge (Type 1) results in the approximation of the best MIC for 53.16% of complex 
polygons and 60.71% of regular polygons. This ratio decreases with the decreas-
ing closeness rank of the edge to the center of the core. Among the alternatives 
for the 2nd edge, the most successful one corresponds to Type 8 with a share of 
38.09% of the complex and 53.57% of the regular polygons. As explained in the 
note part of Table 1, Type 8 stands for the fact that the 2nd edges found in Type 
2 and Type 3 are the same. The second and third most successful alternatives 
for the 2nd edge correspond to different types for the complex and regular poly-
gons. While for the complex polygons the second most successful alternative is 
Type 3 (designation of the 2nd closest edge to n1 as the 2nd edge), for the regular 
polygons it is Type 2 described in the previous section. Conversely, while for the 
complex polygons the third most successful alternative is Type 2, for the regular 
polygons it is Type 3.

Designation of the closest edge to the closest point to n1 in points1 as the 2nd 
edge (Type 1) ranks after these alternatives for both complex and regular polygons. 
It is followed by Type 4 described in the previous section. For the 2nd edge, there 
are no cases of Types 5, 6 and 7 for regular polygons. The frequency of these types 
for the 2nd edge is also very low for complex polygons. In this respect, it is impor-
tant to remark that although Type 5 stands for a different alternative, Types 6 and 7 
actually refer to the overlaps either between MA points used in Type 1 (the closest 
point to n1 in points1) and Type 4 (among the MA points located within the first 
MIC candidate, the furthest point in points1 from edge a with a distance of at least 
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mr) or between the 3rd edges found on the base of these points, if they are different 
points.

For both complex and regular polygons, the most successful alternative for the 
3rd edge is Type 6 with a share of 39.31% and 35.71% of the polygons, respectively. 
As explained before, Type 6 stands for the overlap between Type 1 described in the 
previous section and Type 3 (the designation of the third closest edge to n1 as the 
third). It is followed by Type 1 and Type 7 with a share of 32.99% and 10.59% for 
complex polygons and with a share of 28.57% and 17.86% for regular polygons, 
respectively. As explained before, Type 7 stands for the overlap between Type 3 and 
Type 4 (the third closest edge to (x1, y1) defined on the base of the first two edges). 
Although the share of other alternatives is smaller than 10% of the polygons, it is 
remarkable that they proved to be useful in the delimitation of MIC. For the 3rd 
edge, there are no cases of Types 2, 3 and 8 for regular polygons. The frequency of 
these types for the 3rd edge is also very low for complex polygons. In this respect, it 
is important to emphasize that Types 2 and 8 are very exceptional cases, and the 3rd 
edge found in Type 3 may actually be the same with the one found in Type 1 or Type 
4 (Types 6 and 7 stand for these overlaps).

Overall, employment of all these alternatives for the designation of the 1st, 2nd 
and 3rd edges in the delimitation of the MIC reveals that they are fulfilling what is 
expected from them, which justify their existence and usefulness in the algorithm. 
Thus, employment of the routines for the search of these alternatives together with 
the routines created for the search of alternative cores, the stages of the delimita-
tion of MIC and the treatment of the special cases of Apollonius’ Problem remark-
ably improves the approximation of better MICs for both regular and complex 
polygons.

3  Results of the running the script created to implement MICGIS 
in comparison with the alternative software programs

As remarked above, the script created for the implementation of the algorithm has 
been run in OpenJUMP (2019) for a set of a regular (a) and irregular and complex 
(b) polygons. Some of the results obtained after running the plugin can be seen in 
Fig. 6. As the actual spatial database used for irregular and complex shapes cover 
491 polygons (mostly concave), only a limited set of them is given in Fig. 6. Never-
theless, in Table 2 created for the comparison of performance of the script produced 
for MICGIS algorithm with some other software scripts having capability to calcu-
late MIC by using vector data, the statistics are based on the whole set of irregular 
and complex polygons.

MIC function is called with various names in the respective software programs. 
In LayoutEditor (Thies 2018) originally created in order to edit designs for MEMS 
(Micro-Electro-Mechanical Systems) and IC (Integrated Circuit) fabrication, it is called 
as ‘Biggest Inner Circle’ (BIC). In Flowmap (2013) produced for the analysis of spa-
tial relationships, it is called as ‘Largest Inscribed Circle’ (LIC). In SAGA (2018), it 
can be calculated via ‘Largest Circles in Polygons’ (LCP) tool. In GeoWizard (2018) 
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extension for ArcGIS Desktop, it is called ‘Maximum Inscribed Circle’ (MIC). Finally, 
in Quantum GIS (QGIS) the center and radius of MICs can be calculated by using 
‘Pole of inaccessibility’ (POI) tool. The hardware configuration and operating system 
of the computer used for performance test is as following; a quad-core processor with 
2.66 GHz frequency and 16 GB of RAM on 64-bit Windows 10 operating system.

It is important to remark that in some software tools there is an option to draw 
MICs and in some others there is only an option to obtain the center and radius 
of the MICs concerned. In some of the software programs, both options are avail-
able. This is also the case for MICGIS. In connection with this, it is also important 
to note that in some of the software programs providing both options, if MICs are 
reproduced by using the coordinates and radius provided for the MICs extracted by 
them, it is observed that some of those MICs slightly overflow the boundaries of the 
polygon as opposed to the original MICs drawn by the respective software program. 
Since this is an important issue in the comparison process, if possible and there is an 
option, physical comparison of the MICs calculated by these software programs is 
made on the base of the MICs drawn by the software programs concerned.

Fig. 6  Various runs of MICGIS script for a set of regular (a), and irregular and complex (b) polygons
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As it is evident from Table 2, MIC script produced for OpenJUMP is more suc-
cessful in finding MICs compared with the other software programs. All MICs 
extracted by MICGIS are within the polygons’ boundaries. ‘Pole of inaccessibil-
ity’ tool in QGIS and MIC tool available in ET GeoWizards are also successful. 
For only 3 and 7 polygons, calculated MICs slightly overflow the boundaries of 
polygons concerned, respectively, in ‘Pole of inaccessibility’ and ET GeoWizard. 
Overall, for all the MICs calculated by using the respective plugins, more than 
99.99% of area of the MICs concerned are contained within the boundaries of the 
polygons. Nevertheless, in the case of Flowmap, calculated MICs overflow the 
boundaries of the polygons concerned for more than 370 polygons even though 
the script was also run in ‘Slow & Accurate’ mode [in Flowmap there are dif-
ferent options for the calculation of MIC; (1) Quick & Dirty, (2) Intermediate 
(default option), (3) Slow & Accurate, and (4) Super Slow & Perfect (almost)]. In 
Flowmap, at most for only 33% of the polygons, more than 99.99% of area of the 
MICs concerned are contained within the boundaries of the polygons, if it is run 
in Intermediate or Slow & Accurate modes.

Actually, POI tool in QGIS and LCP tool in SAGA also require a tolerance or 
resolution value to be specified for the precision of the calculation. Since there is 
no such limitation in MICGIS for the precision of calculation, all the calculations 
are made in POI by particularly using the highest possible precision (i.e., the lowest 
possible tolerance value that is equal to 0.000001) allowed by the script. Although 
for the default tolerance value (equal to 1) POI runs very fast, lower tolerance values 
make it run very slow in QGIS. In a similar fashion, LCP tool in SAGA runs very 
slowly for lower resolution values. When it is set to 1 m, it takes more than 10 h to 
obtain the results. However, for higher resolution values no result is obtained for 

Table 2  Comparison of MICGIS script produced for OpenJUMP (2019) with some other software pro-
grams and scripts according their performance for irregular & complex polygons

Compared  
Characteristics

MICGIS 
script in 
OpenJUMP

POI tool  
in QGIS

MIC tool  
in ET 
GeoWizards

BIC utility in  
LayoutEditor

LCP tool 
in SAGA 

LIC in FlowMap

Interme-
diate

Slow & 
accurate

Number of MICs 
completely covered 
by their polygons

491 488 484 347 368 116 96

Share of polygons 
covering more than 
99.99% of the area of 
their MIC

100.00 100.00 100.00 100.00 80.86 32.99 31.57

Number of MICs 
overflowing  
their polygons 
boundaries

0 3 7 144 123 375 395

Speed 7 s 206 s 48 s 2 s 12 h 115 s 19 min
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small polygons. In this respect, compared with the other software programs, BIC 
utility in LayoutEditor has the best performance in speed. The accuracy of MICs 
calculated by LayoutEditor is also satisfactory. Nevertheless, it could not properly 
read and write GIS data formats generally used in GIS software. In order to test the 
performance of the software concerned, files have been saved in SVG format. Other 
options (such as DXF) did not work in LayoutEditor. In order to compare the results 
of BIC utility in LayoutEditor with the results of other software scripts, the results 
concerned are rescaled to their original coordinates.

For the comparison of performances of MICGIS algorithm developed in this 
study with both POI tool in QGIS and MIC tool in ET GeoWizard, another table 
is prepared. With this intention, for each polygon, the radius of the MIC com-
puted by the script created for this study (rmicoj) is compared with the ones cal-
culated by POI tool (rpoi) and ET GeoWizard (rmicet) in order to obtain a compar-
ison parameter (comp). Subsequently, if rmicoj is greater than rpoi or rmicet, value 
of comp is set to, respectively, (rmicoj−rpoi)*100/rpoi or (rmicoj−rmicet)*100/rmicet. 
If rmicoj is smaller than rpoi or rmicet, value of comp is set to, respectively, (rpoi−
rmicoj)*100/rmicoj or (rmicet−rmicoj)*100/rmicoj. Lastly, the number of polygons is 
counted according to the intervals defined for the value of comp and shown in 
Table 3. What is evident from Table 3 is that, for all (100%) of the convex and 
regular polygons, the MIC calculated by the script created for MICGIS algo-
rithm is larger than the one calculated by MIC tool in ET GeoWizard. In the 
case of comparison of MICGIS with POI tool in QGIS, it is observed that this 
ratio decreases to 99.19% and 67.86%, respectively, for complex and regular pol-
ygons. Overall, these statistics reveal that MICGIS algorithm is not only faster 
but also more successful in finding MIC compared with the alternative algo-
rithms and software. In the case of POI in QGIS, it should be remarked that it 
took 7  min for the tool to complete calculation of MICs for regular polygons, 
which seems to stem from the fact that it is based on an iterative grid-based 
algorithm. For one of the regular polygons, MIC calculated by POI also, though 
very slightly, overflow the boundaries of the polygon concerned. This is also the 
case for ET GeoWizards’ MIC tool in 5 out of 28 polygons.

Table 3  Comparison of MICGIS tool in OpenJUMP with POI tool and ET GeoWizards’ MIC tool (ET)

Intervals for comp Irregular & Complex–Concave polygons Convex Regular polygons

Comparison of MICGIS with POI 
in QGIS

With ET Comparison of MICGIS with POI 
in QGIS

With ET

rmicoj > rpoi rmicoj = rpoi rmicoj < rpoi rmicoj > rmicet rmicoj > rpoi rmicoj = rpoi rmicoj < rpoi rmicoj > rmicet

0.0 < comp < 0.5 487 1 3 220 19 7 2 11
0.5 ≤ comp < 1.0 – – – 236 – – – 16
1.0 ≤ comp < 1.5 – – – 29 – – – 1
1.5 ≤ comp < 2.2 – – – 6 – – – –
Total (as  % of Sum) 487 

(99.19%)
1  
(0.20%)

3  
(0.61%)

491 
(100.00%)

19 
(67.86%)

7  
(25.00%)

2  
(%7.14)

28 
(100.00%)
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4  Concluding remarks

Compared with other software programs, GIS software packages seem to have a 
higher potential to be used in the calculation of MIC owing to their applicability in 
a wide range of fields. Furthermore, built-in functions available in many GIS soft-
ware environments facilitate the calculation of morphological properties of polygons. 
That’s why in this study MIC tool is developed by building on top of a FOSS for GIS. 
Among the alternative approaches for the extraction of MIC, MICGIS, the algorithm 
developed in this study, is designated to be based on the approximation of the medial 
axis. In this respect, although it is known that the quality of approximation of the 
MA is positively correlated with the number of input points, as a contribution to the 
delimitation of MIC, MICGIS illustrates the fact that better approximation of MIC 
can be made without drastically increasing the input points by using the analytical 
and geometrical properties of the polygon’s edges and the vertices of Voronoi dia-
gram inside the polygon in conjunction with their general spatial configuration.

Even, in the algorithm an option is created for the removal of the pregiven points 
creating collinear segments along polygons’ edges because of the fact that the seg-
ments formed by these points cannot be treated as edges of polygon. Accordingly, 
it has been shown that average length of edges can be used in order to densify the 
input points. Furthermore, particularly for lobulated polygons, another important 
improvement is introduced on the base of the concept of multiple core. Although the 
number of polygons benefiting from this improvement is relatively low, the results 
shows that it works as expected and finds MICs that cannot be delimited by using 
the single core concept. Systematization of the three edges delimiting MIC, and 
subsequently, employment of the solutions proposed for the special cases of Apol-
lonius’ Problem are also other important contributions of the study for the extrac-
tion of MIC in a polygon. Overall, for both regular and complex polygons, it has 
been shown that the employment of these properties as formulated in the algorithm 
improves the approximation of MIC.

In sum, what is evident from the various runs of the script produced on the base 
of MICGIS algorithm developed in this study for a set of regular and irregular com-
plex polygons is that it is successful in finding MIC compared with the existing 
scripts and software programs produced for this purpose or having functionality for 
the calculation of MIC. Particularly, compared with the other scripts and software 
programs integrated into a GIS environment or having capability to read and write 
geographic data, the algorithm created for the calculation of MIC in this study is 
both faster and more accurate. Thanks to the existing libraries in FOSS for GIS, 
MICGIS algorithm could easily be implemented in OpenJUMP as a plugin by ben-
efiting from  the libraries concerned (such as the ones for the creation of Voronoi 
diagrams and spatial predicates in JTS). Without the availability of the libraries cre-
ated by FOSS community, it would not be possible for this study to solely focus on 
the perfection of the algorithm developed to delimit MICs of polygons.

MICGIS algorithm will be available as a plugin in OpenJUMP. Yet, some 
further adjustments are required for the systematization of the code produced 
in order to make it more compact and faster. The algorithm can also be further 
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improved by observing the characteristics of more complex polygons having 
huge number of edges. This is particularly designated as one of the topics that 
can be addressed by the future studies aiming at finding MIC. Parallel to this, 
development of morphometric parameters for polygons is another important topic 
for future research trying to understand the nature of spatial configurations at dif-
ferent scales.
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Fig. 7  MICGIS algorithm developed in the study
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