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Abstract. We present a randomized procedure for rounding fractional perfect matchings to (integral) match-
ings. If the original fractional matching satisfies any linear inequality, then with high probability, the new
matching satisfies that linear inequality in an approximate sense. This extends the well-known LP rounding
procedure of Raghavan and Thompson, which is usually used to round fractional solutions of linear programs.

We use our rounding procedure to design an additive approximation algorithm to the Quadratic Assign-

ment Problem. The approximation error of the algorithm is en? and it runs in n 90g 1/ €) time.

We also describe Polynomial Time Approximation Schemes (PTASs) for dense subcases of many well-
known NP-hard arrangement problems, including MINIMUM LINEAR ARRANGEMENT, MINIMUM CUT LIN-
EAR ARRANGEMENT, MAXIMUM ACYCLIC SUBGRAPH, and BETWEENNESS.

1. Introduction

In the assignment problem, we wish to minimize a linear cost function over the set of
permutations. A permutation on a set of n elements is represented by the assignment

constraints in n? variables {xij:ije [n]}.1
ijljzl Vi € [n]
Yuxij=1 Vjeln] (1)
xij =0 V@, j)

A fractional solution to (1) is called a fractional perfect (bipartite) matching and an
integral solution to (1) is called a perfect (bipartite) matching. We let A denote the set
of integral solutions to (1). Thus we can state the assignment problem as

minimize c¢x
st.xe A

S. Arora: Computer Science, Princeton University, e-mail: arora@cs.princeton.edu. Supported by
NSF CAREER award NSF CCR-9502747 and an Alfred Sloan Fellowship.

A. Frieze: Department of Mathematics, Carnegie Mellon University, Pittsburgh PA15213, e-mail:
alan@random.math. cmu. edu. Supported in part by NSF grant CCR9225008.

H. Kaplan: Department of Computer Science, Tel-Aviv University, Tel-Aviv 69978, Israel, e-mail:
haimk@math.tau.ac.il. Part of this research was done at Princeton University, supported by NSF
Grant CCR8920505 and the ONR Contract No. N00014-91-J-1463.

* Preliminary version of this paper appeared in the proceedings of the IEEE Symposium on Foundations
of Computer Science (FOCS), 1996 [AFK96].

1 By [n] we denote the set of integers {1, 2, ... ,n}.



2 Sanjeev Arora et al.

where for two vectors x and y we denote their dot-product by xy. (Sometimes this
optimization problem is stated as an equivalent decision problem: find a perfect matching
that satisfies a given linear constraint.)

There are a couple of reasons why the assignment problem is so fundamental in
operations research. The first is usefulness. Assigning n tasks to n people subject to
a linear cost function — a canonical use of the problem — is a basic primitive in many
applications. The second is tractability (which, here as in many other situations, goes
hand-in-hand with mathematical elegance). This tractability traces to the fact that every
vertex of the assignment polytope (1) is integral. Thus linear programming can be used
to compute integral solutions.

But one can easily pose variants of the assignment problem that are just as useful,
sometimes more so. This paper considers the following variant, in which the perfect
matching has to satisfy more than one linear constraint. We call this problem the
Assignment Problem with Extra Constraints, or APEC. The problem is to find a solution
to

xe A
agx > by, Vk € [K].

2

The vertices of the APEC polytope are not necessarily integral any more. Hence
solving system (2) as a linear program does not guarantee to produce an integral solu-
tion. In fact, we would not expect any polynomial-time algorithm to produce integral
solutions, since APEC is NP-hard (it contains integer linear programming as a subcase).

One could try to compute “approximate” integer solutions by solving (2) as a linear
program, and then using Raghavan-Thompson rounding [RT87] on the resulting frac-
tional solution. This does not work for the following reason. Given a fractional solution
(xij), Raghavan-Thompson rounding produces a 0/1 vector (y;;) by making y;; = 1
with probability x;;. The vector y obtained in this way is quite unlikely to look anything
like a perfect matching. For example, if all x;; = 1/n, then the expected number of
unmatched vertices in y is approximately 7 /e and the expected number of vertices with
two neighbors is ®(n). Note however that vector y does satisfy the cost constraints in an
approximate sense. A Chernoff-type bound shows that with high probability, y satisfies

axy = by — O(v/nAy)  Vk € [K], 3)

where Ay is the largest (in magnitude) coefficient of ax and O is the usual “soft-Oh”
notation that suppresses polylogarithmic factors. We’re assuming that K is not too large,
say poly(n). (Note that though the 4/ factor may appear to come out of the standard
Hoeffding bound [H64], it actually requires a more delicate analysis, since the number
of variables is n2 and not n. See Sect. 7.)

This paper presents a new randomized rounding procedure for fractional matchings
(see Theorem 3). Instead of rounding all variables independently as in the Raghavan-
Thompson technique, the procedure rounds them in a fashion that is “not independent yet
independent enough.” Our procedure can start with any fractional matching in a bipartite
graph. When the initial fractional matching is a perfect fractional matching the procedure
produces a matching that contains n—o(n) edges>. The integral matching that we produce

E By o(g(n)) we mean a function f(n) such that f(n)/g(n) goes to zero as n goes to infinity.
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“approximately” satisfies (in the same sense as (3)), with high probability, any linear
inequality that was satisfied by the fractional matching. Although our procedure does
not yield a perfect matching (o(n) jobs do not get assigned to any person), it may well
prove good enough in many situations.

We use the rounding procedure to derive an additive approximation algorithm for
a version of the well-known Quadratic Assignment Problem or QAP (see [BC96,PRW94]
for recent surveys on this problem). In this problem, we are given a set of coefficients
{cijm € Z:1 <1, j, kI <n} and desire to

minimize c(x) = ) _; k1 CijkiXij Xkl “4)
s.t. xeA.

We impose the restriction that each |cl- jk1| < C for some fixed C > 0 independent of n.
Even with this restriction, no polynomial-time approximation algorithm can approximate
QAP within any multiplicative factor if P % NP. This follows from the following reduc-
tion from Hamiltonian Cycle to QAP. Givena graph G = (V, E), V = {1,2,... ,n} we
define a 0-1 cost function ¢ such that there exists x € A with ¢(x) = 0 iff G contains an
Hamiltonian Cycle. The cost function c is defined such that ¢; iy = 1if/ = 14 j mod n
and (7, k) ¢ E and c¢;ji; = 0 otherwise. Given an assignment x such that c¢(x) = 0 we
define an hamiltonian cycle by making i the jth vertex of the cycle if and only if x;; = 1.
Similarly, given an hamiltonian cycle we can define a vector x such that c(x) = 0.

. . . . . AN
Using our rounding procedure we describe an algorithm that runs in n21°2%/¢%) time
and finds an integral x satisfying

c(x) < c(x*) + en?,

where x* is the fractional optimum.

Our additive approximation for the QAP uses a random-sampling based technique as
in Arora, Karger, and Karpinski [AKK95] to first reduce the degree of the optimization
problem from 2 to 1. (The reduction is accompanied by some loss of accuracy.) The
degree-reduced problem happens to be an instance of APEC. We solve that instance
using linear programming and then round the resulting solution using our rounding
procedure.

We use our additive approximation for the QAP to design Quasi-Polynomial Time
Approximation Schemes for “dense” instances of many NP-hard optimization problems.
In case of graphs, “denseness” means that the average degree is €2(n). The problems we
consider include GRAPH ISOMORPHISM formulated as an optimization problem, MINI-
MUM LINEAR ARRANGEMENT, MINIMUM CUT LINEAR ARRANGEMENT, MAXIMUM
ACYCLIC SUBGRAPH, and BETWEENNESS. Our approximation schemes compute a
(1 + €)-approximation in 7°0°¢7/¢*) time (n = the number of nodes). For some of the
problems listed above, by reducing the space on which we do an exhaustive search,
we give algorithms that run in n?(/ ) time (and thus are PTASs or Polynomial Time
Approximation Schemes). Our algorithms are randomized but, with the exception of the
PTAS for BETWEENNESS, we describe how to derandomize them using fairly standard
techniques.
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Finally, we remark that our rounding procedure can be implemented efficiently on
a parallel multiprocessor. For example, it can be made to run on an EREW PRAM in
time O(logn loglogn) (i.e., it is in the complexity class RNC?).

1.1. Related work

Without additional constraints the assignment problem has been intensively studied. It
is solvable in polynomial time by linear programming (for more details see [Law76]).
Even more interesting is the parallel complexity of this problem. The parallel com-
plexity of the related perfect matching problem (in bipartite graphs) has been inten-
sively studied. In this problem you simply want to find a perfect matching in a given
bipartite graph (that admits a perfect matching). One can easily encode this prob-
lem into the assignment problem by assigning higher weight to nonexisting edges.
To date it is still not known whether this problem is in the class NC (i.e. admits
a PRAM algorithm that runs in polylogarithmic time using polynomially many pro-
cessors). Karp, Upfal and Wigderson [KUWS86] showed that the problem is in RNC
(see [MVVS87] for a simpler and more efficient algorithm). They also showed that
finding a perfect matching with maximum weight in an edge-weighted graph is in
RNC if the weights are bounded by a polynomial of the number of vertices in the
graph.

Approximating the size of the maximum matching in parallel turns out to be easier.
Fisher etal. [FGHP93] give an NC approximation algorithm for the maximum cardinality
matching problem in general graphs. For the case of bipartite graphs, Cohen [Cohen93]
developed a more efficient algorithm that finds a bipartite matching of cardinality
(1 —1/polylog(n)) times the maximum using O(m) processors where m is the number
of edges in the graph. Cohen’s algorithm uses a previous technique by Goldberg et
al. [GPST92] to round in NC a fractional matching of value M into a matching of size
atleast M — 1/ poly(n).

Luby and Nisan in [LN92] give an NC! approximation algorithm for positive linear
programming problems. They observed that one can use their algorithm to approximately
find the weight of the maximum matching in a bipartite graph. However, Luby and Nisan
did not know how to round their approximate fractional solution to the linear program
into amatching except by using Cohen’s and Goldberg’s techniques [Cohen93,GPST92].
We provide a new rounding technique that achieves this goal and works for general
weight functions. When the weights are bounded by a constant then our technique
produce a matching whose weight is within an additive error of o(n) from the weight of
the fractional matching. In particular when weights are all ones we obtain a matching that
contains o(n) edges less than the maximum one. (For general weights the error depends
also on the maximum weight.) Furthermore if the original fractional solution satisfies
additional linear constraints then the matching that we obtain will approximately satisfy
these constraints as well.

Shmoys and Tardos [ST93] consider approximation algorithms for the generalized
assignment problem, which involves generalized assignment constraints mixed with
other linear constraints. However, they don’t allow negative coefficients in the con-
straints. We don’t impose this restriction, but then settle for additive approximation
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instead of multiplicative approximation. We also return an almost-perfect matching as
a solution, which [ST93] could not.

Previous work on PTAS’s. PTAS’s are known for relatively few problems; KNAP-
SACK [IK75] and BIN-PACKING [FL81,KK82] are the only two well-known exam-
ples. Recently, a PTAS has also been discovered for Euclidean TSP (Arora [A96]),
for Multiple Knapsack Problem (Chekuri and Khanna [CK00]) and some Scheduling
Problems (Afrati et al. [A99]). In fact, a result by Arora, Lund, Motwani, Sudan and
Szegedy [ALM+92] shows that if P # NP, then PTAS’s do not exist for a large body
of problems — the so-called MAX-SNP-hard problems. Similar (or stronger) “inapprox-
imability” results have since been proven for many other problems.

Such inapproximability results have raised a very natural question: What subcases
of these problems are “easy” with respect to approximation? A paper by Baker [B94]
(which actually predated the inapproximability results) showed that many NP-hard graph
problems have PTAS’s on planar graphs; more recently Khanna and Motwani [KM96]
extended her work. Recent work of Arora, Karger and Karpinski [AKK95] and Frieze
and Kannan [FK99] shows that many MAX-SNP-hard problems have a PTAS when
the instance is “dense” (in the case of graphs, this means that the average degree is
Q2(n)). Fernandez de la Vega [FdIV94] independently gave a PTAS for dense instances
of MAX-CUT and some other problems.

Since the first appearance of our paper Frieze and Kannan [FK96,FK99] have de-
veloped a beautiful theory based on random sampling for approximation algorithms
for dense graph problems [FK96,FK99] and the related problem of property test-
ing [GGRY6]. The results in [FK96,FK99] rely on decomposing matrices into sums
of simple matrices in a way inspired by the regularity lemma of Szemerédi [S78]. Using
this technique they obtain a polynomial time approximation scheme for a restricted
version of the QAP that contains the other arrangement problems that we consider here
as subcases. Asymptotically, the running times of the algorithms of Frieze and Kannan
are better than ours. Their approach, however, is more complicated, and their algorithms
are impractical. Frieze and Kannan did not consider rounding fractional matchings and
the general version of QAP that we deal with here.

1.2. Approximating dense instances of arrangement problems

In this section we define the arrangement problems that we consider in this paper and
state our main approximabity results regarding dense instances of these problems. De-
pending upon the problem, we denote a permutation in one of two ways: as a bijection
m: {l,...,n} — {l,...,n} or as a vector (x;;) that satisfies the assignment con-
straints. Recall that we are interested in dense subcases of graph problems. A graph is
a-dense if the number of edges is at least a - n>. We will explain what denseness means
for problems that are not graph problems.

QUADRATIC ASSIGNMENT: Givenaset {cjjy € Z: 1 <i, j,k,I < n}, finda permuta-
tion (x;;) that minimizes c(x) = Zi’ j k1 CijkIXij XKl We will be interested in the special
case when each ‘ci kI ‘ = O(1). We call an instance of the quadratic assignment problem
dense if the minimum value of ¢(x) is 2(n?).
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GRAPH ISOMORPHISM: The input consists of two graphs G1 = (Vi, E1) and G, =
(Va, E») such that V| = V5 = [n]. We define the cost ¢(r) of a permutation 7 mapping
V1 to V> to be the sum of the number of edges (i, j) € E! such that (i), () & E?
and the number of edges (i, j) € E? such that (7~ '(i), 7~'(j)) & E'. The problem is
to find a permutation 7 of minimum cost. A dense instance of this problem is a very
nonisomorphic pair of graphs. More specifically, we define an instance to be dense if
the cost of the best permutation is Qn?).

Note that this problem is easily reducible to the quadratic assignment problem by
setting ¢;jiy = 0 iff (i, k) € E! and (j, ) € E? and setting ¢;j;r = 1 otherwise.
Our results about GRAPH ISOMORPHISM will follow directly from our results about
QUADRATIC ASSIGNMENT and this reduction.

MINIMUM LINEAR ARRANGEMENT: Givena graph G = (V, E) withV = {1, ... ,n},
findapermutationr : {1,...,n} — {1,...,n}thatminimizes c(w) = Z(i’j)eE |m(@)—
7(j)|. In other words, the goal is to lay out G along the points 1,2, ... , n on a straight

line, such that the total edge length in the layout is minimized. Leighton and Rao [LR88]
gave an O(log? n)-factor approximation algorithm for this problem on general graphs.

d-DIMENSIONAL ARRANGEMENT: The analogue of the linear arrangement problem
when we have n¢ points on a d-dimensional grid instead of n points on a line. We are
looking for a mapping 7 from the vertices of the graph to the points of the grid that
minimizes the sum of the lengths of the edges. The length of edge (i, j) is the Manhattan
distance from (i) to 7(j). Here d is a constant.

MINIMUM CUT LINEAR ARRANGEMENT: Given a graph G = (V, E) with V =
{1,...,n}, find a permutation 7 that minimizes c(w) = max; |{(k,]) € E|mn(k)
i < m(l)}]. The minimum value of c(m) is called the cutwidth of the graph. Leighton
and Rao [LR88] gave an O(log? n)-factor approximation algorithm for this problem on
general graphs.

IA

BETWEENNESS: Given a finite set A, |A| = n and a collection C of ordered triples
(a, b, c¢) of distinct elements from A. Find a permutation & of A that maximizes the
number of triples (a, b, ¢) such that either 7(a) < 7(b) < n(c) or n(c) < w(b) < n(a).
A dense instance is one in which the number of triples is Q(n?). A constant factor
approximation algorithm is trivial (just pick a random permutation).

MAXIMUM ACYCLIC SUBGRAPH: Given a digraph G = (V, E), find the largest (with
respect to the number of edges) acyclic subgraph in it. Here, again, a constant-factor
approximation algorithm is trivial. We pick a random permutation 7 of the graph and
take as the subgraph the largest among the set of arcs (7, j) such that 7(j) > 7(i) and
the set of arcs (i, j) such that 7(j) < (7).

Most problems in the above list involve optimizing an objective function that is
a degree d polynomial in (x;;) (In fact, the degree d is 2 for most of the problems,
and 3 for BETWEENNESS.) The only problem that doesn’t fall into this classification is
MINIMUM CUT LINEAR ARRANGEMENT, which we will deal with separately. Now we
formalize this class of problems.
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Definition 1. A degree-d arrangement problem is of the type

minimize p(x)
st.xe A

where p is a degree d polynomial.
The problem is c-smooth if each coefficient of p is an integer in [—c, c].

Remarks. (i) Our results apply also to degree-d arrangement problem that require to
maximize a degree-d polynomial rather than minimizing it. We can convert one to
another by negating the coefficients of the polynomial.

(i1) For d = 2 this problem is the quadratic assignment problem.

We now summarize our results about the problems listed above in the following two
theorems.

Theorem 1. There is an algorithm that, given any c-smooth degree-d arrangement
problem and an €, finds a matching (x;;) that contains at least (1 — €)n edges, and
which satisfies

p(x) < p(x™) + en’,

where x* is the perfect matching at which p attains its minimum value. The algorithm

. 2 4 2 .
runs in n©@€4108n/€) gy

Theorem 2. Every problem in the list above has an n©1°8"/ ) time approximation
scheme on dense instances. In addition MINIMUM LINEAR ARRANGEMENT, d-DIMEN-
SIONAL ARRANGEMENT, MINIMUM CUT LINEAR ARRANGEMENT, MAXIMUM ACY-
CLIC SUBGRAPH, and BETWEENNESS have an nOU/€) fime approximation schemes®.

Part of Theorem 2 is a corollary to Theorem 1. The n?1/ <) time approximation schemes
are obtained using techniques similar to those of [AKK95] and will be treated separately
in Sect. 4. Alternative strategies for some of these problems can be found in [FK99].
In particular if we apply Theorem 1 to GRAPHISOMORPHISM we obtain an algorithm
to decide whether a given pair of graphs is very non-isomorphic. Given some § > 0 we
can use the algorithm specified by Theorem 1 for some € < § to obtain a procedure that
can identify correctly any pair of graphs G| and G, such that every bijection from V; to
V, would leave 8n> unmatched edges. Our procedure may classify incorrectly pairs of
graphs for which the best bijection leaves between (8 — €)n” and én”> unmatched edges.

1.3. Assignment problem with additional linear constraints

The APEC problem that we defined in Equation (2) corresponds to finding a perfect
matching in a complete bipartite graph that satisfies a bunch of extra linear constraints.
More generally we can define an APEC problem for any bipartite graph as follows.
Let G = (Vi, Vo, E) be a bipartite graph with |Vi| = |V2| = n and |E| = m. The
assignment polytope (or perfect matching polytope of G), denoted by Ag (or just A

3 The algorithm for BETWEENNESS is randomized.
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when G is understood from context) is the polytope in %" defined by the assignment
constraints in (1), and with x;; = 0 for all {i, j} & E. As is well-known, every vertex
(if one exists) of this polytope is integral.

A matching in G is a subset M C E of pairwise disjoint edges. A matching is perfect
if it includes every vertex. A solution (not necessarily integral) to the set of equations (1)
is called a fractional perfect matching and a solution to a set of inequalities similar to (1)
in which every equality sign is replaced by a “<”-sign is called a fractional matching.
A (perfect) matching M is clearly also a fractional (perfect) matching.

For a given bipartite graph G, we consider a generalization of the decision formu-
lation of the assignment problem in which we are looking for a perfect matching that
satisfies K = poly(n) additional linear constraints. We call this the Assignment Problem
with Extra Constraints, or APEC. The problem is to find an integral x such that

X € AG
agx > by, k € [K]. )

(Thus the definition in (2) is for the case G = K}, ,.)

We show how to round a fractional solution to this linear program to a matching that
is “close” to it as stated by the following theorem which we prove in Sect. 5. Recall that
we denote the largest coefficient in a; by Ay.

Theorem 3. There is an algorithm that, given a fractional solution x™* to the system (5),
produces whp a matching x that contains at least n — o(n) edges and satisfies

arx > (1 —o(1)by — O(V/nAy) k=1,2,... K. 6)

The running time of the algorithm is O(N), where N is the number of nonzero
entries in x*. The algorithm can be implemented in O(log nloglogn) time on an EREW
PRAM.

Remarks. (i) The polylog() factor hidden in the soft-O (i.e., 0()) notation is somewhat
larger in our result than in Raghavan-Thompson. (ii) As in the Raghavan-Thompson
procedure, the error goes down when all coefficients are nonnegative. (LPs of this
form are called fractional packing and covering problems.) In this case the algorithm
guarantees that

arx > (1 —o(1)b — O(A) k=1,2,... K, (7

(The —’s are changed to +’s if the inequality involved a < instead of a >.)

(ii) One can obtain similar results for an APEC problem where the constraints contain
the matching polytope rather than the perfect matching polytope of G. I.e. when each
equality sign in (1) is replaced by a “<” sign. The additive error will be as stated above
but the matching will not necessarily contain n — o(n) edges.
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2. Rounding procedure for APEC: small coefficients

For ease of exposition, we first prove the subcase of Theorem 3 when the coefficients
of the linear constraints are between —c and ¢, for some constant ¢ independent of 7.
Let us call such linear constraints c-smooth. The constraints encountered while proving
Theorem 1 are of this type. Furthermore, the simple procedure described here motivates
our more general procedure that is described in Sect. 5. The more general procedure
works even when the value of the coefficients is allowed to grow with 7.

Notation: If a, b are real numbers we let [a = b] denote the interval [a — b, a + b]. For
positive function a(n) and f(n), we denote by [a(n) %+ O( f(n)] the interval [a(n) £ B f(n)]
for some unspecified constant 8 > 0. If we have an event &, of the form Z, €
[a(n) £ O(f(n))], for some random variable Z,,, then we say that this occurs with high
probability (abbreviated as whp) if for every o > 0 we can choose the “hidden constant”
B large enough so that Pr(&,) = 1 — O(n™%). The letter o will be reserved for this
exponent and is always assumed to be suitably large.

Let x* be a fractional perfect matching for the graph G = (Vy, V2, E). We give
a probabilistic procedure to produce a matching M of cardinality n — o(n) in G. Fur-
thermore, if w;; is any c-smooth weight function, then whp the matching M satisfies
w(M) € [wx* £ (Ewx* + O(n3/*))]. Here & denotes a decreasing function of n which
satisfies £ = O(1/logn). Now suppose that our APEC contains K = O(n") c-smooth
constraintsay, . . . , ax and we want a matching M such that with probability 1—O(n™%),
aiM € [ajx* £ (Ea;x™ + O (n3/*))] for every i € [K] where x™* is a fractional matching
satisfying the constraints. (Here we think of M as a vector where M;; = 1 if the edge
(i, j) € M and M;; = 0 otherwise.) To find such matching we apply our rounding pro-
cedure looking for a matching that will satisfy any individual constraint with probability
1—O0(m™) wherea' = a+ y. So the constant 8 hidden by the big-O when we specify
the intervals [wix* + (Ew'x* + O(n3/%))] is determined bya=d +y.
The procedure consists of two phases. The first, called decomposition, produces
A= 0(10g3 n) matchings M1, M», ... , Ma such that whp,

A
% Z w(M;) € [wx* £ (Ewx* + On'/?))]. (8)
i=1

For convenience we shall assume below that A is a power of 2.

The second phase consists of applying a binary (probabilistic) operator © (called
merge) to the matchings. The merge operator is designed such that if we apply it to two
matchings A and B we obtain a matching A ® B which is a subset of the union of A
and B such that for any c-smooth function w, whp,

A B -
w(A O B) € [M + 0(n3/4)] . )
The second phase proceeds as follows. Partition M, M>, ... , Ma into pairs, merge

each pair so as to obtain A /2 new matchings, and repeat this pairing and merging until
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we’re left with a single matching denoted M. Equation (9) implies that whp,

A
1 ~
w(M) € [Z le w(M;) + O(An3/4)j| )
=
Since A = 0(10g3 n), the error term is at most O (n°/4). Now it follows from Equa-
tion (8) that whp ~
w(M) € [wx* £ (Ewx* + O(n>/*)].

Finally, let’s estimate the cardinality of M. Let w” be the linear function that counts
the number of edges of G in the matching. Since wx* is n, we see that whp, the
decomposition phase ensures that wO(M) is at least n — o(n); in other words, M has at
least n — o(n) edges.

2.1. The decomposition phase

The decomposition step starts with the following OVERSAMPLING procedure.

OVERSAMPLING:

Given: Fractional perfect matching x* on a bipartite graph G = (Vy, V», E).
Procedure: Construct a multigraph G* = (Vy, V,, E*) as follows. For each edge
(i, j) € E, toss a biased coin L = @(log3 n) times, where the coin is biased to
come up “Heads” with probability x};. Suppose the coin came up “Heads” &;;
. . J .

times. Then put &;; copies of the edge (i, j) in E*.

Lemma 1. With high probability, each vertex in G* has degree in [L+ O((L logn)'/?)].

Proof. The degree of vertex i is ) j &ij, and the expectation of this degree is

Y& | =D ElEl=L-) x; =
J j ;

Now apply Lemma 24(b).
O

Let A be the maximum degree of a vertex in the multigraph G*. By Lemma 1,
A € [L £ O((Llog ml/?)] = 0(log n) and the degree of any vertex is not smaller
than A by more then O(L'/?). Therefore by adding O(nL'/?) arbitrary edges to G*
we can make it a A-regular bipartite graph. Let G* be the resulting A-regular bipartite
multigraph. It is well-known that a A-regular bipartite multigraph can be decomposed
into A perfect-matchings. (This follows for example from repeatedly applying Hall’s
Theorem, which guarantees the existence of a perfect matching, see for example [B98].)
The decomposmon procedure decomposes G* into A disjoint perfect matchings, MU
My U -+ U Ma. After obtaining the A perfect matchings we ignore the edges that
were added to make G* regular. The decomposition phase then ends with A matchings
My UMy U---U My such that their union is G*. We bound the average weight of these
A matchings in the following lemma.
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Lemma 2. With high probability,

A
% Z w(My) € wx* £ (Ewx* + 0(n'/?)).
k=1

Proof. Let Yik- be a random variable taking the value w;; if the result of the k-th
coin toss in OVERSAMPLING for edge (i, j) is “Heads” and zero otherwise. By
the definition of OVERSAMPLING, Yl'j takes the value w;; with probability xl*/ Let

S = Zi,j’k Yl.l; = ZkA=1 w(Mk), and note that E[S] = Lwx*. Since ) ; x;‘j = 1it
follows that it = E[Y_ |Yl.l;|] = O(n). Furthermore since w is c-smooth |Yi’;-| < c. By

applying Lemma 22 to S to see that whp S € [Lwx™ + on'/?). Dividing by A and
using Lemma 1 to bound the ratio L/A, gives the lemma.
O

2.2. The merge operator

We use the merge operator in the second phase of our rounding procedure to carefully
combine the A matchings produced by the decomposition phase into one matching with
the desired properties. As we mentioned we perform this combination using a binary
merge operator © that takes two matchings A and B and merges them into one matching
A ©® B. We merge the matchings in phases where in each phase we pair up the matchings
produced by the previous phase and apply the merge operator to each pair thereby
reducing the number of matchings by a factor of two. Our final output is the matching
produces by the last phase. Here is the description of the merge operator.

MERGE:

Given: Two matchings A and B.

Procedure to construct A © B: Note that A U B is a union of cycles and paths.
By deleting O(n'/?) edges if necessary, ensure that every cycle/path has length
O(4/n). Consolidate all paths/cycles into O(n'/?) groups each of size O(n'/?).
Probabilistically construct a matching A © B as follows: Within all the paths/cycles
in a group, pick with equal probability either all the edges of A or all the edges
of B. Furthermore, make this decision independently in different groups.

The following lemma estimates the weight of A © B. The proof technique will be
used again in Sect. 5.

Lemma 3. Ifweight function w is c-smooth, then with high probability,

w(A @ B) € w + 0.

Proof. Letm = O(nl/ 2) be the number of groups of paths or cycles, and let o, g, . . . ,
o, be the weights of the edges from A in each group. The absolute value of each «;
is O(n'/?). Let Z 4 be a random variable whose value is the contribution of A’s edges
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to w(A © B). The variable Z4 is the sum of m independent random variable one
for each group of paths and cycles. The expectation of Z4 is D", /2 € [w(A)/2 —
O(n'’?), w(A)/2]. Hence by Lemma 22 we obtain that whp

1Za — w(A)/2] = Oy .

The same argument shows that | Zg—w(B) /2| = O(n?/*), which together with Equation
(2.2) implies the statement of the lemma.
O

Here is a good place to contrast our rounding procedure with Raghavan-Thompson
rounding. If the fractional matching were (A + B)/2 then RT-rounding would involve
picking every edge of A and B independently with probability 1/2. Hence the expected
weight of the resulting graph is (w(A) + w(B))/2, but unfortunately, that graph is not
even close to a matching. Our procedure also picks each edge of A and B with probability
1/2 —to be correct, it does this for all edges of A and B except for at most O(4/n) edges
that were deleted. Hence the expected weight of the resulting matching is very close to
(w(A) + w(B))/2. The crucial difference is that the procedure’s decisions for different
edges are not independent; in fact they are very dependent. Nevertheless, the degree of
independence is enough to allow us to get a good upperbound on the probability that
w(A O B) deviates “significantly” from its expectation.

We end this section with the following two remarks.

Remark. Our rounding procedure is randomized. We use randomization in the OVER-
SAMPLING procedure and in the merge operator. We can derandomized our algorithm
in a standard way using the method of conditional probabilities. For further details about
this method see [R88,AS92,RT98].

Remark. We can parallelize our algorithm and implement it on an EREW PRAM (Exclu-
sive Read Exclusive Write Parallel Random Access Machine) model (See e.g. [SG93]).
It is easy to implement OVERSAMPLING to run in polylogarithmic time using m
processors. To decompose a regular bipartite multigraph into perfect matching we use
an algorithm of Lev, Pippenger, and Valiant [LPV81]. This algorithm decomposes a A
regular bipartite multigraph into A disjoint perfect matchings in O(log A logn) parallel
time using O(n) processors. Recall that in our procedure A = poly(log(n)).

We can also parallelize the merge operator to run in O(logn) parallel time using n
processors. We do that using standard PRAM techniques (see e.g. [SG93]). We assign
a processor to each edge of A and to each edge of B. We assume that A and B are
represented such that a processor assigned to an edge e knows the processors assigned
to adjacent edges. A processor assigned to an edge e then finds in logarithmic time, using
a technique sometimes referred to as pointer jumping [SG93], the index of e on the path
or cycle of A U B containing it, and the length of this path or cycle. Then processors
assigned to edges with indices that are multiples of /7 drop the corresponding edges. By
assigning a processor to each component we can then group the small components into
larger ones such that the size of each group is O(y/n). Finally (in parallel) a processor
flips a coin for each group and using a processor per edge in A U B we can delete
unselected edges.
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3. Approximation algorithm for degree-d arrangement

In this section we prove Theorem 1 by presenting an approximation algorithm for the
degree-d arrangement problem. We start by proving the theorem for the case where
d = 2. Then we extend the proof by induction for general d. The algorithm which
we describe is randomized, we later indicate how to derandomize it while keeping
its running time quasi-polynomial. The basic idea is to use “exhaustive sampling” as
in [AKK95], except that here we always have to care about the assignment constraints.
Let p(x) = ) _; it CijkiXij Xkl be the objective function, where each ¢; i is an integer in
[—c, c]. Let X be the perfect matching that maximizes the objective function. Let b;;
denote > « CijkiXk- Then X is an integral solution to the linear program

minimize Zij bijxij
s.t. xe A
D o Cijk Xk = bjj .

Note that if we knew the b;;’s we could obtain a fractional solution to this linear
program and them use our APEC approximation to compute an approximation to the
optimum assignment x. The main idea will be to use the “exhaustive sampling” technique
of [AKK95] to obtain reasonable guesses for the b;;’s. Specifically, the procedure is as
follows.

(i) Use random sampling to estimate b;;’s within an additive error €n, where € is
a constant fraction of e that we determine later. Pick arandom sample S of O(c? log n /&%)
vertices with replacement and estimate b;; by the sum b; ;= ﬁ D ke 5.1 CijkiXki- Of

course we do not know ¥. Therefore we enumerate all n?*1°2/&) positions in which
the vertices of S can be placed in a permutation. One of these ways is also the way in
which they are placed by X; we restrict attention to that one. Of course, our algorithm,
not knowing X, must do the rest of the work that we describe next for each of the
nO(logn/e) guesses. Finally we take the best result obtained for any of the guesses.
This would give us a solution which is at least as good as the one produced for the

correct guess.

(i1) We consider the optimization problem

minimize }_;; b; .xij (10)
st. xeA

/ / —
bij —en < Zkl Cijki Xkl = bij +én.

We solve this linear program and denote the value of the optimal solution by ¢. We
replace the linear objective function by the linear constraint ), j b, Xij =&, thus
obtaining an instance of APEC. We round our fractional solution to this APEC problem
to an approximate integral solution using the algorithm of Sect. 2. The approximate
integral solution is almost a matching. We arbitrarily complete it to a matching and take
the arrangement which it defines as our approximate integral solution to the original
degree d arrangement problem. More precisely, we solve an APEC problem as above for
each possible guess of where the vertices in § are placed by the optimal solution. Among



14 Sanjeev Arora et al.

the solutions to the different APEC problems we take the one whose corresponding
arrangement minimizes the objective of the arrangement problem.

We now prove that the algorithm above indeed produces a solution with the de-
sired approximation guarantee. The following lemma establishes the accuracy of the
estimates b;;.

Lemma 4. The estimates b, ., computed using the placement of S in the optimal solution,
are in the interval [b;; & €n] whp.

Proof. Fixiand j.LetX,,,1 <m < |S|be arandom variable taking the value c; ji; if the
mth sampled vertex is k, Xx; = 1 (the position of vertex k in the optimal solution is /), and
¢ijil 1s nonnegative. Otherwise, X, takes the value 0. Similarly, let Y;,, 1 < m < |§] be
arandom variable taking the value c; i if the mth sampled vertex is k, X = 1 and ¢;

S X+ Vo) = ]

m=1 ij?
and E [lelzl Xm+ Yl = %b,‘ 7. The result now follows from Lemma 24(c) applied
separately to the sum of the X’s after dividing each by ¢ and to the sum of the Y’s after
dividing each by a factor of —c. In each application of Lemma 24(c) we use A = €|S|/2c.
The constant, say p, hidden by the big O when we defined the cardinality of S to be

O(c? log n /@) determines the error probability to be nip

is nonpositive. Otherwise, Y, takes the value 0. Clearly, % >

O

Note that our algorithm tries all possible guesses of how S is placed by the optimal
solution X. However the guess we use to define b; 7 in Lemma 4 is the correct one. In
other words b/ 7 in Lemma 4 is a function of S; once S is picked the guess that we use
to define b/ ; is the restriction of the optimal solution x to S.

Lemma 4 implies that whp X is a feasible solution to the linear program (10).
Therefore the optimal (fractional) solution y to that linear program satisfies

¢=)_byij < > bXi (11)
ij ij

= VT 4 pl
< Z(Z CijkiXk1)Xij + €n

ij K
= p(X) +en’.

We use our rounding algorithm from Sect. 2 to round y into an approximate matching
that approximately solves (10). In order to do that we first make our APEC c-smooth by
scaling the constraint corresponding to the objective function of (10) by n to make each
coefficient a number between —c and c. Our rounding procedure, applied to the scaled
APEC, rounds y into a Z that is a matching of cardinality n — o(n) and satisfies the
given constraints with an additive error of o(n). We then extend Z to z € A arbitrarily by
adding o(n) edges to the matching to make it perfect. After scaling back the objective
function we obtain that

Y bijzij <) byij+ o). (12)
ij ij
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Furthermore z also satisfies

> cijuza < bj; +en+o(n) . (13)
ki

Combining inequalities (12) and (13) we obtain that

p() <Y bj;yij +&n’ + o). (14)
ij
Combining Equations (11) and (14) and taking € = €¢/3 we obtain that whp p(z) <
p(X) + en? for sufficiently large n.
This completes the proof for d = 2. Note that our proof still holds even if the degree
d arrangement problem contains additional linear constraints that have to be satisfies up
to an additive factor of o(n). Specifically, consider the problem

minimize p(x) (15)
st. x € A
arx > by, k € [K] (16)

where the extra constraints (16) need only be satisfied approximately, as in APEC. Our
proof for d = 2 shows how to obtain a solution z € A such that if x is the optimal
solution then p(z) < p(X) + en? and furthermore z satisfies the constraints (16) within
an additive factor of o(n).

Remark. The algorithm which we described is randomized. It uses random bits to pick
the multiset S of O(c? log n/€>) vertices. We can derandomize the algorithm by running
the procedure specified above for every possible multiset S of the appropriate size, and
returning the best matching. The running time of the resulting deterministic algorithm
is larger than the running time of the randomized one by a factor of n!5!, and therefore
remains quasi-polynomial. This deteministic version has to use a derandomization of
the APEC procedure described in Sect. 2. Similarly, one can derandomize the algorithm
for degree-d arrangement problems when d > 2, which we describe next.

Ford > 2 we use induction on d to prove that for a degree d arrangement problem we
can obtain a solution z such that p(z) < p(¥) + (@@)n? in time n 0’1021/ whp By
setting € = ¢/d, this implies that we can obtain a solution z where p(z) < p(x) + en
whp in nO@d*logn/e®) ime. Our proof above establishes the base case for d = 2.
Assume this claim holds for degree / arrangement problems where / < d.

A generic term in the objective of (15) looks like ¢;, j,...i, j,Xi j; = - - Xiy j,- For fixed
i2, j2, ..., i4, ja We estimate using “exhaustive sampling”

biy jy-wiqja = E Cijig joiajaXij
ij

by
b, == X
ij2-igja — m Z Cklip jo--iq ja Xkl
keS,l
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for a random sample S. Then we use these estimated values to define the following
(d — 1)-dimensional problem.

. , ,
minimize p'(x) = Z binQ---idjdxi2j2“'idjd (17)
i2J2+"ld Jd
S.t.
xe A
arx > by k € [K]

, _ .. ..
chlizjz---idjdxkl = iy jyigju — €N Vio, j2. ... 1d, Jd
Kl

, _ .. ..
chlizjzmidjdxkl < bizjz...l‘djd + €n Via, j2,...ld, jd -
K

As for the case d = 2 since we do not know where the vertices of S are placed by
the optimal solution we try all n!S! possibilities. For each such placement we calculate
estimates b" and formulate a degree d — 1 dimensional problem as above. We then divide
the objective p’(x) of the degree d — 1 problem by n to make it c-smooth and solve it
recursively. Using our induction hypothesis for each degree d — 1 problem we obtain
an approximation that is within an additive factor of (d — 1)én“~1 from the optimal
solution whp. The time it takes us to solve each degree d — 1 problem is by induction
nO@@d=1?logn/e) Finally we pick the best among the solutions obtained for different
guesses as the solution for our original degree d problem. (This is at least as good as the
solution obtained with the correct guess.) It immediately follows that the running time
of our algorithm is n!S! % n (¢’ (@=1?logn/e)

Similarly to the case of d = 2, the size of our random sample is O(c>d logn/é>)
vertices which we pick uniformly at random with replacement. Comparable to the case
d = 2, we increased the size of S by a factor of d since the number of estimates b;z o
which we want to be accurate whp simultaneously is O(n¢). A lemma analogous to
Lemma 4 shows that b;Q o ja (calculated for the correct guess) is within an additive
factor of €n of its true value b;, j,...;, j, in the optimal solution. Thus the optimal solution
X is a feasible solution to the degree d — 1 arrangement problem corresponding to the
right guess. Let y be the optimal solution to this degree d — 1 arrangement problem. It
follows from the feasibility of X whp that

Py < p® < p@ +en’ (18)

whp. By induction when we solve the degree d — 1 arrangement problem (after scaling
down the objective) we get a solution z such that whp

P'@/n < p(y/n+d—1en'". (19)
Combining equations (18) and (19) we get that
p(2) < p(@) + den”

whp as required.
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4. Polynomial time approximation schemes

Our additive approximation procedure for the degree-d arrangement problem runs in
n 902" time. This immediately gives a quasi-polynomial time approximation algorithm
with additive error for many other problems that are special cases of the degree-d
arrangement problem mentioned in Sect. 1.2. For some problems however we can
obtain an approximation algorithm with a similar additive error that runs in polynomial
time. As a consequence we obtain a polynomial time approximation scheme (PTAS)
for dense instances of these problems. We reduce the running time by shrinking the
space of possible placements of the random sample, S, on which we do an exhaustive
search. Here is an outline of the rest of this section. Section 4.1 describes a PTAS for
MINIMUM LINEAR ARRANGEMENT on dense graphs. Sects. 4.2 and 4.3 describe similar
PTASs for dense instances of MINIMUM CUT LINEAR ARRANGEMENT and MAXIMUM
ACYCLIC SUBGRAPH, respectively. In Sect. 4.4 we describe a PTAS for dense instances
of BETWEENNESS.

The PTASs described in Sects. 4.1—4.4 are randomized. They have to pick a random
multiset of O(logn) vertices. Here we cannot derandomize these algorithm in poly-
nomial time by trying all possible multisets as there are too many. In Sect. 4.5 we sketch
how to derandomize the PTASs for MINIMUM LINEAR ARRANGEMENT, MINIMUM CUT
LINEAR ARRANGEMENT and MAXIMUM ACYCLIC SUBGRAPH in polynomial time.

4.1. Minimum linear arrangement

In this section we describe a PTAS for MINIMUM LINEAR ARRANGEMENT on dense
graphs. Let G = (V, E) be a 2a-dense graph. First we notice that the optimum value
of the cost function is no smaller than a’n3/8. The reason is that at least a n vertices
have degree at least a n. Regardless of how the graph is laid out along a line, the total
length of the edges incident to any such vertex is at least (an)?/4, which makes the
total edge length at least (an)3/8. Hence to obtain a layout of cost (1 + y) times the
optimum, where y > 0 is arbitrary, it suffices to find a layout whose cost is within an
additive factor y(an)?/8 of the optimum. Since ya>/4 is just another constant, we will
for convenience denote it by € in the description below.

Let ¢ = c¢/e€ for some suitably large constant ¢ > 0 and assume for simplicity that
n is a multiple of 7. Partition the interval [1, n] into consecutive equal-sized intervals
I, ..., I each of size n/t.

Definition 2. A placement is a mapping g from the set of vertices to the set of intervals

L, ..., I. Itis proper if it maps n/t vertices to each interval, that is, forevery 1 < j <t,
{i € V| g(i) = j}| = n/t. The cost cp(g) of the placement is
cpl@= > (gl)—g).

(i.)€EE g(j)>g()

Note that every permutation (i.e., bijection on vertices) induces a proper placement
in the obvious way. Two different permutations can induce the same placement, in
which case we think of them as “only differing locally.” The following lemma shows
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that the cost of a permutation is essentially decided (up to an additive factor n° /) by
the placement it induces.

Lemma 5. If 7 is a permutation and g is its induced placement then,

lep(g) — c(m)t/n| < n?/2.

Proof. An edge that contributes x to c(;r) contributes either |xt/n| or |xt/n] + 1 to
cp(g). Therefore, the absolute value of the difference between cp(g) and c()t/n can
be at most the number of edges, that is (3).

O

Let 7* be an optimal linear arrangement, and let g* be its induced placement. Let g
be a placement such that cp(g) < cp(g*) +€'n?, where €’ is determined below. Also let
7 be an arbitrary permutation such that g is the placement induced by . By Lemma 5
we obtain that

3
_nxcp®) L
- t 2t
_nxepen (4 eHn’
- t 2t
Q2+ e’
2t '

It follows that for €’ = 2c¢—2, c() < c(w*)+en>. Therefore to find a linear arrangement
close to optimal up to an additive factor of en? it suffices to find a placement close to
the optimal placement up to an additive error of €’n”. In the following we show how to
find such a placement. To simplify the notation for the rest of this section we use €’ = e.

Let g* be an optimal placement. We note that the contribution of node i to the cost

cp(g®) is

c(m)

<c()+

Y. &) -g'W (20)
(i, ))eE,g*(j)>g*(i)

As in our previous algorithms, we will use exhaustive sampling to estimate terms of
the form (20) for each vertex i. For this we randomly pick with replacement a multi-set
S of O(logn/8%) vertices where § = €/t and € is a sufficiently small fraction of €
which we will determine later. We enumerate all possible functions 2 : S — {1, ... , ¢}
that assign vertices in S to intervals. For each such function we solve a linear program
M), described below and use the (fractional) solution to construct a placement. Among
all those placements we pick up one with minimum cost. When our function # is the
same as h*, the restriction of an optimal placement g* to S, the placement g will satisfy
cp(g) < cp(g*) + en? whp over the random choices of S.

Now we describe the linear program Mj,. For each vertex i and interval [, we
compute an estimate e;; of the cost of assigning i to I in any complete assignment g
whose restriction to S is & (see the connection to expression (20)):

eik = % Yoo G-k,

(i.)EE.jeS.h(j)>k
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Note that this estimate is well defined no matter whether i € S, and no matter what is
the value of /(i) in case i € S. Note also that if (i, j) € E, j € S, and h(j) > k then
h(j) — k appears as many times in the above sum as j appears in S.

Using the estimates ej, where 1 < i < n, and 1 < k < t, we write the following
linear program, M}, which seeks to find the optimum fractional placement in which the
cost of assigning vertex i to interval k is [e;, & €n].

n t
minimize Z Z eikXik
i=1 k=1
S.t.

> xi = njt Vk € [1]
i=1

t
ink = 1 Vl S [n]
k=1

t
> > G-bxy < ew+envielnl kel

(i,)EeE j=k+1
t

Z Z (j—kxij = eix —en Vi € [n], k €[]
(i.1)eE j=k+1
0<xix <1 Vi € [n], k € [t].

We solve M, for every possible assignment % of the vertices in S to intervals. Let x”
be the optimal solution for M;. We round xi}}c using randomized rounding to obtain
a placement r; as follows. For each vertex i independently we make 7, (i) = k with
probability xf’k. After the rounding the placement r; need not be proper. We construct
a proper placement rj, from r; by moving vertices from intervals with more than n/z
vertices assigned to them to intervals with less than n/¢ vertices assigned to them
arbitrarily. The final answer of our algorithm is the placement r with smallest cost
among all placements rj, for every possible 4. Let g* be the optimum placement. We
will now show that cp(r) < cp(g*) + en?.
Our first lemma specifies the accuracy of the estimate ejy.

Lemma 6. Let g be a placement. Pick uniformly at random with replacement a multi-set
S of O(logn/8%) vertices. Leth : S — {1, ... , t} be the restriction of g to S. Then with
high probability (over the choice of the sample S),

ekl D ) -k Esm

(i.)EE g(j)>k

Proof. Let X; be arandom variable that equals (g(j) — k) if the /th vertex sampled is j,
(i, j) € E, and g(j) > k. Otherwise, the value of X; = 0. Note that ), X; = %eik
jand E[} ), X/l = % 2. jeE.e(j)~k (8()) — k). Divide each X; by 7 to scal'e it to the
interval [0, 1] and apply Lemma 24(c) to the sum of Xy, ..., X|g after scaling. When
applying Lemma 24(c), use A = §|S|, and recall that |S| = O(log n/8%). We obtain that
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the statement holds whp. The constant hidden behind the big-O when we pick S of size
O(log n/8?) determines the error probability.
O

Let 4™ be the restriction of the optimal placement g* to the sample S. It follows
from Lemma 6 that whp g* is a feasible solution to Mp«. Let v(g*) be the value of the
objective function of M+ at g*. Let x* be a fractional optimal solution to My, and let
¢(h*) the value of the objective function at x*. Since g* is a feasible solution of M«
we obtain that

P(h*) < v(g*) < cp(g*) +an?, (21)

where the second inequality is obtained by substituting the upper bounds on the estimates
eir that follow from the constraints of My« that g* satisfies. Let r* be the placement
which we constructed by rounding the solution to M. We next show that cp(r*) <
d(h*) +€n? + o(n?).

Lemma 7. Let r* be the placement constructed from the optimal fractional solution x*
of Myx, where h* is the restriction of an optimal placement g* to S. Then cp(r*) <
d(h*) + en? + o(n?) where ¢(h*) is the value of the objective function of My at x*.

Proof. Consider first the placement r’ obtained after randomized rounding of x* which
need not be proper. Think of this placement as a vector x” such that x, = 1 if and only if
r'(i) = k.From the definition of randomized rounding we obtain that E[) ; >, ejxx/; ] =
¢(h*). Let X be the random variable taking the value ej if xl’.k = 1 and O otherwise.
By applying Lemma 22 to the sum of the variables X;; we obtain that whp

DY enxp € [p(h*) £ O] (22)
ik

(When applying Lemma 22 note that e < nt and note that E(3", > i, Xu) <
(nn?.)

Next we consider the question of how far ) ;" eyxj, can be from the cost
of the placement r'. By definition, the cost of r' is > ;> fuxj, where fi =
>k Z;:k+1 (j —k)xgj. Let f5; = Y ek Z’j:kH (j —k)xf;. Since x* is a feasible
solution to M+ we know that f;,kC < ejrx + €n. For [ such that (i,/) € E, and j > k,
let X;; be the random variable taking the value (j — k) if x; ;= 1 and O otherwise. By
applying Lemma 24(c) to the sum of the random variables Z;; = X;;/t we obtain that

! € [f + O(y/n)]. Combining this with the upper bound on f;; we obtain that

fh < e +en+ O/n). (23)

Combining Equations (22) and (23) we obtain that cp(r') < ¢(h*) +&n®+ O(n3/?).

To establish the result for the placement 7* obtained by making »’ proper we note

that for each k, |{i : #'(i) € It}| € [2 & O(n'/?)] whp. (One can easily see that by

applying Lemma 24(c) to the sum of X for 1 <i < n and a fixed k). Thus to obtain r

from ' we move at most O (n3/2) vertices. This can change the cost of the placement
by no more than 5(n3/2).

O
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By choosing say € = €/3. We obtain from Equation 21 and Lemma 7 that
cp(r®) < ep(gh) +en”.

for sufficiently large n. Since r* is a candidate for our chosen placement r, and we
choose the placement with minimum cost, the cost of r is no larger than the cost of r*
and we obtain the desired result.

d-DIMENSIONAL ARRANGEMENT is handled similarly. One defines a partition of
the grid into 7 sub-cubes and only define permutations up to placement of vertices into
a sub-cube. The argument is very similar to the case d = 1 above and is left to the
reader.

4.2. Minimum cut linear arrangement

The approach is similar to the one for MINIMUM LINEAR ARRANGEMENT. First we no-
tice that if a graph is a-dense, then the value of the minimum cut in the best arrangement
is Q(n?). To see that notice that if the average degree of G is an then G has a subgraph
G’ in which the minimum degree is an. (We can obtain G’ from G by keep eliminating
vertices of degree below the average degree.) In any arrangement if we look at the point
where an /2 of the vertices of G’ are on one side of it and the rest of the vertices of G’
are on the other side of it then there must be Q(n?) edges crossing that point. Since the
value of the optimal solution is £(r?) to obtain a layout of cost no greater than (1 + y)
times the optimum it suffices to obtain a solution whose cost is within an additive factor
of en? for a suitable €. In the rest of this section we show how to obtain such layout.

We partition the interval [1, n] into ¢ = g equal-size intervals Iy, ... , I, for suffi-
ciently large constant c. We define a placement and a proper placement as in Sect. 4.1.
The cost of a placement g, denoted by cp(g), is defined as

cp(g) = max [{(k. ) € E[g(k) =i < g)}].

The following lemma shows that the cost of an arrangement is determined up to an
additive factor of en” by the cost of its induced placement.

Lemma 8. Let w be a permutation and g be its induced placement. Then cp(g) <
c(m) < cp(g) +n?/t.

Proof. The lower bound follows from the fact that the cuts considered when we calculate
the cost of g are a subset of the cuts considered when we calculate the cost of 7. Next
we prove the upper bound. Place the vertices according to m and let / be an interval
in our partition. The difference between the number of edges crossing a cut defined by
a point inside 7 and the number of edges crossing a cut defined by the point between I
and one of its neighboring intervals, is bounded by the maximum possible number of
edges between vertices of I and all other vertices. This number is at most n2/z so the
lemma follows.

O

The conclusion from Lemma 8 is that it suffices to find a placement g such that
cp(g) < cp(g*) + €'n?, where g* is the optimal placement, and € = ¢ — 1. Any
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arrangement 7 such that g is its induced placement would then be within an additive
factor of en? from optimal since by Lemma 8
n2
c(m) = cp(g) + —

(14 €)Hn?
t

IA

cp(gh) +
(14 €Hn?

IA

ep(m™) +

where * is a min-cut linear arrangement. To simplify our notation we use €’ = ¢ in the
followings.

We find such a placement g in a way analogous to Sect. 4.1. We sample a (multi)-
set S of O(logn/€) vertices where € is a sufficiently small fraction of € which we
will determine later. We enumerate all possible functions 2 : § — {1,...,t} that
assign vertices in S to intervals. For each such function we solve a linear program M),
described below and use the (fractional) solution to construct a placement. Among all
those placements we pick up one with minimum cost. When our function 4 is the same
as h*, the restriction of an optimal placement g* to S, the placement g will satisfy
cp(g) < cp(g*) + en” whp over the random choices of S.

Now we describe the linear program Mj,. For each vertex i and interval I, we
compute an estimate e;; of the contribution of vertex i to a cut right between intervals
I —1 and [ assuming i is placed in one of the intervals 1, ... , [y—1. The estimates e

are defined now as
n

¢k = 15 I{j € SIG, j) € Eand h(j) = k}|.
Note that j € S is counted here as many times as it occurs in S and that this estimate
is defined nomatter whether i is in the sample S or not. The linear program M, that
corresponds to a guess & is now the following.
minimize 2
S.t.

Y xi = n/t Vkelr]
i=1

t
ink =1 Vieln
k=1

n
Zeik(xil +...Xig—1) <z Vkeltlk>1
i=1

Z xg —eix| < €n Vi e |[n], kelt]
(i,s)€E,I>k
O0<xyx <1Vielnl,kelr].

Similarly to the algorithm for MINIMUM LINEAR ARRANGEMENT, randomized round-
ing plus reallocation is applied to the solutions of the M},’s to obtain proper placements.
The final answer of our algorithm is the placement r with smallest cost among all
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placements r;, for every possible 4. The proof that r is indeed within an additive fac-
tor of en® from the optimal placement is similar to the proof for MINIMUM LINEAR
ARRANGEMENT in Sect. 4.1 so we only sketch it below.

Analogously to Lemma 6 we have the following lemma that specifies the accuracy
of the estimates e;;. We omit the proof which similar to the proof of Lemma 6.

Lemma 9. Let g be a placement. Pick uniformly at random with replacement a multi-set
S of O(log n/E2) vertices. Leth : S — {1, ..., t} be the restriction of g to S. Then with
high probability (over the choice of the sample S).

eix € [{j € VI, )) € Eandg(j) = k}| £ €n].

Let ¢(h*) be the value of the objective function of Mj+ at the optimal solution x*.
By Lemma 9, g* is a feasible solution to M}« whp. Let z,+ be the value of the objective
function of My« at g*. Clearly we have that ¢(h*) < z,+ whp. The constraints of M
guarantee that the actual contribution of placing i in one of 11, ... , [y_; differ from e,
by at most €n. Therefore it follows that zg« < cp(g*) + en” and so

O(h*) < cp(g") +en’ . (24)

We can also prove that Lemma 7 holds with definitions of M}, and c p of this section.
The proof is analogous to the proof of Lemma 7 in Sect. 4.1. To summarize, by choosing
say € = €/3 we obtain from Equation (24) and Lemma 7 that

cp(r) < ep(g*) + en?

for sufficiently large n. Since r* is a candidate for our chosen placement r, and we
choose a placement of minimum cost, the cost of r is no larger than the cost of r* and
we obtain the desired result.

4.3. Maximum acyclic subgraph

Recall that in the MAXIMUM ACYCLIC SUBGRAPH problem we are given a directed
graph G and we look for an acyclic subgraph with maximum number of arcs. We denote
an arc directed from v to w by (v, w). First we rephrase the problem as follows. Given
a directed graph G and a permutation v of the vertices of G we define the cost, c¢(), of
the permutation, as the number of arcs (v, w) such that w(v) < m(w). The problem of
finding a permutation of maximum cost is exactly the MAXIMUM ACYCLIC SUBGRAPH
problem. If G is a-dense, i.e. the average degree (counting both ingoing and outgoing
arcs) of a vertex is an, then the size of the maximum acyclic subgraph is Q(n?). To see
that notice that the graph contains (n?) arcs and if we take an arbitrary permutation 7
of the vertices then either  or its reversal define an acyclic subgraph with at least half
of the arcs in G. Therefore to obtain an acyclic subgraph with at least (1 — y) of the arcs
it is enough to find a subgraph whose number of arcs is within an additive factor of en>
from the number of arcs in the largest subgraph for a suitable €.

We use the same technique for finding such subgraph as we used to solve the
arrangement problems in Sects. 4.1 and 4.2. We partition the interval [1, n] into t = ¢
equal-size intervals I, ... , I; for sufficiently large constant c. We define a placement
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and a proper placement as in Sect. 4.1. Here the cost of a placement g, denoted by
cp(g), is defined as

cp(g) = {(k, 1) € E|g(k) < gD} .
The following lemma shows that the size of the acyclic subgraph defined by an ar-
rangement is determined up to an additive factor of en? by the cost of its induced
placement.

Lemma 10. Ler w be a permutation and g be its induced placement. Then cp(g) <
() < cp(g) +n?/t.

Proof. The lower bound follows from the fact that the arcs going from an interval to an
interval to its right in the placement define an acyclic subgraph. Next we prove the upper
bound. Consider the maximum acyclic subgraph defined by 7. It is a supergraph of the
maximum acyclic subgraph defined by g. The arcs which are in the subgraph defined
by m and not in the subgraph defined by g are those arcs directed rightward with both
endpoints within one of the intervals /1, ... , I;. Any interval /; contains at most (n/ t)2
such arcs. Summing up over all ¢ intervals we obtain that the total number of such arcs
is n?/t from which the upper bound follows.

O

So Lemma 10 reduces our problem to the problem of finding a placement within an
additive factor of en? from the optimal placement. As in Sects. 4.1 and 4.2 we sample a
(multi)-set S of O(logn /Ez) where € is a sufficiently small fraction of €. We enumerate
all possible functions 2 : S — {1, ..., ¢} that assign vertices in S to intervals. For each
such function we solve a linear program M), described below and use the (fractional)
solution to construct a placement. Among all those placements we pick up one with
minimum cost. When our function # is the same as h*, the restriction of an optimal
placement g* to S, the placement g will satisfy cp(g) < cp(g*) + en> whp over the
random choices of S. For each vertex i and interval I, we compute an estimate e;; on
the number of arcs outgoing from vertex i in a maximum acyclic subgraph defined by
a placement extending / assuming vertex 7 is placed in I;. The estimates e;; are defined

as follows

n
¢k = g I{j € SIG. j) € Eand h(j) > k}| .

The linear program M), that corresponds to a guess & is now the following.

maximize E eikXik

S.t.
n
> xi = n/t Vkeli]
i=1
t
Zx,‘k =1 Vieln]
k=1
Z X5 — eix| < en Vi e[nl kel
(i,s)eE,I>k

O0<uxix <1Vieln],kelt]
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Similarly to the algorithms in Sects. 4.1 and 4.2 we use randomized rounding plus
reallocation to obtain a proper placement from the solution of M),. The final answer of
our algorithm is the placement r with smallest cost among all placements r;, for every
possible /. The proof that r is indeed within an additive factor of en? from the optimal
placement is analogous to the proofs in Sects. 4.1 and 4.2.

4.4. Betweenness

Recall that the set of triples is denoted by C and the triples contain elements from
aset A, where |A| = n (we call these elements vertices). We also recall that we define
an instance of BETWEENNESS as dense if the optimal solution satisfies (r?) triples. To
simplify the presentation we also assume that the set of triples in C does not contain both
a triple and its reversal. So when we write a statement like (a, b, ¢) € C we in fact mean
that either (a, b,c) € C or (¢, b,a) € C. We will assign vertices into one of r = c¢/e
consecutive intervals; such an assignment is called a placement as in Sect. 4.1. A triple
(a, b, c) is feasible in placement g if either g(a) > g(b) > g(c) or g(c) > g(b) > g(a).
Here, c(r) denotes the number of feasible triples under permutation v and cp(g) denote
the number of feasible triples under a placement g. Now we observe that to obtain an
additive approximation, it suffices to find a good placement instead of a permutation.

Lemma 11. Ler w be a permutation and g be its induced placement. Then cp(g) <
c(m) < cp(g) +n’/1.

Proof. A triple that is feasible in 7 is feasible in g unless two of its vertices are in the
same interval. The number of triples with at least two vertices in the same interval is at

most
3

tx%(%—l)x(n—Z)fnT.

This is because there are ¢ possible intervals for the colliding pair, 7(7 — 1) ordered
pairs in each interval and at most n — 2 possibilities for the third vertex to determine the
triple.

O

The algorithm for finding a good placement will choose a random (multi)-set S
where |S| = O(log n/€%) and € is a fraction of € that we specify later. We enumerate all
possible functions i : S — [1, 7] that assign vertices in S to intervals. For each function
h : S — [1,t] we solve a linear program M}, defined below. We round the fractional
solutions to placements and take the best placement as our solution. For each pair of
vertices a, b and pair of intervals k,/ € {1, ... ,t} we define the following estimate.
This estimate estimates the contribution of triples of the form (a, b, x) € C to the cost
of a placement g extending 4 assuming vertex a is placed in [ and vertex b is placed
in I;. The definition and the notation of the estimate depend on whether the interval
is to the left of [; or to the right of /;.

n
S|
n

N

Ifk <lthen ey, = —lceS: (ab,c)eC andl < h(c)}|

else eqep = orllc€ St (a,b,¢) € C andl > h(c)}|.
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Furthermore, for each a € A and an interval k € [t] we estimate the contribution of
triples of the form (a, *, %) to the cost of a placement extending /, assuming element a
is placed in interval k. This estimate is defined as follows.

2
eak = #Hb, ceS: (a,b,c) € Cand ([k < h(b) < h(c)] or [k > h(b) > h(c)])}|.

The linear program M), is defined using these estimates as follows.

t
maximize E E eakXak

acA k=1

2k

acA

1
Zxak =1 VYae A
k=1

S.t.

n/t Vkelr]

Ze;k;blxbl + Zejk;blxbl —eq| < 2en*Vae Ak e [1]
beA beA
k<l k>1

IA

E xcm—e;k;hl en Va,be A k<Ielt]
(a,b,c)eC
I<m

>
Z Xem = €appi

(a,b,c)eC
I>m

IA

en VYa,be A, k>1¢€|t]

O0<xyx <1 Vieln]lkelt].

Similarly to the algorithms from Sects. 4.1, 4.2, and 4.3, randomized rounding plus
reallocation is applied to the solution of each M} to obtain a placement. Our final
solution is the placement with maximum cost among these placements.

We analyze this algorithm in a way similar to the analysis of Sects. 4.1, 4.2, and 4.3.
The following lemma specify the accuracy of the estimates. Its proof is slightly more
complicated than the proof of the corresponding lemmas in previous section and use the
Azuma-Hoeffding tail inequality for analyzing the estimate eg.

Lemma 12. Let g be a placement. Pick uniformly at random with replacement a multiset
S of O(logn /&) elements from A. Let h : S — [1, t] be the restriction of g to S. Then
whp, for each pair a, b of elements from A and for each pair of intervals k,l € [t],

(a) e;k;hl e€l[{ce A: (a,b,c) €C,l < g(c)}| £&n] when k < [
(b) e;k;hl €l[{ce A: (a,b,c) € C,1 > g(c)}| £ en] whenk > [ .
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Furthermore, for eacha € A and k € [t],
(c) eqx € [{b,c € A:(a,b,c) € C,and k < g(b) < g(c) ork > g(b) > g(0)}| +en?).

Proof. Parts (a) and (b) are proved using using Lemma 24(c) as in the proof of Lemma 6.
To prove (c) we use the Azuma-Hoeffding martingale tail inequality — see for example

Chap. 7 of Alon and Spencer [AS92] (Theorem 4.2). The random variable Z = ‘;j—feak
depends on |S| independent random variables (the elements of S in their chosen order).
Changing the value of one of these variables changes Z by at most |S|. So for any # > 0

Pr(|Z — E(Z)| > 1) < 2¢~2°/ISF, (25)

Now
E(Z) = {(a,b,c) € C: [k < g(b) < g(c)] or [k > g(b) > g(O)]}]
and putting t = €|S 12 into (25) yields the lemma.
O

The rest of the proof is analogous to the proof in Sects. 4.1, 4.2, and 4.3. We focus
on the guess 7* which corresponds to the optimal placement g*, and the estimates e;k; bl
e;k; »» and e that correspond to 2*. By Lemma 12, g* is a feasible solution to the linear
program My« whp. Let v(g*) be the value of the objective function of M+ at g*. Let
x* be the optimal fractional solution to Mp«, and let ¢(h*) be the value of the objective
function of M+ at x*. Clearly we have that ¢(h*) > v(g*). As a feasible solution to
My, g* satisfies the constraints of Mpy«. By substituting the constraints that provide
lower bounds on the estimates, into the objective we obtain that

d(h*) > cp(g*) — 3en’ . (26)

We also have to bound how far from ¢(2*) can be the cost of the placement r*, obtained
from x* by randomized rounding and reallocation of vertices. The following lemma,
that is analogous to Lemma 7, bounds the error resulting from randomized rounding
and reallocation of vertices.

Lemma 13. Let r* be the placement constructed from the optimal fractional solution x*
of My+. Then cp(r*) = ¢p(h*) — 3en> — o(n®) where $(h*) is the value of the objective
function of My+ at x*.

Proof. The proof of this lemma is analogous to the proof of Lemma 7 so we just sketch
it briefly. By scaling and applying Lemma 24(c) we obtain that the placement r* satisfies
the third set of constraints in M+ with an additive error of o(n?), the forth and the fifth
sets with an additive error of o(n), and its objective value is close to ¢(h*) up to an
additive error of 0(n3). By substituting the lower bounds on the e, that follow from the
constraints that r* satisfies into the objective we obtain the lemma.

O

To summarize, by choosing say € = €/7 we obtain from Equation (26) and Lemma 13
that
cp(r*) = ep(g*) — en’
for sufficiently large n. Since r* is a candidate for our chosen placement r, and we
choose a placement of minimum cost, the cost of r is no larger than the cost of r* and
we obtain the desired result.
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4.5. Derandomizing the PTASs

The PTASs described in Sects. 4.1-4.4 use randomization to pick the sample set of
vertices which we denoted by S. In this section we show how to derandomize the PTASs
for MINIMUM LINEAR ARRANGEMENT, MINIMUM CUT LINEAR ARRANGEMENT and
MAXIMUM ACYCLIC SUBGRAPH in polynomial time using random walks on a constant
degree expander to pick the set S. It is not clear whether the same derandomization
technique also works for BETWEENESS. To obtain such result one would need to prove
Lemma 12 when S is sampled using random walks on expanders as described next.

In Sects. 4.1-4.3 we picked the vertices of S uniformly at random with replacement.
Still using randomization consider the following alternative way of picking S. Identify
the vertices of G with the vertices of a constant degree expander graph E with n vertices
(as e.g. in [LPS88]). Pick a random walk of length | S| in E starting at a random vertex.
The multiset S that we pick consists of the vertices of G that correspond to the vertices
of E that occur on the random walk.

We claim that Lemma 6 still holds even with this modified random choice of S.
To prove this we partition the vertices of G into # + 1 groups as folows. Vertex j is in
group Gy, for some 1 <1 < tif (i, j) € E, g(j) > k, and g(j) — k = [. Otherwise,
vertex j is in the group G,41. We use the chernoff-like bound for random walks on
expanders proved in [Gil98] (Theorem 2.1) to show that the fraction of the vertices of
G, in the sample S, pg = |G"'qu‘ ,is close to p’ = % with high probability. Specifically,
if |S| = O(logn/8?) then from Theorem 2.1 of [Gil98] follows that |p' — pk| = § with
high probability. Therefore, the contribution of each group G;, to our estimator e is
off by at most dnt whp (We get an error of at most ¢ contributed by at most én vertices).
Summing over all groups we obtain that

k€| D @—REsx@+1D)
(i, )eE g(j)>k

Picking § = €/t(t + 1) rather than § = €/t in Sect. 4.1 we obtain that Lemma 6 holds.

Once we establish the validity of the new random choice of § we can derandomize
the algorithm by running it for every possible such random walk on the expander.
Since there are only polynomially many random walks of length |S| = O(logn /%) on
a constant degree expander we obtain a deterministic approximation algorithm which
runs in polynomial time.

5. The general rounding procedure

In this section we generalize our rounding procedure for c-smooth APEC problems
from Sect. 2 to work for general APEC problems and prove Theorem 3. First we assume
for simplicity that the coefficients are all nonnegative, and show that we can produce
a matching satisfying condition (7). Let x* be a fractional perfect matching and w be
any weight function with positive coefficients, each upperbounded by W. Our procedure
with high probability produces a matching M such that for § = O(loglogn/logn)

w(M) € [wx* £ Swx* + O(W))]. 27
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(Note that § = o(1).) Later in Sect. 5.3 we analyze the procedure when coefficients
could be negative, and prove Theorem 3.

The algorithm uses the two phase approach of Sect. 2, with the following difference.
Earlier, the Merge operator on matchings took the union of two matchings, and broke
long cycles/paths at arbitrarily-chosen points, so that the resulting paths/cycles are all
“small”. Now it will choose the breakpoints randomly.

5.1. The decomposition phase

This phase produces A = O(log> n) matchings exactly as in Sect. 2.1. Instead of
Lemma 2 we prove the following.

Lemma 14. Let &£ = O(1/logn). Then with high probability,

A
% Z w(M;) € [wx* £ (Ewx* + O(W))].

i=1

Proof. Mimic the proof of Lemma 2 but use Lemma 21 instead of Lemma 22.

5.2. The new merge operator

We define a (probabilistic) binary operator ® on matchings with the following property.
For every pair (A, B) of matchings in G, A ® B is a matching that satisfies with high
probability

w(A® B) € [M + <0 (M) + é(kW)ﬂ . (28

where k = ®(logn).

A ® B is constructed as follows. Note that A U B is a union of vertex-disjoint
alternating paths and cycles, some of which might have much more than k edges. Let ¢
denote the number of vertices on paths/cycles with more than k edges. Randomly pick
(with replacement) a multiset S of / = [g/k] vertices out of them. We call vertices in
S breakpoints, and we delete the edges incident to each breakpoint. Lemma 16 below
says that with high probability, none of the remaining paths/cycles has length more than
O(klog n). Now from each remaining path/cycle, randomly (i.e., with equal probability)
pick either all the edges of A or all the edges of B, and put themin A ® B.

To calculate the weight of w(A ® B), we first estimate the effect of deleting edges
incident to breakpoints.

Lemma 15. Let wy be the weights of edges in A that are in paths/cycles of length
> k. Then whp the weight of edges of A that are incident to S is no greater than
O (%) +ow).
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Proof. For a vertex v that is part of a path/cycle of length > £, let w, denote the weight
of the edge in A that is incident to v.

Let X;, 1 <i <[be arandom variable representing the weight of A’s edge incident
to the ith breakpoint. The variable X; takes each one of the values w, with probability
1/q hence | X;| < W. Now apply Lemma 21 to 2521 Xi.

O

Lemma 16. There is a ¢ > 0 such that the following is true whp (over the choice of
breakpoints). After the edges incident to the breakpoints are deleted, the length of each
remaining path/cycle in A U B is at most cklogn.

Proof. We partition long paths into (at most O(n/(k logn)) paths of length cklog n and
argue that whp each gets a breakpoint. Let P be any path of length at least ck log n. The
probability that P doesn’t get a breakpoint is at most (1—(cklogn)/q)! < exp(—clogn).
Hence whp each of the paths under consideration gets a breakpoint.

O

Now we show that whp, A’s contribution to w(A ® B) is very close to w(A)/2.
First we consider A’ which is the subset of the edges in A that are not incident to any
breakpoint. The following lemma is analogous to Lemma 3.

Lemma 17. Let A’ denote the edges of A that are not incident to any breakpoint. Then
whp
w(A'N (A ® B)) € [w(A)/2 % (O(w(A")/logn) + O(W))].

Proof. Similar to the proof of Lemma 3. Each edge of A’ belongs to some path or cycle
after removing the edges incident with breakpoints. We define a random variable X; for
each such path or cycle whose value is the weight of the edges of A’ on this path with
probability 1/2 and O otherwise. Clearly | X;| < Wcklogn. Now we apply Lemma 21
to the sum of the variables X;.

O

By Lemma 15 we have that whp,
w(A) — (O(w(A)/k) + O(W)) < w(A") < w(A). (29)

By combining this equality with Lemma 17, and substituting k = ®(logn), we obtain
that whp the contribution of edges from A to w(A ® B) is in

[w(A)/2 % (O(w(A)/k) + O(W))].

By similarly analyzing the contribution of B to w(A ® B), we see that A ® B whp
satisfies condition (28).

Except for using the new merge operator @ rather than © the merge phase is the same
as described in Sect. 2. We combine the A matchings produced by the decomposition
phase into one matching A in log A phases. In each such phase we arbitrarily pair up all
the matchings and merge each pair using the @ operator. Now we show that M satisfies
Equation (27).
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Let M { RN 7§ i 12 denote the A /2/ matchings obtained at round j of the merging
procedure where 0 < j < log A. A simple induction on j using the property of the ®
operator stated in equation (28) shows that the sum of the weights of these matchings is

whp sandwiched between

A
— . w(M; 1 1 1 ~
%_A(_%%ﬁ)

(1= 0(1/k)’ ( S+3 >

and

A H ~
(1+0(1/k))f’(W+A(%+%+---+%>O(km>.

Substituting j = log A in these expressions, and noting that (1 & O(1/k))"24 ~
1 + O(log A/k) when log A < k, we get that w(M) is whp sandwiched between

A
(1 — O(log A/k) Y w(M;)/A — O(KWA) (30)
i=1
and
A ~
(1+ O(log A/K) Y " w(M;)/A + O(KWA). (31)

i=1

Finally recall that k = ©(logn), and A = O(log> n), so by combining Equations (30),
(31), and Lemma 14 we obtain that whp w(M) is in [wx™ £ (Swx* 4+ O(W))], as claimed
in Equation (27).

We finish by estimating the number of edges in M. As in Sect. 2 we consider the
weight function w;; = 1 forevery i, j € [n]. We note that a fractional perfect matching
x satisfies wx = n. So by applying Equation (27) to this weight function we obtain that
our matching contains n — o(n) edges whp.

Remark. There exists a tradeoff between the multiplicative error factor § and the additive
error term O (kWA) that we did not make explicit. As A and k increase the multiplicative
factor goes to zero faster but the additive error increases.

5.3. Positive and negative coefficients

Now we analyze the rounding procedure when each coefficient w; j in the weight function
can be positive or negative, and |w;;| < W. The goal is to prove Theorem 3. The only
difference from the case when coefficients were positive is that we need a different
Chernoff bound, Lemma 22, where we earlier used Lemma 21. The analogue of Lemma 2
is as follows.
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Lemma 18. Let £ = O(1/logn). Then whp the matchings produced in the decompos-
ition phase satisfy

A
% D w(My) € [wx* £ Ewx* 4 O(n'2W))).

i=1

Let k = ®(logn) as before. The following lemma replaces Lemma 15.

Lemma 19. With high probability, the sum of weights of edges of A that are incident to
a breakpoint is in

[% + o”(nl/ZW)].

Lemma 16 continues to hold and the following lemma replaces Lemma 17.

Lemma 20. Let A’ denote the edges of A that are not incident to any breakpoint. Then
whp
w(A' N (AQ B)) € [w(A)/24+ Om'?kw))].

From the last two lemmas applied to the edges of A as well as the edges of B we
obtain that whp

w(A® B) e [M n <0 (M) n d(nl/sz)>] .

Now by a simple induction as in the nonnegative case we can show that whp
w(M) € [wx* £ Swx* + On'?W))].

This finishes the proof of Theorem 3.

6. Conclusion

We have presented a rounding procedure for linear programs that contains assignment
constraints. In contrast with randomized rounding [RT87] our method produce an inte-
gral solution which is an almost perfect assignment. The rounded solution also satisfies
each original constraint with some additive error. We use this procedure to design
quasi-polynomial time approximation scheme for the quadratic assignment problem.
We believe that our rounding scheme may have other applications that are yet to be
found.

We can derandomize our algorithm using the standard method of conditional prob-
abilities [R88,AS92]. An interesting question for for further research is whether there
is a deterministic parallel version of our rounding scheme that runs in polylogarithmic
time (i.e. in NC). One possible approach that may lead to such algorithm (with some
penalty in the approximation error) is to use some construction of polylogarithmic-wise
independent random variables combined with an efficient parallel implementation of
the method of conditional probabilities in a way similar to the one used by Berger and
Rompel in [BR].
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7. Chernoff bounds

The Chernoff-style tail bounds needed in this paper are a mixture of some standard
bounds. Since we haven’t found a published source for it, we give brief proofs for it
using standard techniques. The goal of this section is to prove the following two lemmas.

Lemma 21. Let Y1, ..., Y be independent random variables such that 0 < Y; < U.
Let S =), Y; and p = E[S]. Then for every o > 0, there exists ¢ > 0 such that

Pr[|S — | > cmax{u/logn, Ulog®n}] < 1/n".
Proof. Let X; = Y;/U, and apply Corollary 1 below to X1, ..., Xk.
O

Lemma 22. LetYy, ... , Y beindependent random variables such that for eachi € [k],
either0 <Y; <Uor—U <Y; <0.Let S= Y ;Y;, u = E[S] and i = E[Y_; |Yil].
Then for every a > 0, there exists ¢ > 0 such that

Pr[|S — u| > cmax{(LU logn)'/?, Ulogn}] < 1/n%.
Proof. Let X; = Y;/U, and apply Lemma 26 below to X1, ..., X.
|

In Lemmas 23-25, X1, ... X} are independent random variables such that 0 < X; < 1.
Let S =) ; X; and u = E(S). The starting point is the following lemma.

Lemma 23. (1) For any B > 0 and any A,
Pr(S > (1 + M) < e PU+FDmen(e =D
(2) For any B < 0 and any A,

O e T e

Proof. We prove (1); the proof of (2) is analogous. By Markov’s inequality for any
B=0
Pr(S = (1 + )] < E@P)e P

Since ¢#* is a convex function of x for any fixed g we have ¢#* < 1 — x + xef for
0 < x < 1. So for each i we have

E(eP¥) < 1+ E(X)(ef — 1) < XD,

Hence

k
E(PS) < l_[e‘E(Xi)(eﬂ_l).

i=1

The result follows by combining the inequalities.
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Lemma 24.
(@) Pr[|S— ul| = Al < 2lheH

(b) Pr[|S — pl = Ay] < 2e7/3,
©Pr[S—pul > <20

Where (a) and (c) hold for any A > 0 and (b) holds for » < ,u1/2
O

Proof. To obtain (a) substitute § = In2 and 8 = —In2 in Lemma 23 (1) and (2)
respectively. To obtain (b) substitute 8§ = In(1 + 1) and and 8 = In(1 — A) in Lemma 23
(1) and (2) respectively, and make some approximations. Notice that these two values
minimize the right hand sides of Lemma 23. To obtain (c) follow the proof of Lemma 23
but use the bound E(5) < e“ﬂ+ﬂ2k/ 8 (fora proof see [H64]) instead of the one used
here. Then substitute § = 4Au/k and B = —4Au/kin (1) and (2) respectively.

O

Lemma 25. For every o > O there is a ¢ > 0 such that
Pr[|S — 11| > cmax{(ulogn)'/? logn}] < 1/n°.
Proof. If u < calogn use Lemma 24 (a) with A = ¢ logn for a large enough con-

stant c1. Otherwise, use Lemma 24(b) with A = (¢ log n)l/ 2,
O

The following is an easy corollary (It follows since max{(u log n)'/2, logn} <
max{zu/ logn, log? n}).

Corollary 1. For every o > 0 there is a ¢ > 0 such that
Pr([S — u| > cmax{u/logn, 10g2n}] < 1/n”.
Now we turn to the case when some variables are negative.

Lemma 26. Let X;, | < i < k be independent random variables such that for each
i € k], either 0 < X; < lor—1<X; <0. Let § = Z?:l Xi, = E(S), and
i = EQ " |Xi]). Then for every a > 0 there is a ¢ > 0 such that:

Pr[|S — p| > cmax{(ftlogn)'/?, logn}] < 1/n".

Proof: Let I be the setof i’s such that 0 < X; < 1. Let S| = }_,c; Xi, $2 = 3,0/ Xi,
and u1 = E(S1), p2 = E(82).
Notice that |S — u| < |S1 — 1| + |S2 — n2|. Apply Lemma 25 to bound |S1 — 1]

and |S2 — p2| and use the inequality /x + /y < /2(x + ).
O
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