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Abstract. The classes ofP-, P0-, R0-, semimonotone, strictly semimonotone, column sufficient, and non-
degenerate matrices play important roles in studying solution properties of equations and complementarity
problems and convergence/complexity analysis of methods for solving these problems. It is known that the
problem of deciding whether a square matrix with integer/rational entries is aP- (or nondegenerate) matrix is
co-NP-complete. We show, through a unified analysis, that analogous decision problems for the other matrix
classes are also co-NP-complete.
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1. Introduction

There is a number of matrix classes, in addition to the classes of positive definite and
positive semidefinite matrices, that play important roles in studying solution properties
of equations and complementarity problems (CP) and convergence/complexity analy-
sis of methods for solving these problems. For example, the two classes ofP- and
P0-matrices, studied by Fiedler and Pták, play important roles in the stability analysis
of solutions to CP [6,8,17], derivation of error bounds [14, p. 320], and the conver-
gence/complexity analysis of algorithms, e.g., Lemke’s method, interior-point methods,
non-interior methods, for solving CP (see [4–6,9,11,12] and references therein). In par-
ticular, a CP has certain stability property and admits reformulation as a stationary-point
problem if the Jacobian of the mapping is aP0-matrix [8,9,17]. And, for a linear CP
(LCP), existence of central path can be shown if the matrix is aP0-matrix, in addition
to some nonempty interior and boundedness assumptions [11, Lem. 4.3]. Moreover, an
LCP with aP0-matrix isNP-complete [11, p. 33].

An interesting question concerns the computational complexity (in the Turing ma-
chine model of computation [10]) of deciding whether a given square matrixM with in-
teger entries belongs to a specific matrix class.1 For the classes of positive definite and
positive semidefinite matrices, this decision problem is solvable in polynomial time (via
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Cholesky factorization, say). The same can be shown for, say, the classes ofS-, S0-, H-
matrices (via linear programming) [6,12]. For the classes ofP-, nondegenerate, and co-
positive matrices, this problem was shown to be co-NP-complete by, respectively,
Coxson [7], Chandrasekaran et al. [3], [12, p. 462], and Murty and Kabadi [13] (also see
[1,15] for related complexity results on, respectively, submatrix and interval matrix clas-
sification). This still leaves a number of important matrix classes, described in the books
[6,11,12], for which complexity of the corresponding decision problems is unknown.

In this paper, we study the complexity of decision problems for the classes ofP0-,
R0-, semimonotone, strictly semimonotone, and column sufficient matrices (see [6,
§3.13] for a history of these matrix classes). In particular, we show that these problems
are all co-NP-complete. A key part of our proof is a reduction from theNP-complete
problem of 1-norm maximization over a parallelotope [2, Thm. 15] to the decision
problems forP-, strictly semimonotone, and column sufficient matrices (see Thm. 1).
This reveals an interesting relation among these problems and yields, as a byproduct,
Coxson’s result forP-matrices. This reduction is analogous to a reduction from the
NP-complete knapsack problem to the decision problems forR0- and nondegenerate
matrices (see Thm. 3 and [12, p. 462]). Our arguments differ from those of Coxson and
Chandrasekaran et al. in that they do not involve principal minors and, as such, can more
readily be extended to other matrix classes.

In our notation,<n denotes the space ofn-dimensional real column vectors andT

denotes transpose. For anyx ∈ <n, we denote byxi thei th component ofx and by‖x‖1,
‖x‖∞ the 1-norm and∞-norm ofx. Forx, y ∈ <n, we denotex◦y := [x1y1 · · · xnyn]T .
For anyJ ⊆ {1, ...,n}, |J| denotes the cardinality ofJ and, for anyn×n matrix N, NJJ

denotes the principal submatrix obtained by removing fromN all rows and columns not
indexed byJ.

2. P-, strictly semimonotone, column sufficient matrices

It is known that anm×m matrix M is nota P-matrix if and only if there exists a nonzero
u ∈ <m satisfyingu◦Mu ≤ 0 [6,11,12]. Also, by definition,M is notcolumn sufficient
if and only if there exists a nonzerou ∈ <m satisfyingu ◦ Mu ≤ 0 andu ◦ Mu 6= 0
[6, p. 157]. By definition,M is not in the classE of strictly semimonotone matrices if
and only if there exists a nonzerou ∈ <m satisfyingu ≥ 0 and, for eachi ∈ {1, ...,m}
eitherui = 0 or [Mu]i ≤ 0 [6, p. 188], [12, p. 227]. This condition can be written as
u ≥ 0 andu ◦ Mu ≤ 0. We formally state the corresponding decision problems below.

NOT-PMAT
Instance: Positive integerm and anm×m matrix M with integer entries.
Question: Does there exist nonzerou ∈ <m satisfyingu ◦ Mu ≤ 0?

NOT-CSMAT
Instance: Positive integerm and anm×m matrix M with integer entries.
Question: Does there exist nonzerou ∈ <m satisfyingu ◦ Mu ≤ 0 andu ◦ Mu 6= 0?

NOT-EMAT
Instance: Positive integerm and anm×m matrix M with integer entries.
Question: Does there exist nonzerou ∈ <m satisfyingu ◦ Mu ≤ 0 andu ≥ 0?
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Our reduction is from the following decision version of the problem of 1-norm
maximization over a parallelotope, shown (via a reduction from NOT-ALL-EQUAL
3-SAT) by Bodlaender et al. [2, p. 213 and Thm. 15] to beNP-complete.

[0,1]PARMAX1
Instance: Positive integersn andγ ; n linearly independent integer vectorsa1, ...,an
in <n.
Question: Does there existy ∈∑n

i=1[0,ai ] satisfying‖y‖1 ≥ γ?

Theorem 1. Consider positive integersn and γ , and n linearly independent integer
vectorsa1, ...,an in <n. Let A := [a1 · · · an] and

m := 3n+ 1, M :=


I 0 0 −e
A I 0 0
−A 0 I 0

0 2eT 2eT 2γ − 1

 , M′ :=


I 0 0 −e
A I 0 0
−A 0 I 0

0 −eT −eT γ

 ,
(1)

wheree := [1 · · · 1]T . The following statements are equivalent:

(a) The answer to[0,1]PARMAX1 with instancen, γ,a1, ...,an is yes.
(b) The answer toNOT-PMAT with instancem,M is yes.
(c) The answer toNOT-CSMATwith instancem,M is yes.
(d) The answer toNOT-EMAT with instancem,M′ is yes.

Proof. By using the nonsingularity ofA to make the substitutiony = Ax, we see that
there existsy ∈ ∑n

i=1[0,ai ] satisfying‖y‖1 ≥ γ if and only if there existsx ∈ <n

satisfying

x ∈ [0,1]n, ‖Ax‖1 ≥ γ. (2)

(a)⇒ (c). Since the answer to [0,1]PARMAX1 is yes, there existsx ∈ <n satisfying (2).
Letw+ := −max{0, Ax}, w− := −max{0,−Ax}, z := 1. Then, for

u :=


x
w+
w−
z

 , (3)

we have from (1) that

Mu =


x− e

Ax+w+
−Ax+w−

2eTw+ + 2eTw− + 2γ − 1

 . (4)

By (2), x ◦ (x − e) ≤ 0. Also, for anyv ∈ < we havev+(v + v+) = 0, where
v+ = −max{0, v}. Thus,w+ ◦ (Ax+w+) = 0 andw− ◦ (−Ax+w−) = 0. Finally,

eTw+ + eTw− + γ = −eT max{0, Ax} − eT max{0,−Ax} + γ = −‖Ax‖1 + γ ≤ 0,
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implying 2eTw+ + 2eTw− + 2γ − 1 < 0. Hence, by (4),u ◦ Mu ≤ 0, and, byz= 1,
u ◦ Mu 6= 0. Thus the answer to NOT-CSMAT is yes.

(a)⇒ (d). Since the answer to [0,1]PARMAX1 is yes, there existsx ∈ <n satisfying (2).
Let w+ := max{0,−Ax}, w− := max{0, Ax}, z := 1. Then, foru given by (3), we
have from (1) that

M′u =


x− e

Ax+ w+
−Ax+w−

−eTw+ − eTw− + γ

 . (5)

Similar to the proof of (a)⇒ (c), we obtainx ◦ (x− e) ≤ 0,w+ ◦ (Ax+w+) = 0 and
w− ◦ (−Ax+w−) = 0. Finally,

−eTw+ −eTw− + γ = −eT max{0,−Ax}− eT max{0, Ax}+ γ = −‖Ax‖1+ γ ≤ 0.

Hence, by (5),u ◦ M′u ≤ 0. Also, (2) impliesx ≥ 0 and, by construction,w+ ≥ 0,
w− ≥ 0, z≥ 0, sou ≥ 0. Thus the answer to NOT-EMAT is yes.

(c)⇒ (b). Obvious.

(b) ⇒ (a). Since the answer to NOT-PMAT is yes, there existx ∈ <n, w+ ∈ <n,

w− ∈ <n andz ∈ < such thatu given by (3) is nonzero and satisfiesu ◦ Mu ≤ 0.
Then, (1) yields

x ◦ (x− ze) ≤ 0,
w+ ◦ (Ax+w+) ≤ 0,

w− ◦ (−Ax+w−) ≤ 0,
z(2eTw+ + 2eTw− + (2γ − 1)z) ≤ 0.

(6)

If z= 0, then (6) would implyx ◦ x ≤ 0 sox = 0 andw+ ◦w+ ≤ 0, w− ◦w− ≤ 0, so
w+ = w− = 0, contradictingu 6= 0. Thusz 6= 0. Then, dividing the inequalities in (6)
by z2 and denotingx′ := x/z,w′+ := w+/z,w′− := w−/z, we obtain

x′ ◦ (x′ − e) ≤ 0,
w′+ ◦ (Ax′ +w′+) ≤ 0,

w′− ◦ (−Ax′ +w′−) ≤ 0,
2eTw′+ + 2eTw′− + 2γ − 1≤ 0.

(7)

For eachi ∈ {1, ...,n}with [Ax′]i ≤ 0,[w′+]i ([Ax′]i+[w′+]i ) ≤ 0 implies 0≤ [w′+]i ≤−[Ax′]i and[w′−]i (−[Ax′]i + [w′−]i ) ≤ 0 implies[Ax′]i ≤ [w′−]i ≤ 0. Thus,

−|[Ax′]i | = [Ax′]i ≤ [w′+]i + [w′−]i . (8)

Similarly, for eachi ∈ {1, ...,n} with −[Ax′]i ≤ 0, [w′+]i ([Ax′]i + [w′+]i ) ≤ 0 implies
−[Ax′]i ≤ [w′+]i ≤ 0 and[w′−]i (−[Ax′]i + [w′−]i ) ≤ 0 implies 0≤ [w′−]i ≤ [Ax′]i .
Thus,

−|[Ax′]i | = −[Ax′]i ≤ [w′+]i + [w′−]i . (9)
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Then, (8), (9) and the last inequality of (7) yield

−‖Ax′‖1 = −
n∑

i=1

|[Ax′]i | ≤
n∑

i=1

[w′+]i + [w′−]i = eTw′+ + eTw′− ≤ −γ + 1/2.

Thus,‖Ax′‖1 ≥ γ − 1/2, implyingα := maxy∈[0,1]n ‖Ay‖1 ≥ γ − 1/2. Sincey 7→
‖Ay‖1 is a convex function, its maximum value is attained at a vertex of[0,1]n, soα is
an integer. Then it must be thatα ≥ γ , so there existsx ∈ <n satisfying (2). Thus the
answer to [0,1]PARMAX1 is yes.

(d) ⇒ (a). Since the answer to NOT-EMAT is yes, there existx ∈ <n, w+ ∈ <n,

w− ∈ <n andz ∈ < such thatu given by (3) is nonzero and satisfiesu ◦ M′u ≤ 0
andu ≥ 0. Then, as in the proof of (b)⇒ (a), we obtain thatz > 0 andx′ := x/z,
w′+ := w+/z, w′− := w−/z are nonnegative and satisfy

x′ ◦ (x′ − e) ≤ 0,
w′+ ◦ (Ax′ +w′+) ≤ 0,

w′− ◦ (−Ax′ +w′−) ≤ 0,
−eTw′+ − eTw′− + γ ≤ 0.

(10)

For eachi ∈ {1, ...,n} with [Ax′]i ≤ 0, [w′+]i ([Ax′]i + [w′+]i ) ≤ 0 implies 0≤
[w′+]i ≤ −[Ax′]i and[w′−]i (−[Ax′]i + [w′−]i ) ≤ 0 implies[Ax′]i ≤ [w′−]i ≤ 0. Since
[w′−]i ≥ 0, the latter implies[w′−]i = 0. Thus,

−|[Ax′]i | = [Ax′]i ≤ −[w′+]i = −[w′+]i − [w′−]i . (11)

Similarly, for eachi ∈ {1, ...,n} with −[Ax′]i ≤ 0, [w′+]i ([Ax′]i + [w′+]i ) ≤ 0 implies
−[Ax′]i ≤ [w′+]i ≤ 0 and[w′−]i (−[Ax′]i + [w′−]i ) ≤ 0 implies 0≤ [w′−]i ≤ [Ax′]i .
Since[w′+]i ≥ 0, the former implies[w′+]i = 0. Thus,

−|[Ax′]i | = −[Ax′]i ≤ −[w′−]i = −[w′+]i − [w′−]i . (12)

Then, (11), (12) and the last inequality of (10) imply

−‖Ax′‖1 = −
n∑

i=1

|[Ax′]i | ≤
n∑

i=1

(−[w′+]i − [w′−]i ) = −eTw′+ − eTw′− ≤ −γ.

Thus,‖Ax′‖1 ≥ γ . Also, the first inequality in (10) implies 0≤ x′ ≤ e. Thus,x′
satisfies (2), so the answer to [0,1]PARMAX1 is yes.

Notice that the matrixM differs from the matrixM′ in the sign of two terms in their
last row. The positive sign of the terms inM is needed to prove (b)⇒ (a), while the
negative sign of the terms inM′ is needed to prove (a)⇒ (d). We do not know if it is
possible to use a single matrix to prove both.

Corollary 1. The problemsNOT-PMAT, NOT-CSMAT, NOT-EMAT areNP-complete.
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Proof. Suppose the answer to NOT-EMAT with instancem,M is yes. Then there exists
nonzerou ∈ <m satisfyingu ◦ Mu ≤ 0 andu ≥ 0. Thus, there existl ∈ {1, ...,m} and
J ⊆ {1, ...,m} such that the linear system

ul ≥ 1,

{
ui ≥ 0,

[Mu]i ≤ 0,

}
∀i ∈ J,

{
ui = 0,

[Mu]i ≥ 0,

}
∀i 6∈ J,

has a solution. Any vertex solutionu∗ has size polynomially bounded by the size ofM
(e.g., [16, p. 30]) and satisfiesu∗ ◦ Mu∗ ≤ 0 and 06= u∗ ≥ 0, sou∗ is a certificate for
the yes answer. Thus NOT-EMAT is inNP. Similar arguments show that NOT-PMAT,
and NOT-CSMAT are also inNP. [For NOT-PMAT, we can alternatively check that
a given principal submatrix ofM has nonpositive determinant, which is computable in
polynomial time, e.g., [16, §3], [7].]

Since the size (number of bits in the binary representation) ofm,M,M′ given by (1)
is a polynomial in the size ofn, γ, A, it then follows from Thm. 1 andNP-completeness
of [0,1]PARMAX1 that NOT-PMAT, NOT-CSMAT, NOT-EMAT areNP-complete.

3. P0- and semimonotone matrices

We formally state below the decision problems forP0-matrices [6,11,12] and for the
classE0 of semimonotonematrices [6, p. 184], [12, p. 227]. We show these two problems
areNP-complete by reduction from, respectively, NOT-PMAT and NOT-EMAT.

NOT-P0MAT
Instance: Positive integerm and anm×m matrix N with integer entries.
Question: Does there exist a principal submatrix ofN whose determinant is negative?

NOT-E0MAT
Instance: Positive integerm and anm×m matrix N with integer entries.
Question: Does there exist nonzerou ∈ <m satisfyingu ≥ 0 and, for eachi ∈ {1, ...,m},
eitherui = 0 or [Nu]i < 0?

Theorem 2. Consider positive integerm and anm×m matrix M with integer entries.
Letµ be the maximum absolute value of the entries ofM. Let

N := νM − I, ν := m2m−11, 1 := (mµ)m,
N′ := ν′M − I, ν′ := (m(µ+ 1))m.

(13)

(1 is an upper bound on the absolute value of the principal minors ofM.) Then the
following statements (a) and (b) are equivalent, and the following statements (c) and
(d) are equivalent:

(a) The answer toNOT-PMAT with instancem,M is no.
(b) The answer toNOT-P0MATwith instancem, N is no.
(c) The answer toNOT-EMAT with instancem,M is no.
(d) The answer toNOT-E0MAT with instancem, N′ is no.
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Proof. (b)⇒ (a). Since the answer to NOT-P0MAT is no, thenN is a P0-matrix and,
by (13) and its property (e.g., [6, Thm. 3.4.2]),M is a P-matrix. Thus, the answer to
NOT-PMAT is no.

(a)⇒ (b). Since the answer to NOT-PMAT is no, thenM is a P-matrix, i.e., for each
nonemptyJ ⊆ {1, ...,m}, we have det[MJJ] > 0. SinceMJJ has integer entries, this
implies det[MJJ] ≥ 1. Also,1 is an upper bound on the absolute value of the principal
minors ofM [16, p. 195]. This together with (13) and (2.2.1) in [6] imply

det[NJJ] = det[νMJJ − I JJ]
=
∑
K⊆J

det[νMKK ]det[−I J\K J\K]

=
∑
K⊆J

ν|K |det[MKK ](−1)|J|−|K |

= ν|J|det[MJJ] +
∑
K⊂J

ν|K |det[MKK ](−1)|J|−|K |

≥ ν|J| −
∑
K⊂J

ν|K |1

= ν|J| −
|J|−1∑
k=0

(|J|
k

)
νk1

≥ ν|J| − |J|
|J|−1∑
k=0

(|J| − 1

k

)
νk1

= ν|J| − |J|(1+ ν)|J|−11

> ν|J| − |J|(2ν)|J|−11

= ν|J|−1(ν − |J|2|J|−11).

Since |J| ≤ m, (13) implies the right-hand side is nonnegative. Thus, all principal
minors ofN are nonnegative, so the answer to NOT-P0MAT is no.

(d)⇒ (c). Since the answer to NOT-E0MAT is no, thenN′ is in E0. So, for each nonzero
u ∈ <m with u ≥ 0, there existsk ∈ {1, ...,m} such thatuk > 0 and[N′u]k ≥ 0,
implying from (13) that

[Mu]k = ([N′u]k + uk)/ν
′ > 0.

HenceM is in E. Thus, the answer to NOT-EMAT is no.

(c)⇒ (d). Since the answer to NOT-EMAT is no, thenM is in E. So, for each nonzero
u ∈ <m with u ≥ 0, there existsk ∈ {1, ...,m} such thatuk > 0 and[Mu]k > 0,
implying that the minimum valueδ of

f(u) := max
i=1,...,m

min{ui , [Mu]i },
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subject tou ≥ 0 and‖u‖∞ = 1, is positive. For eachu ∈ <m, there existsl ∈ {1, ...,m}
andJ ⊆ {1, ...,m} such that either (i)f(u) = ul and

ul ≤ [Mu]l ,
{

ul ≥ u j

[Mu] j ≥ u j

}
∀ j ∈ J,

{
ul ≥ [Mu] j
u j ≥ [Mu] j

}
∀ j 6∈ J, (14)

or (ii) f(u) = [Mu]l and

[Mu]l ≤ ul ,

{ [Mu]l ≥ u j

[Mu] j ≥ u j

}
∀ j ∈ J,

{ [Mu]l ≥ [Mu] j
u j ≥ [Mu] j

}
∀ j 6∈ J. (15)

Thus,

δ = min
u≥0,‖u‖∞=1

f(u)

= min
k=1,...,m

min
0≤u≤e,uk=1

f(u)

= min
k,l=1,...,m
J⊆{1,...,m}

min

min ul
s.t. 0≤ u ≤ e

uk = 1, (14)
,

min [Mu]l
s.t. 0≤ u ≤ e

uk = 1, (15)

 . (16)

For eachk, l, J, each of the two minimizations inside the braces is a linear program with
constraint matrix entries of maximum absolute valueµ+ 1. Letu∗ be an optimal basic
solution of either linear program. Then, by Cramer’s rule, each entry ofu∗ is of the form
p/q, wherep is an integer, andq is the determinant of a nonsingular submatrix of the
constraint matrix of the linear program. Sinceν′ is an upper bound on the determinant of
anyk×k (k ≤ m) submatrix with integer entries of maximum absolute valueµ+1 [16,
p. 195], thenq ≤ ν′, implying u∗l ≥ 1/ν′ and[Mu∗]l ≥ 1/ν′. By (16),δ ≥ 1/ν′. Thus,
for each nonzerou ∈ <m with u ≥ 0, there existsl ∈ {1, ...,m} such thatul ≥ ‖u‖∞/ν′
and[Mu]l ≥ ‖u‖∞/ν′, implying from (13) that

[N′u]l = ν′[Mu]l − ul ≥ ‖u‖∞ − ul ≥ 0.

HenceN′ is in E0. Thus, the answer to NOT-E0MAT is no.

Corollary 2. The problemsNOT-P0MATandNOT-E0MAT are NP-complete.

Proof. By similar arguments as in the proof of Cor. 1, we have that NOT-P0MAT and
NOT-E0MAT are inNP. Also, the size ofN, N′ given by (13) is a polynomial in the size
of m,M. It then follows from Thm. 2 and Cor. 1 that NOT-P0MAT and NOT-E0MAT
areNP-complete.

4. R0- and nondegenerate matrices

By definition, anm×m real matrixM is degenerate if and only if there exists nonempty
J ⊆ {1, ...,m} such thatMJJ is singular [6,12]. SinceMJJ is singular if and only if there
exists nonzerou ∈ <m satisfyingMJJuJ = 0 andui = 0 for all i 6∈ J, this is equivalent
to the existence of a nonzerou ∈ <m satisfyingu ◦ Mu = 0. Also, by definition,M is
notanR0-matrix if and only if there exists a nonzerou ∈ <m satisfyingu ≥ 0, Mu ≥ 0,
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andu ◦ Mu = 0 [6, p. 180], [12, p. 229]. We formally state the corresponding decision
problems below.

NOT-R0MAT
Instance: Positive integerm and anm×m matrix M with integer entries.
Question: Does there exist nonzerou ∈ <m satisfyingu ◦ Mu = 0, u ≥ 0, Mu ≥ 0?

DEGMAT
Instance: Positive integerm and anm×m matrix M with integer entries.
Question: Does there exist nonzerou ∈ <m satisfyingu ◦ Mu = 0?

The reduction, similar to one used by Chandrasekaran et al., is from the following
integer knapsack problem, known to beNP-complete [10, p. 247].

KNAPSACK
Instance: Positive integersn andb; an integer vectora in <n.
Question: Does there existx ∈ {0,1}n satisfyingaT x = b?

Theorem 3. Consider positive integersn andb, and integer vectora in <n. Let

m := n+ 1, M :=
[ −I e
−aT b

]
, (17)

wheree := [1 · · · 1]T . The following statements are equivalent:

(a) The answer toKNAPSACK with instancen,b,a is yes.
(b) The answer toNOT-R0MAT with instancem,M is yes.
(c) The answer toDEGMAT with instancem,M is yes.

Proof. (a)⇒ (b). Since the answer to KNAPSACK is yes, there existsx ∈ {0,1}n
satisfyingaT x = b. Then, x ◦ (x − e) = 0, so u := [

x
1

]
is nonzero and satisfies

u ◦ Mu = 0. Also, by construction,u ≥ 0 andMu = [ e−x
0

] ≥ 0. Thus the answer to
NOT-R0MAT is yes.

(b)⇒ (c). Obvious.

(c)⇒ (a). Since the answer to DEGMAT is yes, there existx ∈ <n andz ∈ < such that
u := [ x

z

]
is nonzero and satisfiesu ◦ Mu = 0. Using (17), this can be rewritten as

x ◦ (ze− x) = 0, z(zb− aT x) = 0. (18)

If z= 0, then (18) would implyx ◦ x = 0, sox = 0, contradictingu 6= 0. Thusz 6= 0.
Then, dividing the inequalities in (18) byz2 and lettingx′ := x/z, we obtain

x′ ◦ (e− x′) = 0, b− aT x′ = 0.

The first equation impliesx′ ∈ {0,1}n. Thus, the answer to KNAPSACK is yes.

Corollary 3. The problemsNOT-R0MAT, DEGMAT are NP-complete.

Proof. By a similar argument as in the proof of Cor. 1, we have that NOT-R0MAT and
DEGMAT are inNP.

Since the size ofm,M given by (17) is a polynomial in the size ofn,b,a, it then
follows from Thm. 3 and theNP-completeness of KNAPSACK that NOT-R0MAT and
DEGMAT areNP-complete.
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5. Further questions

There remain a number of matrix classes, described in [6,11,12], for which complexity
of the corresponding decision problem is unknown. Two good examples are the classes
of Q- andQ0-matrices.
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