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Abstract
First-order primal-dual methods are appealing for their low memory overhead, fast
iterations, and effective parallelization. However, they are often slow at finding high
accuracy solutions, which creates a barrier to their use in traditional linear program-
ming (LP) applications. This paper exploits the sharpness of primal-dual formulations
of LP instances to achieve linear convergence using restarts in a general setting that
applies to alternating direction method of multipliers (ADMM), primal-dual hybrid
gradient method (PDHG) and extragradient method (EGM). In the special case of
PDHG, without restarts we show an iteration count lower bound of �(κ2 log(1/ε)),
while with restarts we show an iteration count upper bound of O(κ log(1/ε)), where
κ is a condition number and ε is the desired accuracy. Moreover, the upper bound
is optimal for a wide class of primal-dual methods, and applies to the strictly more
general class of sharp primal-dual problems. We develop an adaptive restart scheme
and verify that restarts significantly improve the ability of PDHG, EGM, and ADMM
to find high accuracy solutions to LP problems.
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1 Introduction

Linear programming (LP) is a fundamental tool in operations research, with applica-
tions in transportation, scheduling, inventory control, revenue management [4, 10, 16,
35, 50, 53]. An LP problem with n variables and m constraints in standard form is

min
x∈Rn

c�x

subject to: Ax = b

x ≥ 0 ,

where R denotes the set of real numbers.
Currently,most practitioners solve LP problemswith either simplex [18] or interior-

point methods [41]. There are excellent reasons for this, namely that both methods
typically find highly accurate solutions in a reasonable amount of time, and reliable
implementations are widely available. While the two methods are quite different, both
exactly solve linear system subproblems using factorizations (i.e., matrix inversion).
These factorizations can be extremely fast, even for large problems. However, there
are some drawbacks of relying on methods that use factorizations. Factorization speed
heavily depends on the sparsity pattern of the linear systems, and in some examples,
can be very slow. Moreover, for large enough problems, factorizations will run out of
memory, even when the original problem data can fit into memory. Finally, factoriza-
tions are challenging to parallelize or distribute across multiple machines.

For this reason, there is a recent interest in developing methods for LP that forgo
factorizations and instead use matrix–vector multiplies [5, 7, 8, 32, 45, 49]. Methods
built on matrix–vector multiplication have many computationally appealing aspects.
For example, they are readily parallelized or distributed across multiple machines.
Moreover, their memory footprint is almost the same as the original problem data, and
eachmatrix–vector multiply is reliably fast. Because of these fundamental differences,
Nesterov [58] categorizes optimization methods that use factorizations as capable of
handling medium-scale problems, and those that instead use matrix–vector multiplies
as capable of handling large-scale problems.

A major reason why methods based on matrix–vector multiplies remain unsuitable
replacements for factorization-based methods for LP is that they often struggle to
obtainmoderate to high accuracy solutions in a reasonable time-frame [32]. This paper
attempts to tackle this issue in an important setting: first-order primal-dual methods
for LP. Primal-dual methods solve:

min
x∈X max

y∈Y L(x, y) , (1)

where L(x, y) is differentiable, convex in x and concave in y, and X ,Y are closed
convex sets. For notational convenience, we denote z = (x, y) as the primal-dual
variables and Z = X × Y as the feasible region. Furthermore, denote

F(z) =
( ∇xL(x, y)

−∇yL(x, y)

)
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as the first-order derivatives of L(x, y). Throughout the paper, we assume the feasible
region of (1) is non-empty and that (1) has a bounded optimal value,which are standard
assumptions in the convex optimization literature [61].1. Well-known primal-dual
methods include proximal pointmethod (PPM) [74], extragradientmethod (EGM) [43,
77], primal-dual hybrid gradient (PDHG) [14], and alternating direction method of
multipliers (ADMM) [21]. We can solve LP problems with primal-dual methods by
writing them in the form:

min
x≥0

max
y∈Rm

L(x, y) = c�x + y�b − y�Ax . (2)

To obtain high accuracy solutions for (2), our key idea is to use restarts and sharpness.
A restart feeds the output of an algorithm back in as input; a restart scheme will restart
an algorithm whenever certain criteria are met. Sharpness presents a lower bound
on the objective function growth in terms of the distance to the optimal solution set.
Restart schemes and sharpness conditions are well-studied in the context of uncon-
strained minimization [64, 73, 78]. In this context they can improve the theoretical and
practical convergence of minimization algorithms to high accuracy solutions. We ana-
lyze restarts in a different context: primal-dual methods for solving sharp primal-dual
problems, such as those derived from LP, obtaining similar improvements.

1.1 Contributions

The contributions of the paper can be summarized as follow:

• We introduce a sharpness condition of primal-dual problems, and show LP prob-
lems are sharp.

• We propose restarted algorithms for solving sharp primal-dual problems, and
present their linear convergence rates. Their linear convergence rate matches the
lower bound for a general class of primal-dual methods.

• We analyze primal-dual hybrid gradient without restarts and show that it is slower
than its restarted variant on bilinear problems.

• We present an adaptive restart scheme that requires no hyperparameter searching
over restart lengths. Numerical experiments showcase the effectiveness of our
scheme.

While not a contribution of this paper, a subsequent computational study [5] eval-
uates a method named PDLP, which builds on top of the theory in the present paper
by implementing a restarted version of PDHG with various additional enhancements.
The study shows that adaptive restarts contribute significantly to PDLP’s ability to
solve a wide variety of benchmark LP problems to high levels of accuracy (see Sec-
tion C.2 in [5]). Applegate et al. [5] includes an open source Julia prototype of PDLP.2

1 A robust algorithm for LP would need to detect violations of this assumption, i.e., when the problem is
infeasible or unbounded. We refer readers to [6] to understand the behavior of primal-dual methods when
applied to infeasible or unbounded LP problems.
2 https://github.com/google-research/FirstOrderLp.jl.
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More recently, a C++ version of PDLP was released within the open source OR-Tools
library.3

There are two concepts we introduce to facilitate our implementation and analysis:
the normalized duality gap and sharpness.

1.2 Normalized duality gap

The traditional metric for measuring solution quality for primal-dual problems is the
primal-dual gap [14, 57] defined as

max
ẑ∈Z

{L(x, ŷ) − L(x̂, y)} (3)

where for brevity we denote (x̂, ŷ) = ẑ. A solution to (1) has zero primal-dual gap.
However, when the feasible region is unbounded, such as in LP (2), this quantity can
be infinite. For this reason, for unbounded problems, we cannot provide convergence
guarantees on this quantity. This makes it a poor progress metric. To overcome this
issue we introduce the normalized duality gap:

ρr (z):=maxẑ∈Wr (z){L(x, ŷ) − L(x̂, y)}
r

, (4a)

where Wr (z):={ẑ ∈ Z | ‖z − ẑ‖ ≤ r} is the ball centered at z with radius r ∈ (0,∞)

intersected with the set Z , and ‖ · ‖ is a carefully selected semi-norm on Z . If r = 0
then for completeness we define4:

ρ0(z):= lim sup
r→0+

ρr (z). (4b)

Similar to primal-dual gap, we show the normalized duality gap attains zero if and
only if it is evaluated at a solution to (1). Unlike the primal-dual gap, if ‖ · ‖ is a
norm, then the normalized duality gap ρr (z) is always finite at any point z ∈ Z with
r ∈ (0,∞).

The normalized duality gap plays two roles in our work. The first is that it is used
as a potential function in our restart scheme. In particular, our adaptive restarts are
triggered by constant factor reductions in the normalized duality gap. Secondly, it
forms the foundations of our analysis for restart schemes and is directly involved in
our definition of sharpness for primal-dual problems.

1.3 Sharpness for primal-dual problems

Sharpness, first introduced by Polyak [68], has been an important concept and a useful
analytical tool in convex minimization. For a given function f , we say f is α-sharp if

3 https://developers.google.com/optimization.
4 The RHS of (4b) is well-defined because lim sup always exists [76, Section 5.3]. Later we show
(Proposition 5) that ρr (z) is monotonically non-increasing in r ∈ (0, ∞) for fixed z which means that
ρ0(z) = lim supr→0+ ρr (z) = limr→0+ ρr (z) < ∞.
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it holds for any z ∈ Z that

f (z) − f � ≥ αdist(z, Z�) , (5)

where Z� is the set of minima of the function f , f � is the optimal function value, and
dist(z, Z):= inf ẑ∈Z ‖z − ẑ‖. When f is Lipschitz continuous, convex and sharp, it is
well-known that restarted sub-gradient descent obtains linear convergence. In contrast,
without sharpness it obtains a slow sublinear rate [78]. In this work, we generalize
sharpness from minimization problems to primal-dual problems (1). Informally, we
say a primal-dual problem is sharp if and only if the normalized duality gap ρr (z)
is sharp as per (5) with f = ρr . This condition is satisfied by LP problems, and the
sharpness constant is proportional to the inverse of the Hoffman constant [38] of the
matrix that forms the KKT conditions.

1.4 Notation

LetN denote the set of natural numbers (starting from one). Let log(·) and exp(·) refer
to the natural log and exponential function respectively. Let σmin(·), σ+

min(·), σmax(·)
denote the minimum singular value, minimum nonzero singular value and maximum

singular value of a matrix. Let ‖z‖2 =
√∑

j z
2
j be the 	2 norm of z. For a bounded

set S ⊆ Z , diam(S) denotes the diameter of S, i.e., diam(S):= sups,s′∈S ‖s − s′‖.
The remainder of this section discusses related literature. In Sect. 2, we present a
unified viewpoint of the sublinear rate of classic primal-dual algorithms. In Sect. 3, we
discuss the basic properties and examples of sharp primal-dual problems. In Sect. 4, we
present two restart schemes: fixed frequency restarts and adaptive restarts, and prove
the linear convergence of both algorithms. In Sect. 5, we consider the special case of
bilinear problems. In this setting, we show restarts obtain optimal convergence rates
and that standard PDHG is provably slower than restarted PDHG for solving bilinear
problems. In Sect. 6, we present efficient algorithms to compute the normalized duality
gap. In Sect. 7, we present numerical experiments that showcase the effectiveness of
our proposed restart schemes.

1.5 Related literature

1.5.1 Convex–convave primal-dual problems

The study of convex-concave primal-dual problems has a long history. Convex-
concave primal-dual problems are a special case of monotone variational inequalities.
In his seminal work [74], Rockafellar studied PPM for solving monotone variational
inequalities. Later on, Tseng [77] shows that both PPM and EGM have a linear con-
vergence rate for solving variational inequalities when certain complicated conditions
are satisfied, and these conditions are satisfied for solving strongly-convex-strongly-
concave primal-dual problems. In 2004, Nemirovski [57] proposed the Mirror Prox
algorithm (a special selection of the prox function recovers EGM), which first showed
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that EGM has O( 1
ε
) sub-linear convergence rate for solving convex-concave primal-

dual problems over a bounded and compact set.
There are several works that study the special case of (1) when the primal-dual

function has bilinear interaction terms, i.e.,L(x, y) = f (x)+x�By−g(y)where f (·)
and g(·) are both convex functions. Algorithms for solving these bilinear interaction
problems include Douglas–Rachford splitting (a special case is Alternating Direction
Method of Multipliers (ADMM)) [21, 22] and Primal-Dual Hybrid Gradient Method
(PDHG) [14].

The linear convergence of primal-dual methods is widely studied. Daskalakis et al.
[19] studies the Optimistic Gradient Descent Ascent (OGDA), designed for training
GANs, and shows that OGDA converges linearly for bilinear problems L(x, y) =
x�Ay with a full rank matrix A. Mokhtari et al. [56] shows that OGDA and EGM
both approximate PPM (indeed, the fact that EGM is an approximation to PPM was
first shown in Nemirovski’s earlier work [57]). They further show that these three
algorithms have a linear convergence rate when L(x, y) is strongly-convex strongly-
concave or when L(x, y) = x�Ay is bilinear with a square and full rank matrix. Lu
[51] presents an ODE framework to analyze the dynamics of unconstrained primal-
dual algorithms, yielding tight conditions under which different algorithms exhibit
linear convergence, including bilinear problems with nonsingular A. Eckstein and
Bertsekas [23] use a variant of ADMM to solve LP problems and show the linear
convergence of their method. More recently, [44, 46] show that many primal-dual
algorithms, including PDHG and ADMM, have eventual linear convergence when
applied to LP problems satisfying a non-degeneracy condition. Very recently, for
PDHG on LP problems, linear convergence is established without requiring a non-
degeneracy assumption [1].

However, not all linear convergence rates are equal. For example, it is well known
that both gradient descent and accelerated gradient descent (AGD) obtain linear con-
vergence on smooth, strongly convex functions. However, the gradient descent bound
is O(L/θ log(1/ε)) and accelerated gradient descent’s bound is O(

√
L/θ log(1/ε))

where L is the smoothness and θ is strong convexity parameter [61]. Therefore, accel-
erated gradient descent has a better dependence on the condition number (i.e., the ratio
between θ and L) by a square root factor. This significant improvement is seen in prac-
tice too. A similar phenomena occurs for PDHGwhere we show for bilinear problems,
the dependency on the condition number improves by a square root with introduction
of restarts. We also show that, in practice, restarts improve the performance of PDHG.
A more detailed discussion of this issue and related literature appears in Sect. 5.

1.5.2 Sharpness conditions

The concept of sharpness of aminimization problemwas first proposed by Polyak [68]
in 1970s. The original work by Polyak assumes the optimal solution set is a singleton.
This work was then generalized by Burke and Ferris [12] to include the possibil-
ity of multiple optima. The early work on sharp minimization problems focused on
analyzing the finite termination of certain algorithms, for example, projected gradi-
ent descent [69], proximal-point method [26], and Newton’s method [13]. Sharpness
of monotone variational inequalities with bounded feasible regions was studied by
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Marcotte and Zhu [54], and they focused on the finite convergence of a two-stage algo-
rithm. Notice the primal-dual problem (1) is a special case of a variational inequality
(VI) [36]. Indeed, when the feasible region is bounded, the sharpness of primal-dual
problems we propose, translating to VI form, is equivalent to the sharpness of varia-
tional inequalities up to a constant. Our results generalize the concept for unbounded
regions (when translating to VI). More recently, sharpness plays an important role
for developing faster convergence rates for first-order methods. In particular, linear
convergence for subgradient (restarted) descent on sharp non-smooth functions [78]
and sharp non-convex (weakly-convex) minimization [20]. Finally, similar to strong
convexity, sharpness provides a lower bound on the optimality gap in distance to opti-
mality. Both sharpness and strong convexity can be viewed as error bound conditions
with different parameters [73].

1.5.3 Restart schemes

Restarting is a powerful technique in continuous optimization that can improve the
practical and theoretical convergence of a base algorithm [67]. The approach does not
require modifications to the base algorithm, and thus is in general easy to incorpo-
rate within standard implementations. Recently, there have been extensive work on
this technique, in smooth convex optimization [64, 73], non-smooth convex optimiza-
tion [27, 78], and stochastic convex optimization [40, 47, 75]. Many of the previous
works require estimating algorithmic parameters such as the strong convexity constant.
This estimation often requires computationally intensive hyperparameter searches. An
important topic is to avoid this estimation by developing adaptivemethods, whichwere
well-studied for accelerated gradient descent [2, 25, 30, 48, 60, 64]. In this paper, we
present two restart schemes for primal-dual methods: fixed frequency restarts and
adaptive restarts, where the former needs an estimation of the sharpness constant,
while the latter does not.

1.5.4 Hoffman constant

The Hoffman constant [38], upper bounds the ratio between the distance to a non-
empty polyhedron and the corresponding constraint violation. More formally, for a
givennon-emptypolyhedron P = {z ∈ R

n+m | Kz ≥ h}, theHoffmanconstant H(K )

satisfies dist(z, P) ≤ H(K )‖(h− Kz)+‖ for all z. The Hoffman constant can also be
viewed as the inverse of the sharpness constant of the function f (z) = ‖(h − Kz)+‖,
namely,

f (z) − f � ≥ 1

H(K )
dist(z, Z�)

by noticing the minimal objective is f � = 0 when the polyhedron is non-empty. Fur-
thermore, there is a natural connection between the Hoffman constant and Renegar’s
condition number [71, 72], which measures the distance to ill-posedness of a system
of linear inequalities. The Hoffman constant also characterizes the inherent difficulty
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to solve a system of linear inequalities, and plays an important role in establishing the
convergence properties of many optimization methods [34, 52, 66, 72].

1.5.5 Concurrent work

After posting the first version of our manuscript, we noticed a concurrent and indepen-
dent work [24]. This work presents a new regularity condition of primal-dual problems
called quadratic error bound of the smoothed gap (QEB). Furthermore, [24] shows
that LP problems satisfy QEB, and restarted PDHGhas linear convergence under QEB
condition if the QEB parameter is known to the user. Our condition is different from
theQEB condition as it involves the sharpness of the normalized duality gap. Contribu-
tions of our paper that do not appear in [24] include: (i) we present an adaptive scheme
that achieves the optimal convergence rate without knowing the sharpness parameter;
(ii) we provide a lower bound that proves our restarted algorithms achieve the optimal
linear convergence rate under our sharpness condition, whereas it is unclear whether
the algorithms presented in [24] are optimal in their setting; (iii) our analysis applies
to a variety of primal-dual algorithms including PPM, EGM, ADMM and PDHG,
whereas [24] focuses on PDHG. On the other hand, contributions of [24] that do not
appear in our paper include that (i) our sharpness condition is tied to LP, while the
QEB condition is possibly more general; (ii) we show the linear convergence of the
current iterate only in the bilinear setting whereas [24] analyzes the linear convergence
of the current iterate under the QEB condition.

2 A unified viewpoint of the sublinear ergodic convergence rate of
primal-dual algorithms

While there have been recent works on studying the last iterations of primal-dual
algorithms [17], many previous convergence bounds for primal-dual problems (1) are
with respect to the average over the algorithm’s iterates [15, 37, 57]. This bound is
known as the algorithm’s ergodic convergence rate. In this section, we discuss a unified
viewpoint of the sublinear ergodic convergence rate for classic primal-dual algorithms,
which we will later use to develop the analysis for our restart schemes.

We consider a generic class of primal-dual algorithms for primal-dual problems
starting from t = 0 with iterate update

zt+1, ẑt+1 = PrimalDualStep(zt , η) , (6)

where zt is the iterate solution at time t , zt+1 is the iterate solution at time t + 1, ẑt+1

is the target solution at time t + 1, and η ∈ (0,∞) is the step size of the algorithm. As
we will see later, the convergence guarantee of some primal-dual algorithms may not
be on the iterate solution zt ; hence, we introduce the target solution ẑt . The output of
the algorithm is a function of target sequence ẑ1, . . . , ẑt , and for the standard ergodic
rate it is the average of target solutions, namely, z̄t = 1

t

∑t
j=1 ẑ

i . Here we discuss
four classic primal-dual algorithms that can be represented as (6):
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• (Proximal point method) Proximal point method (PPM) [74] is a classic algorithm
for solving (1). The update can be written as:

ẑt+1 = zt+1 =
(
xt+1, yt+1

)
∈ argmin

x∈X max
y∈Y L(x, y)

+ 1

2η
‖x − xt‖22 − 1

2η
‖y − yt‖22 . (7)

• (Extragradient method) Extragradient method [77] (a special case of mirror
prox [57]) is another classic method for solving (1). It is an approximation of
PPM [57]. The update can be written as:

ẑt+1 ∈ argmin
z∈Z

{
F(zt )�z + 1

2η
‖z − zt‖22

}

zt+1 ∈ argmin
z∈Z

{
F(ẑt+1)�z + 1

2η
‖z − zt‖22

}
.

(8)

For this method, we assume F(z) is L-Lipschitz continuous.
• (Primal-dual hybrid gradient) Primal-dual hybrid gradient (also called Chambolle
and Pock method) targets primal-dual problems with bilinear interaction term,
namely, L(x, y) = f (x) + y�Ax − g(y), and it is widely used in image process-
ing [14, 15]. The update can be written as5:

xt+1 ∈ argmin
x∈X

f (x) + (yt )�Ax + 1

2η
‖x − xt‖22

yt+1 ∈ argmin
y∈Y

g(y) − y�A(2xt+1 − xt ) + 1

2η
‖y − yt‖22

ẑt+1 = zt+1 = (xt+1, yt+1) .

(9)

• (Alternating directionmethod ofmultipliers) Alternating directionmethod ofmul-
tipliers (ADMM) [11, 21, 22, 37] targets linearly constrained convex optimization

5 PDHG is often presented in a form with different primal and dual step sizes [14, 15]. Here, we choose
to use the same primal and dual step size for consistent notation with other primal-dual algorithms. Our
results can easily extend to the case of different step sizes by rescaling. In particular, by setting η = √

στ

and defining a rescaled space: (x̂, ŷ) = (x
√

η/τ , y
√

η/σ) where τ ∈ (0, ∞) is the desired primal step
and σ ∈ (0, ∞) is the desired dual step size. Applying (9) to this rescaled space, i.e., replacing f (x)
with f̂ (x̂) = f (x̂/

√
η/τ), g(y) with ĝ(x̂) = g(ŷ/

√
η/σ), X with X̂ = {x√η/τ : x ∈ X}, Y with

Ŷ = {y√η/σ : y ∈ Y }, ‖x − xt‖ with ‖x̂ t − xt‖, and ‖y − yt‖ with ‖ŷt − yt‖, then substituting back
(x̂, ŷ) = (x

√
η/τ , y

√
η/σ) and (x̂ t , ŷt ) = (xt

√
η/τ , yt

√
η/σ) yields the classic PDHG update:

xt+1 ∈ argmin
x∈X

f (x) + (yt )�Ax + 1

2τ
‖x − xt‖22

yt+1 ∈ argmin
y∈Y

g(y) − y�A(2xt+1 − xt ) + 1

2σ
‖y − yt‖22 .
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problems with separable structure

min
xU∈XU ,xV ∈XV

θ1(xU ) + θ2(xV )

s.t. UxU + V xV = q ,

for which the Lagrangian becomes

min
x∈X max

y∈Y L(x, y) := θ(x) − y� (U V
) (xU

xV

)
+ q�y , (10)

where x = (xU , xV ), θ(x) = θU (xU ) + θV (xV ), X = XU × XV , and Y = R
m .

The update of ADMM is

xt+1
U ∈ argmin

xU∈XU

{
θ1(xU ) + η

2

∥∥∥∥(UxU + V xtV − q
)− 1

η
yt
∥∥∥∥
2

2

}

xt+1
V ∈ argmin

xV ∈XV

{
θ2(xV ) + η

2

∥∥∥∥
(
Uxt+1

U + V xV − q
)

− 1

η
yt
∥∥∥∥
2

2

}

yt+1 = yt − η
(
Uxt+1

U + V xt+1
V − q

)

ẑt+1 =
(
xt+1
U , xt+1

V , yt − η
(
Uxt+1

U + V xtV − q
))

zt+1 =
(
xt+1
U , xt+1

V , yt+1
)

(11)

Although the above four classic primal-dual algorithms have different update rules
and may even target different primal-dual problems, it turns out they all satisfy the
following assumption, which provides a unified viewpoint of primal-dual algorithms
as well as a unified analysis on their ergodic rate.

Property 1 Consider a primal-dual algorithm with iterate update (6). There exists
C > 0 and a semi-norm ‖ · ‖ such that it holds for any t ∈ N and z ∈ Z that

L(x̂ t+1, y) − L(x, ŷt+1) ≤ C

2
‖z − zt‖2 − C

2
‖z − zt+1‖2 . (12)

Property 1 presents an upper bound on the primal-dual gap at the target solution ẑt+1.
Notice the RHS of (12) involves the iterate solution zt instead of the target solution ẑt ,
which is intentional. The next proposition shows how classic primal-dual algorithms
satisfy Property 1 as well as their corresponding constants C and semi-norms ‖ · ‖.
These are known results for individual algorithms; hereweprovide a unified viewpoint.

Proposition 1 PPM, EGM, PDHG and ADMM satisfy Property 1 with

• (PPM) C = 1
η
and Euclidean norm for any η > 0;

• (EGM) C = 1
η
and Euclidean norm for 0 < η ≤ 1

L ;
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• (PDHG) C = 1
η
and ‖z‖2 = z�Mz for 0 < η ≤ 1

σmax(A)
, where M =(

I −ηA�
−ηA I

)
;

• (ADMM) C = 1 and ‖z‖2 = z�Mz for η > 0, where M =
⎛
⎝0 0 0
0 ηV�V 0
0 0 1

η
I

⎞
⎠.

Proof (PPM) It follows from the optimality condition of (7) that for all z ∈ Z ,

〈
F(zt+1) + 1

η
(zt+1 − zt ), zt+1 − z

〉
≤ 0.

After rearranging the above inequality, we obtain

〈
F(zt+1), zt+1 − z

〉
≤ 1

2η
‖z − zt‖2

− 1

2η
‖z − zt+1‖2 − 1

2η
‖zt − zt+1‖2 ≤ 1

2η
‖z − zt‖2 − 1

2η
‖z − zt+1‖2.

Wefinish theproof forPPMbynoticingL(xt+1, y)−L(x, yt+1) ≤ 〈F(zt+1), zt+1 − z
〉
.

(EGM) See, for example, the proof of Theorem 3.2 in [57] (a simplified version of
the proof can be found in Theorem 18.2 in [63]).

(PDHG) See, for example, Lemma 1 and the proof of Theorem 1 in [15].
(ADMM) See, for example, Lemma 3.1 in [37]. �
The next proposition presents how to obtain the ergodic sublinear convergence rate

and non-expansiveness of primal-dual algorithms as a direct consequence of Property
1, whichwill be later used in developing the convergence results for our restart scheme.
Again, these are known results for each individual algorithm.

Proposition 2 Consider the sequences {ẑt , zt } generated from a generic primal-dual
algorithm with iterate update (6) and initial solution z0. Denote z̄t = 1

t

∑t
i=1 ẑ

i as
the average target solution. Suppose the primal-dual algorithm satisfies Property 1,
then it holds for any z� ∈ Z� and z ∈ Z that

i. (Non-expansiveness) ‖zt+1 − z�‖ ≤ ‖zt − z�‖.
ii. (Sublinear rate on the primal-dual gap) L(x̄ t , y) − L(x, ȳt ) ≤ C‖z−z0‖2

2t .

Proof First we prove i. By setting z = z� in (12) and rearranging the inequality, it
holds for any t that

‖z� − zt+1‖2 ≤ ‖z� − zt‖2 + 2

C
L(x�, ŷt+1) − 2

C
L(x̂ t+1, y�)

= ‖z� − zt‖2 + 2

C
L(x�, ŷt+1) − 2

C
L(x�, y�)

+ 2

C
L(x�, y�) − 2

C
L(x̂ t+1, y�)

≤ ‖z� − zt‖2 ,
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where the second inequality is because L(x�, y�) = minx L(x, y�) ≤ L(xt+1, y�)

and L(x�, y�) = maxy L(x�, y) ≥ L(x�, yt+1).
We now prove ii:

L(x̄ t , y) − L(x, ȳt ) ≤ 1

t

(
t∑

i=1

L(x̂ i , y) − L(x, ŷi )

)
≤ C

2t

(
‖z − z0‖2 − ‖z − z̄t‖2

)

≤ C‖z − z0‖2
2t

,

where the first inequality is from convexity-concavity ofL(x, y) and Jensen’s inequal-
ity, and the second inequality holds by summing up (12) over t and telescoping. �

The non-expansiveness in Proposition 2 implies that zt stays in a bounded region.
The next assumption assumes the target solution ẑt is not far away from either zt or
zt−1, thus ẑt also stays in a bounded region.

Property 2 There exists q > 0 such that for all t ∈ N either ‖ẑt −zt‖ ≤ qdist(zt , Z�),
or ‖ẑt − zt−1‖ ≤ qdist(zt , Z�).

The four classic primal-dual algorithms we discussed above satisfy Property 2:

Proposition 3 Under the same conditions as Proposition 1, PPM, EGM, PDHG and
ADMM satisfy Assumption 2 since

• (PPM) ẑt = zt for all t ∈ N, and therefore q = 0;
• (EGM) ‖ẑt − zt−1‖ ≤ 3dist(zt , Z�) for all t ∈ N, and therefore q = 3;
• (PDHG) ẑt = zt for all t ∈ N, and therefore q = 0;
• (ADMM) ‖ẑt − zt‖ ≤ 2dist(zt , Z�) for all t ∈ N, and therefore q = 2.

Proof Note that the results for PPM and PDHG hold immediately.
Proof for EGM. The proof for EGM is somewhat technical so we defer it to

“Appendix B”.
Proof for ADMM. Let z� = minz∈Z� ‖zt − z‖. By (11) we have x̂ t+1

U = xt+1
U ,

x̂ t+1
V = xt+1

V , and ŷt+1 = yt+1 + ηV (xt+1
V − xtV ). Therefore,

‖ẑt+1 − zt+1‖ =
√

(xt+1
V − xtV )�ηV�V (xt+1

V − xtV )

= ‖xt+1
V − xtV ‖ηV�V

≤ ‖zt+1 − zt‖
≤ ‖zt+1 − z�‖ + ‖zt − z�‖
≤ 2‖zt − z�‖ ,

where the last inequality uses Proposition i.. �
Property 3 captures the minimal algorithmic properties required for restart schemes

to achieve linear convergence, as shown in Sect. 4. This technical assumption essen-
tially states that the primal-dual algorithm imposes an order 1/t sublinear convergence
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on the decay of the normalized duality gap (Property i.) and the iterates do not move
too far away from the starting point (Property ii.). Proposition 4 demonstrates that if
Property 1 and 2 hold, then Property 3 also holds (with different parameters q and C),
so Property 3 holds for the classic primal-dual algorithms (PPM, EGM, PDHG and
ADMM).

Property 3 There exist scalar constants q,C > 0 such that for all initial points z0 ∈ Z,
the output sequence {z̄t }∞t=1 generated by the algorithm satisfies z̄t ∈ Z and

i. ρ‖z̄t−z0‖(z̄t ) ≤ 2C‖z̄t−z0‖
t ,

ii. ‖z̄t − z0‖ ≤ (q + 2)dist(z0, Z�).

Proposition 4 Consider the sequences {ẑt , zt } generated from a generic primal-dual
algorithm with iterate update (6) and initial solution z0. Suppose the primal-dual
algorithm satisfies Property 1 and 2, then Property 3 holds with z̄t = 1

t

∑t
i=1 ẑt .

Proof Suppose r = ‖z̄t − z0‖ > 0, then

ρr (z̄
t ) = 1

r
max

ẑ∈Wr (z̄t )

{L(x̄ t , ŷ) − L(x̂, ȳt )
} ≤ 1

r
max

ẑ∈W2r (z0)

{L(x̄ t , ŷ) − L(x̂, ȳt )
}

≤ C(2r)2

2tr
= 2Cr

t

where the first inequality is from Wr (z̄t ) ⊆ W2r (z0) by the definition of r , and the
second inequality uses Proposition ii.. Alternatively, if ‖z̄t − z0‖ = 0 then it suffices
to observe that ρr (z̄t ) ≤ 2Cr/t and ρr (z) ≥ 0 implies lim supr→0+ ρr (z̄t ) = 0. This
establishes Property i..

We turn to proving Property ii.. Let z� ∈ argmin
z∈Z�

‖z − z0‖, then for either i = t or

i = t − 1,

‖ẑt − z0‖ ≤ ‖ẑt − zi‖ + ‖zi − z�‖ + ‖z� − z0‖ ≤ ‖ẑt − zi‖ + 2‖z�
−z0‖ ≤ (q + 2)‖z0 − z�‖

where the first inequality uses the triangle inequality, the second inequality uses Propo-
sition i., and the third inequality uses ‖ẑt − zi‖ ≤ qdist(zi , Z�) as per Property 2.
From ‖ẑt − z0‖ ≤ (q + 2)‖z0 − z�‖ it follows that

‖z̄t − z0‖ =
∥∥∥∥∥
1

t

t∑
i=1

ẑi − z0
∥∥∥∥∥ ≤ 1

t

t∑
i=1

‖ẑi − z0‖

≤ 1

t

t∑
i=1

(q + 2)‖z0 − z�‖ = (q + 2)dist(z0, Z�)

which establishes Property ii.. �
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Table 1 The corresponding constants and norms in Property 3 and for different algorithms. Recall L is the
Lipschitz constant of F . The values in this table can be found by inspecting Propositions 1, 3 and 4

C Valid η values q Semi-norm squared

PPM 1
η (0, ∞) 0 z�z

EGM 1
η (0, 1/L] 3 z�z

PDHG 1
η (0, 1/σmax(A)] 0 z�

(
I −ηA�

−ηA I

)
z

ADMM 1 (0, ∞) 2 z�
⎛
⎝0 0 0
0 ηV�V 0
0 0 1

η I

⎞
⎠ z

3 Sharpness for primal-dual problems

This section discusses the basic properties of the normalized duality gap and sharp
primal-dual problems, and then presents the concept of sharp primal-dual problems
along with examples.

Critical to the paper is the concept of a sharp primal-dual problem. Indeed, when
this condition holds, we are able to establish linear convergence using restarts (Sect. 4).

Definition 1 We say a primal-dual problem (1) is α-sharp on the set S ⊆ Z if ρr is
α-sharp (see (5)) on S for all r ∈ (0,diam(S)], i.e., it holds for all z ∈ S that

αdist(z, Z�) ≤ ρr (z) . (13)

As we can see, the sharpness of a primal-dual problem essentially says the localized
duality gap ρr (z) is sharp in the traditional sense. A key concept is that the sharpness
is defined on a set S ⊆ Z . Even if the domain Z is unbounded, the sharpness can be
defined on a bounded set S.

From the definition of the normalized duality gap given in (4) and the sharpness
condition, we can immediately establish the monotonicity of sharpness in r and S
(Facts 1 and 2 and Proposition 5).

Fact 1 It holds for any z that rρr (z) is monotonically non-decreasing for r ∈ [0,∞).

Fact 2 The sharpness condition is monotone in set S, namely, suppose S1 ⊆ S2 ⊆ Z
and ρr (z) is α-sharp in S2, then ρr (z) is α-sharp in S1.

Proposition 5 It holds for any fixed z that ρr (z) is monotonically non-increasing for
r ∈ [0,∞).

Proof We prove the result for r ∈ (0,∞) which immediately implies the result also
holds for r = 0 by definition of ρ0(z). Consider any z ∈ Z and 0 < r1 < r2. Let
z2 ∈ argmax

ẑ∈Wr2 (z)

{L(x, ŷ) − L(x̂, y)
}
. Then we have that z1:=z + r1

r2
(z2 − z) ∈ Wr1(z).

Moreover, it follows from convexity of L(x, y) over x that L(x1, y) ≤ r1
r2
L(x2, y) +
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(1 − r1
r2

)L(x, y), which after rearrangement becomes

L(x, y) − L(x2, y) ≤ r2
r1

(L(x, y) − L(x1, y)) .

Similarly, it follows from concavity of L(x, y) over y that

L(x, y2) − L(x, y) ≤ r2
r1

(L(x, y1) − L(x, y)) .

Therefore, it holds that

ρr2(z) = L(x, y2) − L(x2, y)

r2

= (L(x, y2) − L(x, y)) + (L(x, y) − L(x2, y))

r2

≤ (L(x, y1) − L(x, y)) + (L(x, y) − L(x1, y))

r1
≤ ρr1(z) ,

which finishes the proof for the proposition. �
Proposition 6 shows that when the normalized duality gap is a reasonable metric to

measure the quality of a solution: the normalized duality gap is zero if and only if the
primal-dual gap is also zero.

Proposition 6 For any r ∈ [0,∞), the primal-dual gap (3) at z is zero if and only if
ρr (z) = 0.

Proof Suppose that the primal-dual gap at z is zero, then by definition of ρr we get
for all r ∈ (0,∞) that 0 ≤ ρr (z) ≤ 1

r maxẑ∈Z {L(x, ŷ) − L(x̂, y)} = 0. Taking the
limit as r → 0+ shows ρ0(z) = 0.

For the other direction argue by contrapositive. In particular, we assume the primal-
dual gap at z is nonzero, and using this assumption show that for all r ∈ [0,∞) that
ρr (z) > 0. From the assumption that the primal-dual gap is nonzero, there exists ẑ ∈ Z

such that L(x, ŷ) − L(x̂, y) > 0. For any r ∈ (0,∞), setting α = min
{
1, r

‖ẑ−z‖
}

yields ‖α(ẑ − z)‖ = α‖ẑ − z‖ ≤ r and z + α(ẑ − z) = (1 − α)z + αẑ ∈ Z .
Therefore z + α(ẑ − z) ∈ Wr (z). By definition of ẑ, α > 0, convex-concavity of L,
and z + α(ẑ − z) ∈ Wr (z) we get

0 <
L(x, ŷ) − L(x̂, y)

‖ẑ − z‖ ≤ L(x, y + α(ŷ − y)) − L(y + α(ŷ − y), y)

α‖ẑ − z‖
≤ r

α‖ẑ − z‖ρr (z)

thus ρr (z) > 0 for r ∈ (0,∞). Moreover, since ρr (z) > 0 for r ∈ (0,∞) we deduce
ρ0(z) > 0 by Proposition 5. This finishes the proof. �
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Wenext present examples of sharp primal-dual problems. Herewe utilize Euclidean
norm in the sharpness definition to illustrate the examples. For any other norms, the
sharpness condition still holds (upto a constant) by noticing that any norms in finite
space are equivalent to each other (See, for example, Theorem 5.36 in [39]). As
an illustrating example, we show below that the corresponding norm for PDHG in
Proposition 1 is approximately Euclidean (up to a constant):

Proposition 7 Let η ∈ (0, 1/σmax(A)). If ‖z‖2 = ‖x‖22 − 2ηy�Ax + ‖y‖22, which is
the PDHG norm, then

(1 − ησmax(A))‖z‖22 ≤ ‖z‖2 ≤ (1 + ησmax(A))‖z‖22.

Proof Lower bounding ‖z‖2 gives, ‖z‖2 ≥ ‖x‖22 − 2ησmax(A)‖y‖2‖x‖2 + ‖y‖22 =
(1 − ησmax(A))‖z‖22 + ησmax(A)(‖x‖2 − ‖y‖2)2 ≥ (1 − ησmax(A))‖z‖22. Similarly,
we have the other side. �

3.1 Sharpness of primal-dual problems with bounded feasible regions

Lemma 1 Consider a primal-dual problem (1)with a bounded feasible set Z = X×Y .
Suppose the constraint set Z has diameter R, and Z is equipped with the Euclidean
norm. Let P(x) = maxy∈Y L(x, y) and D(y) = minx∈X L(x, y) denote the primal
objective and the dual objective, respectively. If P(x) is α1-sharp in x and D(y) is
α2-sharp in y, then the primal-dual problem (1) is min{α1, α2}/R-sharp on S = Z.

Proof Let X� and Y � denote the minimizers of P(x) and D(x) respectively. Then it
holds for any z ∈ Z and r ≤ R that

ρr (z) ≥ ρR(z) = maxẑ∈Z {L(x, ŷ) − L(x̂, y)}
R

= P(x) − D(y)

R

≥ α1dist(x, X�) + α2dist(y,Y �)

R
≥ min{α1, α2}

R
dist(z, Z�) ,

where the first inequality utilizes Proposition 5, the first equality is from the definition
of P(x) and D(y), the second inequality uses sharpness, and the third inequality uses
the triangle inequality. �

3.2 Sharpness of bilinear problems

Wewill find the following well-known Lemma useful. The proof of Lemma 2 appears
in the “Appendix A” for completeness.

Lemma 2 Suppose ‖ · ‖ is the Euclidean norm. Let n and m be positive integers,
H ∈ R

m×n and h ∈ R
m. Define S:={z ∈ R

n : Hz = h}. If S �= ∅, then dist(S, z) ≤
1

σ+
min(H)

‖Hz − h‖.
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Lemma 3 SupposeL(x, y) = c�x− y�Ax+b�y, Z = R
m+n and Z is equipped with

the Euclidean norm. Suppose there exists a finite solution to (1). Then the primal-dual
problem (1) is α-sharp on Z with α = σ+

min(A).

Proof Since L(x, y) = c�x − y�Ax + b�y it holds for any z and ẑ that

L(x, ŷ) − L(x̂, y) = L(x, ŷ) − L(x, y) + L(x, y) − L(x̂, y)

= (−∇yL(x, y))�(y − ŷ) + ∇xL(x, y)�(x − x̂)

= F(z)�(z − ẑ) .

(14)

Therefore, it holds that

ρr (z) = 1

r
max

z′∈Wr (z)
F(z)�(ẑ − z) = ‖F(z)‖ . (15)

Meanwhile, notice Z� = {z ∈ Z | F(z) = 0} = {z ∈ Z | Hz = h}, where
H =

(
A�

A

)
and h =

(
c
b

)
. It then follows from Lemma 2 that

‖F(z)‖2 = ‖Hz− h‖2 = ‖A�y− c‖2 +‖Ax − b‖2 ≥ σ+
min(A)2dist(z, Z�)2 . (16)

Combining (15) and (16), we arrive at

ρr (z) = ‖F(z)‖ ≥ σ+
min(A)dist(z, Z�) ,

which finishes the proof. �
Remark 1 In the above bilinear example, we see that the primal-dual problem (1) is
α-sharp if and only if ‖F(z)‖ is α-sharp in the standard sense. Indeed, ‖F(z)‖ being a
sharp function is a necessary condition for L(x, y) to be sharp for any unconstrained
convex-concave primal-dual problem. This can be seen by noticing

ρ0(z) = ‖F(z)‖ ,

and by utilizing the monotonicity of ρr (z) stated in Proposition 5.

3.3 Sharpness of standard linear programming

Consider a generic LP problem:

min
x∈Rn

c�x

s.t . Ax = b

x ≥ 0 ,

(17)
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its dual:

max
y∈Rm

b�y

s.t .A�y ≥ c,
(18)

and its Lagrangian form:

min
x≥0

max
y∈Rm

L(x, y) = c�x + y�b − y�Ax . (19)

Suppose (17) and (18) have feasible solutions. By strong duality we can reduce (17)
and (18) to solving the system Kz ≥ h where

K :=

⎛
⎜⎜⎜⎜⎝

I 0
−A 0
A 0
0 −A�

−c� b�

⎞
⎟⎟⎟⎟⎠ , h:=

⎛
⎜⎜⎜⎜⎝

0
−b
b

−c
0

⎞
⎟⎟⎟⎟⎠ . (20)

The term ‖(h − Kz)+‖ is a common metric for the termination of algorithms for LP
[3]. Lemma 4 shows that this metric can be bounded via the normalized duality gap.

Lemma 4 Let ‖·‖ be the Euclidean norm. Consider the Lagrangian (19), formed from
the LP setup. Suppose that there is a finite solution to (19). Then, for all R ∈ (0,∞),
r ∈ (0, R], and z ∈ WR(0) we have

‖(h − Kz)+‖ ≤ ρr (z)
√
1 + R2.

Proof Consider z ∈ Z . Let v =
(

(−c + A�y)+
b − Ax

)
and note that F(z) =

(
c − A�y
Ax − b

)
.

Recall from (14) that L(x, ŷ) − L(x̂, y) = F(z)�(z − ẑ). Therefore, it follows from
the definition of ρr that for all ẑ ∈ Wr (z),

ρr (z) ≥ L(x, ŷ) − L(x̂, y)

r
= F(z)�(z − ẑ)

r
. (21)

Let z1 = z + r v
‖v‖ , then ‖z1 − z‖ = r . Meanwhile we have (−c + A�y)+ ≥ 0,

thus z1 ∈ Z by noticing z ∈ Z . Therefore, z1 ∈ Wr (z) and it follows from (21) that

ρr (z) ≥ − 1

‖v‖ F(z)�v ≥ ‖v‖ , (22)

where the last inequality utilizes the definition of v.
If z = 0, let z2 = 0 ∈ Wr (z), then we have from (21) that

ρr (z) ≥ 0 = c�x − b�y = 1

r
(c�x − b�y) . (23)
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Otherwise, let z2 = z −min
{

r
‖z‖ , 1

}
z, then ‖z2 − z‖ ≤ r

‖z‖‖z‖ ≤ r . Meanwhile, we

have x2 ≥ x − x = 0, thus z2 ∈ Z . Therefore, z2 ∈ Wr (z) and it follows from (21)
that

ρr (z) ≥ 1

r
min

{
r

‖z‖ , 1

}
F(z)�z = min

{
1

‖z‖ ,
1

r

}(
c�x − b�y

)
. (24)

Taking theworst case bound in (23) and (24) by noticing that 0 < r ≤ R, 0 ≤ ‖z‖ ≤ R
and ρr (z) ≥ 0 yields

ρr (z) ≥ 1

R
(c�x − b�y)+ . (25)

Combining (22) and (25), we obtain

(1 + R2)ρr (z)
2 ≥((c�x − b�y)+)2 + ‖(−c + A�y)+‖2 + ‖b − Ax‖2

=‖(h − Kz)+‖2 ,

where the equality utilizes the fact x ≥ 0 and the property of 	2 norm. Taking the
square root finishes the proof. �

Let H(K ) be the Hoffman constant [38] of the matrix K in Euclidean norm, i.e., it
holds for any z ∈ R

n+m that

dist(z, Z�) ≤ H(K )‖(h − Kz)+‖ . (26)

Remark 2 A popular characterization of H(A) for linear inequalities is (see for exam-
ple [33, 42, 66])

H(A) = max
J⊆{1,...,2m+2n+1}
AJ has full row rank

1

minv∈RJ+,‖v‖=1 ‖A�
J v‖ , (27)

where AJ is the matrix with the corresponding rows of A indexed by J . In terms of
the singular values of A, a slightly looser bound would be

H(A) ≥ max
J⊆{1,...,2m+2n+1}
AJ has full row rank

1

σ+
min(AJ )

which ignores the constraints v ∈ R
J+ in (27) and take advantage of the Euclidean

norm.

Lemma 5 (Sharpness of linear programming) Let R ∈ (0,∞) and assume (19) has
a solution. Then, the primal-dual problem (19) is α-sharp on the set WR(0) where
α = 1

H(K )
√
1+4R2 .
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Proof For all r ∈ (0,diam(WR(0))] ⊆ (0, 2R], by Lemma 4 and (26),

ρr (z)
√
1 + 4R2 ≥ ‖(h − Kz)+‖ ≥ 1

H(K )
dist(z, Z�).

�

3.4 Sharpness of ADMM for linear programming

Following Lemma 5, we can show different formulations of LP may also be sharp. In
particular, one popular method for LP is using ADMM [65]. Let XU = {x ∈ R

n |
Ax = b} and XV = {x ∈ R

n | x ≥ 0}. Consider the following form of LP:

min
xU∈XU ,xV ∈XV

c�xV

s.t. xU − xV = 0 ,

and its Lagrangian form

min
xU∈XU ,xV ∈XV

max
y∈Rm

L(x, y) = c�xV − y� (I −I
) (xU

xV

)
. (28)

Lemma 6 (Sharpness ofADMMfor linear programming) Suppose (28) has a solution.
Then there exists amatrix K ′ andvector h′ such that the set of solutions to (28)are equal
to {z : K ′z ≥ h′}. Let z� ∈ Z�, then it holds for any set S(R, z�) = {z ∈ Z : ‖z�−z‖ ≤
R} that the primal-dual problem (28) is α-sharp where α = 1

max{η2,1/η2}H(K ′)
√
1+4R2 .

The proof of Lemma 6 appears in Section C and follows the same structure as the
proof of Lemma 5.

4 Restart schemes for primal-dual methods

In this section, we present a generic restart scheme for primal-dual methods and show
its linear convergence rate for solving sharp primal-dual problems. We discuss two
restart schemes: fixed frequency restart and adaptive restarts, where the former requires
knowledge of the sharpness constant α while the latter does not.

Algorithm 1 presents our nested-loop restarted primal-dual algorithm.We initialize
with z0,0 ∈ Z , a suitable primal-dual algorithm, and a step-size of the algorithm η. At
each outer loop, we keep running PrimalDualStep until one of the restart conditions
holds (to be discussed later). More specifically, at the t-th inner loop of the n-th outer
loop, we call PrimalDualStep to update the solution zn,t and keep track of the target
solution ẑn,t as well as the running average z̄n,t . At the end of each outer loop, we
restart the next outer loop from the output of a primal-dual algorithm, namely, the
running average z̄n,τ n , and store the length of its inner loops as τ n . Here we propose
two restart schemes:

123



Faster first-order primal-dual methods for linear… 153

Algorithm 1: Restarted Primal-Dual Algorithms

1 Input: An initial solution z0,0, a primal-dual algorithm PrimalDualStep, a step-size η;
2 Initialize outer loop counter n ← 0;
3 repeat
4 initialize the inner loop. inner loop counter t ← 0 ;
5 repeat
6 zn,t+1, ẑn,t+1 ← PrimalDualStep(zn,t , η);

7 z̄n,t+1 ← 1
t+1

∑t+1
i=1 ẑ

n,i = t
t+1 z̄

n,t + 1
t+1 ẑ

n,t+1 ;

8 t ← t + 1;
9 until one of the two restart conditions (see texts) holds;

10 restart the outer loop. τn ← t , zn+1,0 ← z̄n,τn , n ← n + 1;

11 until zn,0 convergence;

12 Output: zn,0.

4.1 Fixed frequency restarts

Suppose we know the sharpness constant α of the primal-dual problem and an upper
bound on C . In this scheme, we break the inner loop and restart the outer loop with a
fixed frequency t�. Namely, we restart the algorithm if

t ≥ t�:=
⌈
2C(q + 2)

αβ

⌉
, (29)

where C and q are the corresponding parameters of a given primal-dual algorithm, as
stated in Property 1 and 2. The parameterβ ∈ (0, 1) controlswhen a restart is triggered.
The value of β can be tuned to improve both practical performance and the constants
in the theoretical bound. Concretely, it follows from Proposition 1, Proposition 3 and
Proposition 4 that

• For PPM with η ∈ (0,∞), t� =
⌈

4
αβη

⌉
;

• For PDHG with η ∈ (0, 1/σmax(A)], t� =
⌈

4
αβη

⌉
;

• For EGM with η ∈ (0, 1/L], t� =
⌈

10
αβη

⌉
;

• For ADMM, t� =
⌈

8
αβ

⌉
.

4.2 Adaptive restarts

In practice, it can be non-trivial to compute the sharpness constant α of a given primal-
dual problem. Here we propose an adaptive restart scheme that does not need an
estimate of α. In this scheme, we restart when the normalized duality gap has sufficient
decay; more specifically, we restart the algorithm if
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{
ρ‖z̄n,t−zn,0‖(z̄n,t ) ≤ βρ‖zn,0−zn−1,0‖(zn,0) if n ≥ 1

t ≥ τ 0 if n = 0
(30)

where the first restart interval length τ 0 ∈ N can be selected by the user as a hyperpa-
rameter of the algorithm. In practice, one can pick τ 0 = 1 for simplicity.

Although the two restarting schemes (29) and (30) look disconnected, it turns out
the restart interval length in (30) is upper bounded by t�, as shown later in Theorem 2.
Furthermore, although the parameter β ∈ (0, 1) seems to play different roles in fixed
frequency restart scheme (29) and adaptive restart scheme (30), it determines the
contraction of the distance to optimal solution set for both schemes.

The rest of this section presents the linear convergence rate of the two restart
schemes stated above. We start from the fixed frequency restart scheme.

Proposition 8 is useful throughout this section to ignore awkward cases in our
proofs when ‖z̄n,t − zn,0‖ = 0. For example, technically sharpness (Definition 1) is
only defined for r > 0.

Proposition 8 If Property 3 holds and ‖z̄n,t − zn,0‖ = 0 then z̄n,t = zn,0 ∈ Z�.

Proof Property 3 impliesρ0(z̄n,t ) = 0 and therefore by Proposition 6we get z̄n,t ∈ Z�.
�

Theorem 1 (Fixed frequency restarts) Consider the sequence {zn,0}∞i=0, {τ n}∞i=1 gen-
erated by Algorithm 1 with the fixed frequency restart scheme, namely, we restart the
outer loop if (29) holds. Suppose the (6) satisfies Property 3, and the primal-dual
problem (1) is α-sharp on the set WR(z0,0) with R = q+2

1−β
dist(z0,0, Z�). Then it holds

for each outer iteration n ∈ N ∪ {0} that:

dist(zn,0, Z�) ≤ βndist(z0,0, Z�) . (31)

Proof We argue by induction. Note this hypothesis trivially holds for n = 0. Suppose
the hypothesis (31) holds for all n ≤ N . Then it holds that

‖zN+1,0 − z0,0‖ ≤
N∑

n=0

‖zn+1,0 − zn,0‖ ≤ (q + 2)
N∑

n=0

dist(zn,0, Z�)

≤ (q + 2)
N∑

n=0

βndist(z0,0, Z�) ≤ q + 2

1 − β
dist(z0,0, Z�) ,

where the first inequality uses triangle inequality, the second inequality is from Prop-
erty ii., the third inequality uses the induction hypothesis, and the last inequality is
from bounds on sum of a geometric sequence. This implies zN+1,0 ∈ WR(z0,0). It
then follows that

dist(zN+1,0, Z�) ≤ ρ‖zN+1,0−zN ,0‖(zN+1,0)

α
≤ 2C‖zN+1,0 − zN ,0‖

αt�
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≤ 2C(q + 2)

αt�
dist(zN ,0, Z�) ≤ βdist(zN ,0, Z�)

≤ βN+1dist(z0,0, Z�) , (32)

where the first inequality uses α-sharpness of the primal-dual problem by choosing
r = ‖zN+1,0 − zN ,0‖ and z = zN+1,0 ∈ WR(z0,0) in (13), the second inequality
utilizes Property i., the third inequality is from Property ii. by noticing zN+1,0 = z̄t

�
,

and the fourth inequality comes from the definition of t�. This finishes the proof by
induction. �
Remark 3 As a direct consequence of Theorem1,we need O(C

α
log
( 1

ε

)
) total iterations

of PDHG to find an approximate solution z such that the distance dist(z, Z∗) ≤ ε.

Remark 4 We comment the proof logic of Theorem 1, and compare it with the stan-
dard linear convergence proofs for restart schemes in convex optimization. Consider
restarted accelerated gradient descent to minimize a convex, L-smooth, and that grows
μ-quadratically6 function f . The standard analysis of restarted accelerated gradient
descent can be written as (see, for example, [60])

dist(zn+1,0, Z�)2 ≤ f (zn+1,0) − f �

μ
≤ 2Ldist(zn+1,0, Z�)2

μ(t̂�)2
≤ β2dist(zn,0, Z�)2

where the second inequality uses the O(1/k2) rate of accelerated gradient descent
[61, 62] when the inner loop iteration is larger than t̂�, and the last inequality is from

t̂� = 1
β

√
2 L
μ
. This showcases the (accelerated) linear convergence rate of restarted

accelerated gradient descent. Our analysis of Theorem 1 follows from a similar argu-
ment: sharpness allows us to transform the sublinear bound on the normalized duality
gap ρ‖zn+1,0−zn,0‖(zn+1,0) (of a classic primal-dual algorithm) to a constant factor con-
traction in the distance to optimality after t� inner iterations. A major difference is
that we are able to evaluate the normalized duality gap in our setting, while in con-
vex optimization, it can be non-trivial to evaluate the optimality gap f (zn+1,0) − f �.
Indeed, this feature is crucial as we develop the adaptive restarting scheme.

Thenext theorempresents the linear convergence rate of the adaptive restart scheme:

Theorem 2 (Adaptive restarts) Consider the sequence {zn,0}∞i=0, {τ n}∞i=1 generated
by Algorithm 1 with the adaptive restart scheme, namely, we restart the outer loop if
(30) holds. Suppose (6) satisfies Property 3. Suppose there exists a set S ⊆ Z such
that zn,0 ∈ S for any n ≥ 0, and the primal-dual problem (1) is α-sharp on the set S.
Then it holds for each outer iteration n ∈ N that

i. The restart length, τ n, is upper bounded by t�:

τ n ≤ t� =
⌈
2C(q + 2)

αβ

⌉
; (33)

6 A function f grows μ-quadratically if f (z) − f � ≥ μdist(z, Z�)2.
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ii. The distance to primal-dual solution set decays linearly:

dist(zn,0, Z�) ≤ βn t
�

τ 0
dist(z0,0, Z�).

Proof We prove (33) by contradiction. If it is not satisfied, there exists n ≥ 1 such that
τ n > t�, and it holds for t = t� that

ρ‖z̄n,t�−zn,0‖(z̄
n,t� ) ≤ 2C‖z̄n,t� − zn,0‖

t�
≤ 2C

αt�
‖z̄n,t� − zn,0‖
dist(zn,0, Z�)

ρ‖zn,0−zn−1,0‖(zn,0)

≤ 2C(q + 2)

αt�
ρ‖zn,0−zn−1,0‖(zn,0) ≤ βρ‖zn,0−zn−1,0‖(zn,0) ,

where the first inequality utilizes Property i., the second inequality follows from
sharpness of the primal-dual problem (13) by choosing r = ‖zn,0 − zn−1,0‖ and
z = zn,0 ∈ S, the third inequality utilizes Property ii., and the last inequality is from
the definition of t�. This is a contradiction: the restart condition (30) should have been
triggered at t = t� < τ n . Therefore (33) holds.

For ii., it follows from sharpness condition that

dist(zn,0, Z�) ≤ ρ‖zn,0−zn−1,0‖(zn,0)

α
≤ βn−1 ρ‖z1,0−z0,0‖(z1,0)

α

≤ βn−1 2C‖z1,0 − z0,0‖
ατ 0

≤ βn 2C(q + 2)

αβτ 0
dist(z0,0, Z�) ,

where the second inequality recursively utilizes the restarting condition (30), the third
inequality is from Property i. and the last inequality utilizes Property ii.. �
Remark 5 (Choice of β) From Theorem 2 we can obtain

n∑
i=0

τ i ≤ τ 0 + t�

log(1/β)

(
log

(
t�

τ 0

dist(z0,0, Z�)

dist(zn,0, Z�)

))
. (34)

If we assume dist(z0,0,Z�)

dist(zn,0,Z�)
� t�/τ 0 and use t� ≈ 2C(q+2)

αβ
the right hand side of (34) is

approximately:

τ 0 + β

log(1/β)

2C(q + 2)

α
log

(
dist(z0,0, Z�)

dist(zn,0, Z�)

)
,

optimizing this with respect to β yields β = exp(−1).

Compared with the assumptions for fixed frequency restarts (Theorem 1), Theorem
2 additionally requires that zn,0 stays in a set S ⊆ Z , where the primal-dual problem
is sharp. Suppose the feasible region Z is bounded, we can simply choose S = Z .
However, in the LP example (i.e., Lemma 5) where Z can be unbounded, and the
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primal-dual problem is sharp only on a bounded region. Below we show that the
iterates of restarted PDHG, PPM, EGM and ADMM stay in a bounded region:

Proposition 9 Consider the sequence {zn,0}∞i=0, {τ n}∞i=1 generated by Algorithm 1
with proper step-size η (see Table 1) and β ∈ (0, 1). For restarted PDHG or restarted
PPM, there exists a constant R > 0 such that zn,0 ∈ WR(z0,0) for all n ∈ N.

Proof For PDHG and PPM, the proof uses the non-expansiveness property of ẑt,n =
zt,n (see Proposition i.). In particular, let z� ∈ argmin

z∈Z�

‖z − z0,0‖, then it holds for any
n, t that

‖z� − z̄n,t‖ =
∥∥∥∥∥
1

t

t∑
i=1

(z� − zn,t )

∥∥∥∥∥ ≤ 1

t

t∑
i=1

‖z� − zn,t‖

≤ 1

t

t∑
i=1

‖z� − zn,0‖ = ‖z� − zn,0‖

where the first inequality is from triangle inequality and the second inequality uses
Proposition i.. Thus, we have

‖z� − zn+1,0‖ = ‖z� − z̄n,τ n‖ ≤ ‖z� − zn,0‖

whereby ‖z� − zn,0‖ ≤ ‖z� − z0,0‖ by induction. It then follows from the triangle
inequality that

‖zn,0 − z0,0‖ ≤ ‖z0,0 − z�‖ + ‖z� − zn,0‖ ≤ 2‖z0,0 − z�‖ = 2dist(z0,0, Z�)

which concludes the proof for PDHG and PPM with R = 2dist(z0,0, Z�). �
Proposition 10 Consider the sequence {zn,0}∞i=0, {τ n}∞i=1 generated by Algorithm 1
with the adaptive restart scheme, namely, we restart the outer loop if (30) holds. If
0 < β < 1

q+3 then, there exists a constant R > 0 such that zn,0 ∈ WR(z0,0) for all
n ∈ N in the following settings:

• restarted EGM applied to LP (Lemma 5);
• restarted ADMM applied to LP (Lemma 6).

The proof of Proposition 10 ismore technical than Proposition 9 because ẑt,n = zt,n

no longer holds, and we defer it to “Appendix D”.

5 Tight convergence results for bilinear problems

Bilinear problems are a special case of LPwhere there are no nonnegativity or inequal-
ity constraints. Moreover, in many situations the asymptotic behaviour of primal-dual
methods applied to LP is equivalent to applying the method to a bilinear problem. In
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particular, if after a certain number of iterations the set of active variables7 does not
change, then the subset of the matrix, objective, and right hand side corresponding to
this active set defines such a bilinear subproblem. Recent results [44, 46] show that for
many primal-dual algorithms, including PDHG and ADMM, if the problem is non-
degenerate8 then after a finite number of iterations the active set freezes. See [44] for a
differential geometry argument for this phenomenon. Thus, the convergence of meth-
ods for bilinear problems can characterize their asymptotic behavior on nondegenerate
LP problems.

Already we have some basic results in this setup. In particular, Lemma 3, and
Proposition 7 imply that the primal-dual problem is �(σ+

min(A))-sharp on bilinear
problems with respect to the PDHG norm for η ≤ 1/(2σmax(A)). Combining the
sharpness result with Table 1, and Theorem 1 (or Theorem 2 with a small loss in the
log term) implies that after

O

(
σmax(A)

σ+
min(A)

log

(
1

ε

))

total matrix–vector multiplications restarted PDHG finds a point zn,0 satisfying

dist(zn,0, Z�)

dist(z0,0, Z�)
≤ ε.

The remainder of this section proceeds as follows. First we present a lower bound
showing that, up to a constant factor, restarted PDHG yields the best convergence
rates for solving bilinear problems. Next, we show tight convergence bounds for the
average and last iterate of PDHG which we use to demonstrate our restarted PDHG
convergence rate represents a strict improvement over the latter two methods. Finally,
we compare the performance of other methods from literature for solving bilinear
problems.

5.1 Lower bounds for primal-dual algorithms

In this subsection, we present a lower bound for solving a sharp primal-dual problem
(1) demonstrating that restarting gives the best possible worst-case convergence bound
for a large class of primal-dual methods. First, we review related lower bounds for
first-order unconstrained function minimization.

Definition 2 Analgorithm is span-respecting for aminimizationproblemminx∈Rm f (x)
if

xt ∈ x0 + Span
{
∇ f (xi ) : ∀i ∈ {1, . . . , t − 1}

}

7 The active variables are variables not at their bounds.
8 In the LP case (19), non-degeneracy means that the algorithm converges to a primal-dual solution that
satisfies strict complimentary.
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for all t ∈ N.

Span-respecting algorithms cover a large number of unconstrained optimization
algorithms including gradient descent, conjugate gradient, and accelerated gradient
descent. As is well-known one can form a lower bound using convex quadratics for
these types of algorithms as given in Theorem 3.

Theorem 3 (Theorem 2.1.12 of [61]) For all γmax > γmin > 0, m ∈ N, there exists a
positive definite matrix H ∈ R

m×m and vector h ∈ R
m such that σmax(H) = γmax,

σmin(H) = γmin, and any span-respecting unconstrained minimization algorithm for
solving

min
x∈Rm

1

2
x�Hx + h�x . (35)

satisfies for t < m that

dist(xt , X�) ≥
⎛
⎜⎝1 −

√
σmin(H)

σmax(H)

⎞
⎟⎠

t

dist(x0, X�).

Our goal is to supply a similar result to Theorem 3 but in the primal-dual setting.

Definition 3 An algorithm is span-respecting for a unconstrained primal-dual problem
maxy∈Rn minx∈Rn L(x, y) if:

xt ∈ x0 + Span
{
∇xL(xi , y j ) : ∀i, j ∈ {1, . . . , t − 1}

}

yt ∈ y0 + Span
{
∇yL(xi , y j ) : ∀i ∈ {1, . . . , t}, j ∈ {1, . . . , t − 1}

}
.

Definition 3 is analogous to Definition 2 but in the primal-dual setting. IfL is bilin-
ear then with appropriate indexing of their iterates, primal-dual algorithms including
primal-dual hybrid gradient, extragradient and their restarted variants satisfy Defini-
tion 3. Corollary 1 provides a lower bound on span-respecting primal-dual algorithms.
The proof is by reduction to Theorem 3.

Corollary 1 Let ‖ · ‖ be the Euclidean norm. For all α,C ∈ (0,∞), m ∈ N, there
exists a matrix A ∈ R

m×m and vector b ∈ R
m such that

max
y∈Rm

min
x∈Rm

L(x, y) = y�Ax + b�y

is α-sharp on R
m×m, C-smooth and any span-respecting unconstrained primal-dual

algorithm satisfies

dist(zt , Z�) ≥
(
1 − α

C

)t
dist(z0, Z�)

for t < m.
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Proof Consider initial solution y0 = x0 = 0, where A and b. Then, for any span-
respecting primal-dual method satisfies

xt ∈ Span
{
A�y0, . . . , A�yt

}

yt ∈ Span
{
Ax0 − b, . . . , Axt−1 − b

}
,

thus it holds that

xt ∈ Span
{
A�(Ax0 − b), . . . , A�(Axt−1 − b)

}
. (37)

Let γmax = C2, γmin = α2, and consider the positive definite matrix H and vector
h supplied by Theorem 3. Define A = H1/2, b = H−1/2b. Note H1/2 exists and
is positive definite as H is positive definite. Also, note that the unique solution to the
primal-dual problem is x� = A−1b and y� = A−10 = 0with x� matching the optimal
solution to (35). Then by (37) we have xt ∈ Span

{
Hx0 − h, . . . , Hxt−1 − h

}
which

implies xt is span-respecting for (35). Applying the iteration bound of Theorem 3 and
using that y� = y0 = 0 yields the result. �

Therefore we have established that the convergence bounds of our restart schemes
(Theorems 1 and 2) matches the lower bound (Corollary 1) up to a constant. In other
words, a restarted method gives the best worst-case bounds.

5.2 Tight bounds for the average and last iterate

Previous section shows that our restart schemes match the lower bound (up to a con-
stant) for solving sharp primal-dual problems. However, at this point it is unclear if
standard approaches, e.g., the last and average iterate do not also obtain this worst-
case bound with a careful analysis for sharp primal-dual problems. In this section, we
show for bilinear problems that the last iterate and the average iterate of PDHG cannot
match convergence bounds of restarted PDHG. Such statement is genuinely the case
for other primal-dual first-order methods with a similar arguments.

Simple empirical tests support the hypothesis that the restarted PDHG is geninuely
faster than the average or last iterate. In particular, Fig. 1 plots the last iterate (zt ) and
the average iterate (z̄t ) of both non-restarted PDHG (i.e., PDHGwithout restarting) and
restarted PDHG (with fixed frequency) for solving a simple two-dimensional bilinear
problem L(x, y) = xy with step-size η = 0.2. As we can see, the average solution of
the restarted algorithm has faster convergence to the primal-dual solution (0, 0) than
the average or last iterate of PDHG.

We can formalize this improvement from restarted PDHG. Table 2 compares the
complexity of the last iterate of PDHG, the average iterate of PDHG, and restarted
PDHGonbilinear problems. From the tablewe can see that only the last iterate achieves
linear convergence and its linear convergence constant is a square root factor worse
than restarted PDHG. We expect similar results would also apply to other primal-dual
algorithms, such as EGM. The remainder of this subsection is devoted to proving the
results in Table 2.
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Fig. 1 Plot of the first 50 iterates of non-restarted and restarted PDHG for a simple two-dimensional bilinear
problem L(x, y) = xy with η = 0.2. The restart length is for the fixed frequency restarts is 25. The unique
optimal solution is (0, 0)

Table 2 Comparison of the convergence of the last iterate, average iterate, and restarted PDHG on bilinear

problems with η = 1/(2σmax(A)). The algorithms terminate when
‖zt−z�‖22
‖z0−z�‖22

≤ ε. We also assume ε ∈
(0, 1/2]. Additionally for the average iterate lower bound we assume ε ≤ σ+

min(A)2/σmax(A)2

Last iterate Average iterate Restarted

�

((
σmax(A)

σ+
min(A)

)2
log
(
1
ε

))
�

(
σmax(A)

σ+
min(A)ε

)
�

(
σmax(A)

σ+
min(A)

log
(
1
ε

))

Consider an bilinear problemwithL(x, y) = y�Ax . Without loss of generality, we
can assume A is a diagonalmatrixwith entries 0 < σ1 ≤ · · · ≤ σm and x, y ∈ R

m (See
the beginning of the proof of Theorem 6 in Applegate et. al [6] for an explanation.)

The unique optimal solution to this primal-dual problem is (0, 0). PDHG with
step-size η ≤ 1

σm
has iterate update

zt+1 =
(

1 −ηA�
ηA 1 − 2η2AA�

)
zt , (38)

where zt =
(
xt

yt

)
. We study the convergence of three sequences: the last iterates of

PDHG (zt ), the average iterates of PDHG (z̄K = 1
K

∑K
t=1 z

t ) and the solution z̄n,t

obtained in our restart scheme with PDHG as a subroutine.
Notice the PDHG dynamic (38) is separable over coordinates, and there are m

independently evolving 2-d linear dynamical systems given by:
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zt+1
i = Pi z

t
i , (39)

for i = 1, . . . ,m where zi =
(
xi
yi

)
and Pi =

(
1 −ησi

ησi 1 − 2η2σ 2
i

)
. Let Pi = Qi�i Q

−1
i

be the eigen-decomposition of Pi , where

�i =
⎛
⎝1 − η2σ 2

i − iησi

√
1 − η2σ 2

i

1 − η2σ 2
i + iησi

√
1 − η2σ 2

i

⎞
⎠

Qi =
(

ησi − i
√
1 − η2σ 2

i ησi + i
√
1 − η2σ 2

i

1 1

)

and i denotes the imaginary part of a complex number.
Moreover, with z̃ti = Q−1

i zti , Bi = (Q−1
i )†Q−1

i and ‖v‖M = √
v†Mv, where † is

the conjugate transpose, we get

‖zti − z�i ‖2Bi = ‖zti‖2Bi = ‖Q−1
i zti‖22 = ‖z̃ti‖22 = ‖�t

i z̃
0
i ‖22

= (1 − η2σ 2
i )t‖z̃0i ‖22 = (1 − η2σ 2

1 )t‖z0i − z�i ‖2Bi , (40)

where the second to last equality uses

∣∣γ ±
i

∣∣2 = (1 − η2σ 2
i )2 + η2σ 2

i (1 − η2σ 2
i ) = 1 − η2σ 2

i . (41)

Moreover, note that

Qi Q
†
i =

(
ησi − i

√
1 − η2σ 2

i ησi + i
√
1 − η2σ 2

i

1 1

)⎛
⎝ησi + i

√
1 − η2σ 2

i 1

ησi − i
√
1 − η2σ 2

i 1

⎞
⎠

= 2

(
1 ησi

ησi 1

)

with eigenvalues 2± 2σiη. Therefore, as η ∈ [0, 1/(2σm)] we get 1 ≤ 2± 2σiη ≤ 3,
which implies

‖v‖22 ≤ v†Qi Q
†
i v � 3‖v‖22 ⇒ ‖v‖22

3
� v†Biv � ‖v‖22 (42)

for all v ∈ Cn where C is the set of complex numbers and the implication uses that
Bi Qi Q

†
i = I.

By (42) we get 1
3‖zt − z�‖22 ≤∑n

i=1 ‖zi − zi‖2Bi ≤ ‖zt − z�‖22 and therefore (40)
implies that we reach a solution zt such that

‖zt − z�‖22
‖z0 − z�‖22

≤ ε
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within O

((
1

ησ1

)2
log
( 1

ε

))
iterations.

From (42) and (40) we deduce that

‖zt1 − z�1‖22 ≥ 1

3
(1 − η2σ 2

1 )t‖zt1 − z�1‖22.

Therefore by σ1 ≤ σm and η = 1/(2σm) we get �

((
σm
σ1

)2
log
( 1

ε

))
as a lower bound

for the last iterate convergence of PDHG.
Define ‖M‖2:= sup‖v‖2=1 ‖Mv‖2 be the 	2 norm of a matrix M . Now we study

the solution of the average iterates z̄K = 1
K

∑K
t=1 z

t , and we claim z̄K converges to
the unique optimal solution z� = 0 with sublinear complexity �( σm

σ1ε
). Notice that

∥∥∥z̄Ki − z�i

∥∥∥
Bi

=
∥∥∥∥∥
1

K

K∑
t=1

zti

∥∥∥∥∥
Bi

=
∥∥∥∥∥
1

K

K∑
t=1

z̃ti

∥∥∥∥∥
2

= 1

K

∥∥∥∥∥
K∑
t=1

�t
i z̃

0
i

∥∥∥∥∥
2

= 1

K

∥∥∥�i (I − �i )
−1(I − �K

i )z̃0i

∥∥∥
2

≤ 1

K
‖�i‖2

∥∥∥(I − �i )
−1
∥∥∥
2

∥∥∥I − �K
i

∥∥∥
2

∥∥∥z̃0∥∥∥
2

≤ 1

K (ησ1)
‖�i‖2

(
‖I‖2 +

∥∥∥�K
i

∥∥∥
2

) ∥∥∥z̃0i
∥∥∥
2

≤ 2

Kησ1

∥∥∥z̃0i
∥∥∥
2

= 2

Kησ1

∥∥∥z0i − z�i

∥∥∥
Bi

,

(43)

where the second inequality uses

∣∣1 − γ ±
i

∣∣ =
√

η4σ 4
i + η2σ 2

i (1 − η2σ 2
i ) = ησi (44)

and the third inequality utilizes ‖�i‖2 ≤ 1. Setting η = 1
2σm

and using (42) demon-

strates z̄t converges to z� in O
(

σm
σ1ε

)
iterations, which is consistent with the ergodic

rate of PDHG.
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We will now establish a matching �
(

σm
σ1ε

)
lower bound for the average iterate.

Observe that

∣∣∣1 − (γ ±
i )K

∣∣∣ ≥ 1 − ∣∣γ ±
i

∣∣K
≥ 1 − (1 − η2σ 2

i )K/2

≥ 1 − 1

1 + (K/2)η2σ 2
i

≥ Kη2σ 2
i

2 + Kη2σ 2
i

. (45)

where the third inequality uses the fact that (1 − a)b ≤ 1
1+ba for a ≥ 0, b ≥ 0 (to

see this note that f (a, b) = (1 − a)b(1 + ba) satisfies f (0, b) = 1 and ∂ f
∂a ≤ 0).

Therefore,

∥∥∥z̄K1 − z�1

∥∥∥
B1

= 1

K

∥∥∥�1(I − �1)
−1(I − �K

1 )z̃01

∥∥∥
2

= 1

K

√
(x̃01 )

2
∣∣γ −

1

∣∣2∣∣1−γ −
1

∣∣−2∣∣1−(γ −
1 )K

∣∣2+(ỹ01 )
2
∣∣γ +

1

∣∣2∣∣1−γ +
1

∣∣−2∣∣1−(γ +
1 )K

∣∣2

≥ 1

K
‖z̃01‖2

∣∣γ ±
1

∣∣∣∣1 − γ ±
1

∣∣−1
(
1 − ∣∣γ ±

1

∣∣K)

≥ ‖z̃01‖2
K

√
1 − η2σ 2

1

ησ1
× Kη2σ 2

1

2 + Kη2σ 2
1

≥ ‖z̃01‖2
K

√
3/4

ησ1
× Kη2σ 2

1

2 + Kη2σ 2
1

=
√
3

2
× ησ1‖z01 − z�1‖B1

2 + Kη2σ 2
1

,

where the second equality uses that the absolute value is completely multiplicative,
the second inequality uses (41), (44) and (45) and the final inequality uses η = σm/2.
This establishes the lower bound for the average iterate. We note that this lower bound
only matches the upper bound for K = �( 1

η2σ 2
1
). We believe matching the upper

bound across all K is possible but the analysis appears to be much more technical.

5.3 Comparison with other methods

Mokhtari et al. [56] study EGM and the optimistic gradient descent, in this setting
they show an
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O

(
σmax(A�A)

σmin(A�A)
log(1/ε)

)
= O

((
σmax(A)

σmin(A)

)2
log(1/ε)

)

bound for both methods on bilinear problems (recall σmin(A�A) = σmin(A) and
σmax(A�A) = σmax(A)). As expected, this matches the last iterate performance of
PDHG.

We can use other methods to solve bilinear problems. One approach is reduce the
bilinear game to a pair of nonsmooth optimization problems:

min
x∈Rm

‖Ax − b‖2
min
y∈Rm

‖A�y − c‖2 .

Each of these problems isσ+
min(A)-sharp (Lemma2) andσmax(A)-Lipschitz. Therefore

according to [78, Corollary 9] restarted subgradient method requires

O

⎛
⎝
(

σmax(A)

σ+
min(A)

)2

log(1/ε)

⎞
⎠

iterations on each problem to find an approximate solution satisfying ‖Ax−b‖2‖Ax0−b‖2 ≤ ε

and ‖A�y−c‖2
‖A�y0−c‖2 ≤ ε. Another approach is to reformulate solving bilinear game as a

pair of smooth unconstrained problems:

min
x∈Rm

‖Ax − b‖22
min
y∈Rm

‖A�y − c‖22 .

One can apply conjugate gradient or accelerated gradient descent to each of these
subproblems. The well-known convergence bounds for these methods [61] imply that
they have the following iteration bounds

O

(√
σmax(A�A)

σ+
min(A

�A)
log(1/ε)

)
= O

(
σmax(A)

σ+
min(A)

log(1/ε)

)

which matches the bounds we obtained by restarted PDHG. We also point the reader
to Gilpin et al. [29], who obtain similar results to ours in the LP (with bounded
feasible region) and bilinear setting. The main difference is that they modify Nes-
terov’s smoothing algorithm for nonsmooth convex optimization [59], which is a
primal method, whereas we combine restarts with primal-dual methods to achieve our
result.

123



166 D. Applegate et al.

6 Efficient computation of the normalized duality gap

6.1 Separable norm

This subsection shows that the normalized duality gap can be computed efficiently
under the mild assumption that the norm is separable:

‖(x, y)‖2 = ‖x‖2 + ‖y‖2.
To evaluate (4a) we need to find a solution to

max
ẑ∈Wr (z)

L(x, ŷ) − L(x̂, y) . (46)

Recall that due to Proposition 8 solving (4b) is unnecessary for adaptive restarts.
Solving (46) can be done using standard methods which we briefly outline here.

By the assumption that L is convex-concave and by duality, there exists a λ ∈ [0,∞]
such that (46) is equivalent to

max
(x̂,ŷ)∈Z

L(x, ŷ) − L(x̂, y) − λ

2
(‖x̂ − x‖2 + ‖ŷ − y‖2) . (47)

For any λ ∈ (0,∞), define

h(λ):=‖z̄(λ) − z‖ − r

where z̄(τ ) is the unique solution to (47) (the solution is unique because L is
convex-concave which means (47) is strongly concave). Observe the function h(λ)

is nonincreasing. If h(λ) < 0 for all λ ∈ (0,∞) then the solution to (47) with λ = 0
that is closest to z solves (46) (and can be approximated by picking an arbitrarily tiny
λ). If h(λ) > 0 for all λ ∈ (0,∞) then r = 0, and the optimal solution to (46) is ẑ = z.
The final possibility is that there exist λ, λ′ ∈ (0,∞) such that h(λ) < 0 < h(λ′) in
which case there exists a root of h which we can find using a standard root finding
methods such as the bisection method. This root corresponds to the optimal solution
of (46).

Problem (47) is separable into

argmin
x̂∈X

L(x̂, y) + λ

2
‖x̂ − x‖2 (48a)

argmin
ŷ∈Y

− L(x, ŷ) + λ

2
‖ŷ − y‖2 , (48b)

which is equivalent to the subproblem iterations for PPM, PDHG, and ADMM
(Sect. 2). Even if this root finding only requires evaluating (48) a small number of
times it could significantly increase the cost of running the algorithm. Therefore, it
makes sense to only test condition (30) at fixed intervals with large separation, e.g.,
every 200 iterations.
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6.2 Primal-dual hybrid gradient

Section 6.1 considered the case where ‖ · ‖ is seperable. However, the (natural) norm

that we previously used to analyze PDHG is ‖z‖ =
√

‖x‖22 − 2ηy�Ax + ‖y‖22 which
is not separable. Fortunately, the following Corollary shows that Property 3 also holds
for PDHG with the Euclidean norm. This allows us the possibility of computing ρr
with ‖ · ‖ being the Euclidean norm and retaining our theoretical guarantees. Indeed
this is how we implement the adaptive restart scheme for PDHG in Sect. 7.

Corollary 2 For PDHG with η ∈ (0, 1/σmax(A)), Property 3 holds when ‖ · ‖ is the
Euclidean norm, C = 2

η(1−ησmax(A))
and q = 41+ησmax(A)

1−ησmax(A)
.

The proof uses that Property 3 holds for the PDHG norm, and Proposition 7 which
establishes that ‖z‖ is approximately Euclidean. The proof appears in “Appendix E”.

By Proposition 9 we also know that the iterates will remain bounded even after
this change of norm. Therefore, using Lemma 5 we have established the premise of
Theorem 2 for PDHG with the Euclidean norm on LP problems.

6.3 Linear time implementation for linear programming

This subsection shows that we can more efficiently compute the normalized duality
gap in the LP setting.

6.3.1 Linear time algorithm for linear trust region problems

The key ingredient to the linear time computation of the normalized duality gap is a
linear time algorithm for linear trust region problems. In particular, consider a trust
region problem with a linear objective g, center z, Euclidean norm, and lower bounds
l (possibly infinite) on the variables:

argmin
ẑ∈Rn+m :l≤ẑ,‖ẑ−z‖≤r

g� ẑ . (49)

If gi < 0 then setting gi = −gi and li = −∞ will create an equivalent problem
satisfying gi > 0. Therefore without loss of generality we can assume gi > 0 for all
i .

The optimal ẑ will be of the form

ẑ(λ):=max(z − λg, l) , (50)

for some λ ∈ [0,∞), so (49) reduces to the univariate problem

max λ : ‖ẑ(λ) − z‖ ≤ r . (51)
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Letting λ̂i be the value of λ at which ẑ(λ)i encounters the bound, that is, λ̂i :=(zi −
li )/gi , we have

‖ẑ(λ) − z‖2 =
∑

i : λ̂i≤λ

(li − zi )
2 + λ2

∑
i : λ̂i>λ

g2i . (52)

This forms the basis for a linear time algorithm: by computing (52) for the median
value λmed of λ̂i (in linear time [9]), and comparing it with r2, we determine whether
or not the optimal λ for (50) is greater or less than λmed. This lets us eliminate half
of the λ̂i , collapsing their contributions into the appropriate summand. Applying this
recursively gives a running time recurrence f (n +m) = O(n +m) + f ((n +m)/2),
i.e., f (n + m) = O(n + m). Details are in “Appendix F”.

6.3.2 Extragradient and primal-dual hybrid gradient

Recall that for extragradient the norm for defining ρr is Euclidean. For LP with extra-
gradient (Sect. 3.3), we use the Lagrangian:

min
x≥0

max
y∈Rm

L(x, y) = c�x + y�b − y�Ax (53)

for which the trust region problem (46) is equivalent to

argmin
x̂≥0,ŷ∈Rm :‖(x̂,ŷ)−(x,y)‖≤r

(c� − y�A)x̂ − (b� − (Ax)�)ŷ . (54)

which is a trust region problem with a linear objective, Euclidean norm, and lower
bounds on variables (the dual lower bounds are −∞). Given y�A and Ax , this can be
solved in time O(n + m) using the algorithm in Sect. 6.3.1. The same result hold for
PDHG with Euclidean norm as described in Corollary 2.

6.3.3 ADMM

Recall for ADMM for LP (Lemma 6) that

min
xU∈XU ,xV ∈XV

max
y

L(x, y) = c�xV − y� (I −I
) (xU

xV

)

and ‖ · ‖ = ‖ · ‖M with

M =
⎛
⎝0 0 0
0 ηI 0
0 0 1

η
I

⎞
⎠ .
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Therefore, for Qr (xV , y) = {(x̂V , ŷ) : x̂V ≥ 0, η‖xV − x̂V ‖22 + 1
η
‖y − ŷ‖22 ≤ r2}

we have

ρr (z̄
t ) = 1

r
sup

ẑ∈Wr (z̄t )
c · (x̄ tV − x̂V ) + ȳt · (x̂U − x̂V ) − ŷ · (x̄ tU − x̄ tV )

= 1

r

(
sup

x̂U∈XU

ȳt · x̂U + sup
(x̂V ,ŷ)∈Qr (x̄ tV ,ȳt )

c · (x̄ tV − x̂V )− ȳt · x̂V − ŷ · (x̄ tU − x̄ tV )

)

= 1

r

(
ȳt · x̄ tU + sup

(x̂V ,ŷ)∈Qr (x̄ tV ,ȳt )
c · (x̄ tV − x̂V ) − ȳt · x̂V − ŷ · (x̄ tU − x̄ tV )

)

= 1

r
sup

(x̂V ,ŷ)∈Qr (x̄ tV ,ȳt )
−(ȳt + c) · (x̂V − x̄ tV ) + (x̄ tV − x̄ tU ) · (ŷ − ȳt ) , (55)

where the first equality follows from definition of the normalized duality gap, the
second equality uses the definition of M and Wr (z), and the third equality uses that
ȳt ·x̂U = ȳt ·x̄U . To see this claim that ȳt ·x̂U = ȳt ·x̄U note that x̄ tU ∈ XU = {x : Ax =
b} and that if ȳt ·x̂U �= ȳt ·x̄ tU for x̂U ∈ XU then x̄ tU+α(x̂U−x̄ t ) ∈ XU for allα ∈ R and
either limα→∞ ȳt ·(x̄ tU +α(x̂U − x̄ t )) = ∞ or limα→−∞ ȳt ·(x̄ tU +α(x̂U − x̄ t )) = ∞,
this contradicts that ρr (z̄t ) < ∞ (Proposition 4).

Equation (55) is again a trust region problem with a linear objective, Euclidean
norm, and bounds on the variables, so can be solved in linear time using the algorithm
from Sect. 6.3.1.

7 Numerical experiments

As validation of the linear convergence rates predicted by Theorems 1 and 2, we
implemented and tested the proposed restart schemes for PDHG, EGM and ADMM
applied to LP. Indeed, for our test problems we are able to achieve very high accuracy
solutions, commensurate with the accuracy expected from second-order methods on
LP problems. The experiments also show that our adaptive scheme is competitive with
the best fixed frequency restart scheme without any need for hyperparameter search.
This section primarily covers the results for PDHG. Additional details and results for
EGM and ADMM are presented in “Appendix G”. The code for the numerical exper-
iments is publicly available at https://github.com/google-research/google-research/
tree/master/restarting_FOM_for_LP.

We select four LP instances, qap10, qap15, nug08-3rd, and nug20, from the
Mittelmann collection set [55], a standard benchmark set for LP. These four problems
are relaxations of quadratic assignment problems [70], a classical NP-hard combinato-
rial optimization problem. These instances are known to be challenging for traditional
solvers and amenable to first-order methods [28]. The instance sizes are given in
Table 3.

For the step size of PDHG we use η = 0.9σmax(A) which ensures the theoretical
bounds for PDHG hold, where σmax(A) is estimated using power iteration.
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Table 3 Test problem sizes

Rows Cols Nonzeros

qap10 1820 4150 18,200

qap15 6330 22, 275 94,950

nug8-3rd 19,728 20,448 139,008

nug20 15,240 72,600 304,800

It is known that a major factor in the practical performance of PDHG is the relative
scaling of the primal and dual [14, 31]. We call this the primal weight (ω). It can be
viewed as a scaling factor on the objective value, i.e., setting cnew = c/ω2, or as the
relative step size for the primal and dual, i.e., the primal step size is η/ω and the dual
step size is ηω. Before running PDHG with restarts on each of these problems we
estimate the optimal primal weight by running the non-restarted PDHG algorithm for
5000 iterations across the range ω ∈ {4−5, 4−4, 4−3, 4−2, 4−1, 1, 41, 42, 43, 44, 45}.
We then choose the ω value with the smallest value of the KKT error ‖(Kz − h)+‖2
where K and h are defined as per (20). We use this ω value for our experiment across
all restart schemes.

On these problems we run PDHG with: no restarts, fixed frequency restarts with
different restart lengths, and adaptive restarts (where the norm used for computing the
normalized duality gap is Euclidean as described in Sect. 6.3.2). Fixed restart lengths
of 41, 42, . . . , 49 were tested and the best three restart lengths9 were plotted for each
problem. In Fig. 2, we plot the value of the normalized duality gap against the number
of iterations for each of the method where the input radius for the normalized duality
gap is equal to the distance traveled since the last restart (for no restarts this is the
starting point). For the adaptive restarts we use β = exp(−1) as per Remark 5 and
only evaluate (30) every 30 iterations to ensure the cost of evaluating the normalized
duality gap is negligible. There are a few consistent patterns. One is that often a few
iterations after a restart, the normalized duality gap spikes and then falls quickly below
its previous value. This is particularly apparent for nug20. Another observation is that
after the active set is identified, the linear convergence is often apparent in the plot.
However, for qap10, qap15, and nug20, restarted PDHG outperforms non-restarted
PDHG, much earlier than when the active set freezes.

The normalized duality gap is not a typical metric for determining solution quality.
Typically, the KKT error is a more standard [65] and algorithm-independent metric.
Indeed as Lemma 4 shows, the KKT error can be bounded above by the normalized
duality gap times a constant.

For completeness, Table 4 reports the number of iterations required by each
approach to drive the KKT error below 10−6 (either for the average or last iterate).
This table exhibits very similar patterns to Fig. 2. In particular, non-restarted PDHG
fails to drive the KKT error below 10−6 except for the nug08-3rd problem. In Table 4

9 The restart lengths were ordered descending by iterations to find a normalized duality gap below 10−7,
and then by the normalized duality gap at the maximum number of iterations. The top three restart lengths
were then selected for display.
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Fig. 2 Plots show normalized duality gap (in log scale) versus number of iterations for restarted PDHG.
Results from left to right, top to bottom for qap10, qap15, nug08-3rd, and nug20. Each plot compares no
restarts, adaptive restarts, and the three best fixed restart lengths. For the restart schemes we evaluate the
normalized duality gap at the average, for no restarts we evaluate it at the last iterate as the average performs
much worse. A star indicates the last iteration that the active set changed before the iteration limit was
reached. Series markers indicate when restarts occur

we compare the adaptive restarts with the best fixed frequency restart scheme for
PDHG, EGM and ADMM. Notably, the number of iterations is fairly similar for both
approaches. However, adaptive restarts do not require any hyperparameter search over
the restart lengths and therefore require much less computational effort.

Remark 6 (Flexible restarts) A major benefit of using the normalized duality gap as a
potential function is that provides substantial flexibility in algorithm design while pre-
serving the convergence properties given in Theorem 2. For example, we can develop
an algorithm that chooses either to restart to the average or last iterate. To do this we
add an additional line below Line 7 of Algorithm 1 as follows

z̄n,t ←
{
zn,t ρ‖zn,t−zn,0‖(zn,t ) < ρ‖z̄n,t−zn,0‖(z̄n,t )

z̄n,t otherwise.
(56)

In other words, we consider the last iterate as a candidate for restarting, if it has a
better normalized duality gap. Inspection of Theorem 2 shows that it still holds with
modification to (56). This is because Property ii. also holds for zn,t (Proposition 1
and i. establishes ‖zt+1 − z�‖ ≤ ‖zt − z�‖, then use Proposition 7 to change the norm
from PDHG to Euclidean). Indeed one can imagine many other ways of producing
restart candidates that satisfy Property ii. (e.g., convex combinations of iterates) and
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Table 4 Number of iterations required for the KKT error (the maximal absolute primal residual, dual
residual and primal dual gap) to fall below 10−6. The stopping condition is checked every 30 iterations.
The – symbol indicates the iteration limit (500,000 for PDHGandEGM; 200,000 forADMMas its iterations
are slower) was reached. The best fixed frequency restart scheme is the fixed frequency restart scheme from
Fig. 2 that requires the least iterations to achieve 10−6 KKT error. Flexible restarts are described in Remark 6

Problem name Method No restarts Best fixed frequency Adaptive restarts Flexible restarts

qap10 PDHG – 76,230 86,820 84,240

EGM – 76,170 86,820 84,240

ADMM – 19,590 26,340 21,180

qap15 PDHG – 144,060 153,780 154,560

EGM – 144,060 153,780 154,590

ADMM – 46,620 44,880 36,660

nug08-3rd PDHG 6600 2280 3300 1590

EGM 6300 2520 3180 1590

ADMM 930 2520 2700 2520

nug20 PDHG – 399,840 447,300 425,610

EGM – 399,840 445,590 426,630

ADMM – 148,110 124,380 132,360

therefore maintain the guarantees of Theorem 2. We implement (56) and report the
results Table 4 under the name ‘flexible restarts’. One can see that the flexible restart
scheme is in general slightly faster than the original adaptive restart scheme; for nug08-
3rd it is much faster.

Acknowledgements We thankBrendanO’Donoghue, Vasilis Charisopoulos, andWarren Schudy for useful
discussions and feedback on this work.

A Proof of Lemma 2

Proof LetU�V� be a singular value decomposition of H . RecallU and V are orthog-
onal matrices (U�U = UU� = I and ‖Uz‖ = ‖z‖), and � is diagonal. First, by
assumption there exists some z̄ such that Hz̄ = h. This implies that for p̄ = V� z̄
we have U�h = U�(U�V�)z̄ = �V� z̄ = � p̄. Consider some z ∈ R

n . Define
p = V�z,

p∗
i =

{
�−1
i i (U�h)i �i i �= 0

zi otherwise
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and z� = V p∗. If�i i �= 0 then by definition of p∗, (� p∗)i = (U�h)i . If�i i = 0 then
(U�h)i = (� p̄)i = �i i p̄i = 0 = �i i p∗

i = (� p∗)i . Hence� p∗ = U�h. Therefore,

‖z� − z‖ = ‖V�z� − V�z‖
= ‖p∗ − p‖
≤ 1

σ+
min(H)

‖� p∗ − � p‖

= 1

σ+
min(H)

‖(U�h) − � p‖

= 1

σ+
min(H)

‖h −U�V�z‖

= 1

σ+
min(H)

‖h − Hz‖.

�

B Proof of Proposition 3 for EGM

Proof Let z� = minz∈Z� ‖zt − z‖. By definition of ẑt and that F is L-Lipschitz, we
have

F(zt−1)�(ẑt − zt−1) + 1

2η
‖ẑt − zt−1‖2

≤ F(zt−1)�(z� − zt−1) + 1

2η
‖z� − zt−1‖2

= F(z�)�(z� − zt−1) + (F(zt−1) − F(z�))�(z� − zt−1) + 1

2η
‖z� − zt−1‖2 .

(57)

Note that

F(zt−1)�(ẑt − zt−1) = F(z�)�(ẑt − zt−1) + (F(zt−1) − F(z�))�(ẑt − z�)+
(F(zt−1) − F(z�))�(z� − zt−1) .

(58)

Substituting (58) into the LHS of (57) and cancelling terms yields

F(z�)�(ẑt − zt−1) + (F(zt−1) − F(z�))�(ẑt − z�) + 1

2η
‖ẑt − zt−1‖2

≤ F(z�)�(z� − zt−1) + 1

2η
‖z� − zt−1‖2 .

(59)
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By F(z�)�(z� − zt−1) ≤ F(z�)�(ẑt − zt−1), (59), F is L-Lipschitz, and the triangle
inequality one gets

0 ≥ F(z�)�(z� − zt−1) − F(z�)�(ẑt − zt−1)

≥ 1

2η
‖ẑt − zt−1‖2 + (F(zt−1) − F(z�))�(ẑt − z�) − 1

2η
‖z� − zt−1‖2

≥ 1

2η
‖ẑt − zt−1‖2 − L‖zt−1 − z�‖‖ẑt − z�‖ − 1

2η
‖z� − zt−1‖2

= 1

2η
‖ẑt − zt−1‖2 − L‖zt−1 − z�‖‖zt−1 − z� + ẑt − zt−1‖ − 1

2η
‖z� − zt−1‖2

≥ 1

2η
‖ẑt − zt−1‖2 − L‖zt−1 − z�‖‖ẑt − zt−1‖ −

(
L + 1

2η

)
‖z� − zt−1‖2

=
(

1

2η
‖ẑt − zt−1‖ −

(
1

2η
+ L

)
‖z� − zt−1‖

)(
‖ẑt − zt−1‖ + ‖z� − zt−1‖

)
(60)

where the first inequality uses F(z�)�(z� − zt−1) ≤ F(z�)�(ẑt − zt−1), the second
inequality uses (59), the third inequality uses that F is L-Lipschitz, and the final
inequality uses the triangle inequality.

Notice that ‖ẑt − zt−1‖+‖z� − zt−1‖ > 0 otherwise the result trivially holds, thus

by (60) we get 1
2η‖ẑt − zt−1‖ −

(
1
2η + L

)
‖z� − zt−1‖ ≤ 0, rearranging yields

‖ẑt − zt−1‖ ≤ (1 + 2ηL)‖z� − zt−1‖ ≤ 3‖z� − zt−1‖

where the last inequality uses that η ≤ 1/L from the premise of Proposition 1. �

C Proof of Lemma 6

Proof Recall for ADMM the norm is ‖z‖ = √
z�Mz with

M =
⎛
⎝0 0 0
0 ηV�V 0
0 0 1

η
I

⎞
⎠ =

⎛
⎝0 0 0
0 ηI 0
0 0 1

η
I

⎞
⎠

where we ustilize V = I in (28). Suppose that η = 1. Consider z ∈ Z , r ∈ (0, 2R].
Let

v =
⎛
⎝ 0

(c + y)−
xV − xU

⎞
⎠ and note that F(z) =

⎛
⎝ −y

c + y
xU − xV

⎞
⎠ .
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Let z1 = z + r v
‖v‖ , then z1 ∈ Z by the definition of Z . It follows from (21) that

ρr (z) ≥ F(z)�(z − z1)

r
= − 1

‖v‖ F(z)�v = ‖v‖2 . (61)

Consider any optimal solution z� = (x�
V , x�

V , y�), define ẑ = (x�
V , x�

V , y) ∈ Z�.

Let z2 = z − μ(z − ẑ) for μ = min
{

r
‖z−ẑ‖ , 1

}
, then ‖z2 − z‖ ≤ r

‖z−ẑ‖‖z − ẑ‖ ≤ r .

Meanwhile, we have z2 = (1 − μ)z + μẑ, thus z2 ∈ Z by convexity. We conclude
that z2 ∈ Wr (z). Therefore, it follows from (21) that

ρr (z) ≥ 1

r
min

{
r

‖z − ẑ‖ , 1

}
F(z)�(z − ẑ)

= min

{
1

‖z − ẑ‖ ,
1

r

}⎛⎝ −y
c + y

xU − xV

⎞
⎠ ·
⎛
⎝xU − x�

V
xV − x�

V
y

⎞
⎠

= min

{
1

‖z − ẑ‖ ,
1

r

}
c�(xV − x�

V ) .

(62)

Substituting r ∈ (0, 2R] and ‖z − ẑ‖ ≤ ‖z − z�‖ ∈ [0, 2R] into (62) and noticing
ρr (z) ≥ 0 yields

ρr (z) ≥ 1

2R
(c�xV − c�x�

V )+ . (63)

Combining (61) and (63), we deduce there exists K ′ and h′ such that

(4R2 + 1)ρr (z)
2 ≥ ((c�xV − c�x�

V )+)2 + ‖(c + y)−‖22 + ‖xV − xU‖22
= ((c�xV − c�x�

V )+)2 + ‖(c + y)−‖22
+ ‖xV − xU‖22 + ‖x−

U ‖22 + ‖AxV − b‖22
= ‖(h′ − K ′z)+‖22 ≥ 1

H(K ′)2
dist(z, Z�)2 ,

where the last inequality is from duality, Hoffman condition (Equation (26)), and the
fact that ‖z‖2 ≥ ‖z‖. Taking the square root obtains the result for η = 1.

Next, we consider the case η �= 1. Let us denote the corresponding normalized
duality gap as ρ

η
r and distance as distη then with θ = max{η, 1/η} we get

ρη
r (z) ≥ ρ1

θr (z)

θ
≥ 1

θH(K ′)
√
4R2 + 1

dist1(z, Z�)

≥ 1

θ2H(K ′)
√
4R2 + 1

distη(z, Z�).

�
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D Proof of Proposition 10

The next lemma is used in the proof of Proposition 10.

Lemma 7 Consider the sequence {zn,0}∞i=0, {τ n}∞i=1 generated by Algorithm 1 with
the adaptive restart scheme and β < 1

q+3 . Suppose (6) satisfies Property 3, and there

exists a ∈ (0,∞) s.t. ρr (z) ≥ a
1+‖z‖dist(z, Z

�). Then zn,0 stays in a bounded region,

in particular, zn,0 ∈ WR(z0,0) for all n ∈ N with R = 2C(q+3)3

βa(1−β(q+3))dist(z
0,0, Z�)(1+

‖z0,0‖ + dist(z0,0, Z�)).

Proof First, notice that it holds for any n > 0 that dist(zn,0, Z�) ≤ dist(zn−1,0, Z�)+
‖zn,0 − zn−1,0‖ ≤ (q + 3)dist(zn−1,0, Z�) where the first inequality uses the triangle
inequality, and the second inequality is from Property ii.. Recursively applying this
inequality yields

dist(zn,0, Z�) ≤ (q + 3)ndist(z0,0, Z�) . (64)

Thus, we have

‖zN ,0 − z0,0‖ ≤
N−1∑
n=0

‖zn+1,0 − zn,0‖ ≤ (q + 3)
N−1∑
n=0

dist(zn,0, Z�)

≤ dist(z0,0, Z�)

N−1∑
n=0

(q + 3)n+1

= dist(z0,0, Z�)
(q + 3)N+1 − (q + 3)

q + 2

≤ (q + 3)N+1

2
dist(z0,0, Z�) , (65)

where the first inequality uses the triangle inequality, the second inequality is from
Property ii., the third inequality utilizes (64) for n = 0, . . . , N − 1, the equality uses
the formula for the sum of a geometric series, and the last inequality uses q ≥ 0.

Furthermore, we have

ρ‖zn,0−zn−1,0‖(zn,0) ≤ βn−1ρ‖z1,0−z0,0‖(z1,0) ≤ βn−12C‖z1,0 − z0,0‖
≤ βn−12C(q + 2)dist(z0,0, Z�) , (66)

where the first inequality recursively uses (30), the second inequality is fromProperty i.
and τ 0 ≥ 1, and the last inequality uses Property ii..
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Therefore, it holds that

‖zn+1,0 − zn,0‖ ≤ (q + 2)dist(zn,0, Z�)

≤ (q + 2)
ρ‖zn,0−zn−1,0‖(zn,0)

a

(
1 + ‖zn,0‖

)

≤ βn−1 2C(q + 2)2dist(z0,0, Z�)

a

(
1 + ‖zn,0‖

)

≤ βn−1 2C(q + 2)2dist(z0,0, Z�)

a

(
1 + ‖z0,0‖ + ‖zn,0 − z0,0‖

)

≤ βn−1 2C(q + 2)2dist(z0,0, Z�)

a(
1 + ‖z0,0‖ + (q + 3)n+1

2
dist(z0,0, Z�)

)

≤ (β(q + 3))n
C(q + 3)3

βa
dist(z0,0, Z�)

(
1 + ‖z0,0‖ + dist(z0,0, Z�)

)
,

(67)

where the first inequality uses Property ii., the second inequality is from that ρr (z) ≥
a

1+‖z‖dist(z, Z
�), the third inequality uses (66), the fourth inequality uses the triangle

inequality, the fifth inequality uses (65), and the last inequality uses q + 3 ≥ 2.
Therefore, we have

‖zN ,0 − z0,0‖ ≤
N−1∑
n=0

‖zn+1,0 − zn,0‖

≤
N−1∑
n=0

(β(q + 3))n
C(q + 3)3

βa
dist(z0,0, Z�)

(
1 + ‖z0,0‖ + dist(z0,0, Z�)

)

≤ C(q + 3)3

βa(1 − β(q + 3))
dist(z0,0, Z�)

(
1 + ‖z0,0‖ + dist(z0,0, Z�)

)
,

where the first inequality is the triangle inequality, the second inequality uses (67),
and the last inequality is from the bound on the sum of a geometric series by noticing
β(q + 3) < 1. This finishes the proof. �

Proof of Proposition 10 for EGM and ADMM appled to LP. Recall that the
Lagrangian form of an LP instance is α-sharp on S(R) = {z ∈ Z : ‖z‖ ≤ R} with
α = 1

H(K )
√
1+4R2 (see Lemma 5) and the ADMM form of a LP instance is α-sharp

on S(R) = {z ∈ Z : ‖z‖ ≤ R} with α = 1
max{η2,1/η2}H(K ′)

√
1+4R2 (see Lemma 6).

Thus the sharpness constant α satisfies the condition in Lemma 7 with a = 1
2 H(K )

for
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standard form LP (Lemma 5) and and a = 1
2max{η2,1/η2}H(K ′) for ADMM formLP.We

finish the proof by setting R = 2C(q+3)3

βa(1−β(q+3))dist(z
0,0, Z�)(1+‖z0,0‖+dist(z0,0, Z�))

as stated in Lemma 7. �

E Proof of Corollary 2

Proof Let ‖z‖M = √‖x‖2 − 2ηy�Ax + ‖y‖2. Recall that Property 3 holds for ‖ ·‖M
with q = 0 and C = 2/η (refer to Table 1). Define B̂r (z) = {z ∈ Z : ‖z‖M ≤ r} then
with r̂ = r

√
1

1−ησmax(A)
for any z ∈ Z we get

ρr (z) = maxẑ∈Wr (z){L(x, ŷ) − L(x̂, y)}
r

≤
maxẑ∈B̂r̂ (z){L(x, ŷ) − L(x̂, y)}

r

=
√

1

1 − ησmax(A)

maxẑ∈B̂r̂ (z){L(x, ŷ) − L(x̂, y)}
r̂

≤ 1

η

√
1

1 − ησmax(A)

2r̂

t
= 1

η(1 − ησmax(A))

2r

t

where the first inequality uses that Wr (z) ⊆ B̂r̂ (z) by Proposition 7, the second
inequality uses Property i.. This establishes C = 2

η(1−ησmax(A))
. Moreover, with z� ∈

argmin
z∈Z�

‖z0 − z‖M we have

‖z̄t − z0‖2 ≤ ‖z̄t − z0‖2M
1 − ησmax(A)

≤ 4‖z� − z0‖2M
1 − ησmax(A)

≤ 4(1 + ησmax(A))

1 − ησmax(A)
‖z� − z0‖2

where the first inequality uses by Proposition 7, the second inequality uses Property ii.,
and the third inequality uses Proposition 7. This establishes q = 41+ησmax(A)

1−ησmax(A)
− 2. �

F Linear time algorithm for linear trust region problems

Theorem 4 Algorithm 2 exactly solves (49), the trust region problemwith linear objec-
tive, Euclidean norm, and bounds.

Proof If the algorithm returns from line 1, (51) is unbounded, and the algorithm returns
ẑ(∞). Otherwise, in each iteration of the while loop (line 5), the algorithm maintains
the invariants

• I = {i : λlo < λ̂i < λhi}
• For λlo < λ < λhi, ‖ẑ(λ) − z‖2 = flo + λ2 fhi +∑i∈I(ẑ(λ)i − zi )2
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Algorithm 2: Linear objective trust region algorithm
Input: Center z ∈ R

n+m , lower bound l ∈ (R ∪ {−∞})n+m , objective g ∈ R
n+m , radius r ≥ 0

Assumptions: l ≤ z, g > 0, r ≥ 0
Result: Trust region solution ẑ solving (49)

1 if ‖l − z‖ ≤ r then return ẑ(∞) = l λlo ← 0, λhi ← ∞
2 flo ←∑

i :λ̂i≤λlo
(li − zi )

2, fhi ←∑
i :λ̂i≥λhi

g2i
3 I ← {i : λlo < λ̂i < λhi}
4 while I �= ∅ do

Invariants: I = {i : λlo < λ̂i < λhi}
For λlo < λ < λhi, ‖ẑ(λ) − z‖2 = flo + λ2 fhi +

∑
i∈I (ẑ(λ)i − zi )

2

‖ẑ(λlo) − z‖2 ≤ r2 ≤ ‖ẑ(λhi) − z‖2
5 λmid ← median(λ̂i : i ∈ I)

6 fmid ← flo +∑i∈I (ẑ(λmid)i − zi )
2 + fhiλ

2
mid // fmid = ‖ẑ(λmid) − z‖2

7 if fmid < r2 then
8 λlo ← λmid

9 flo ← flo +∑i∈I:λ̂i≤λmid
(li − zi )

2

10 I ← {i ∈ I : λ̂i > λmid}
11 else
12 λhi ← λmid

13 fhi ← fhi +
∑

i∈I:λ̂i≥λmid
g2i

14 I ← {i ∈ I : λ̂i < λmid}
15 end
16 end

17 λmid ←
√

(r2 − flo)/ fhi // solving r2 = ‖ẑ(λmid) − z‖2 = flo + λ2 fhi
18 return ẑ(λmid)

• ‖ẑ(λlo) − z‖2 ≤ r2 ≤ ‖ẑ(λhi) − z‖2
The while loop (line 5) is finite, since on each iteration |I| is reduced by at least a
factor of 2. When the while loop exits (with I = ∅), these invariants mean that the
final λmid computed on line 18 optimizes (51) and the returned ẑ(λmid) solves (49). �
Theorem 5 Algorithm 2 runs in O(m + n) time.

Proof The work outside the while loop (line 5) is clearly O(m + n). In each pass
through the while loop, the median (line 6) can be found in O(|I|) time ([9]), and
the rest of the loop also takes O(|I|) time. Since at least half of the elements of I
are removed in each iteration, and initially |I| ≤ m + n, the total time in the while
loop is at most O(

∑∞
i=0

m+n
2i

) = O(m + n) by the formula for the sum of an infinite
geometric series. �

G Numerical results for restarted EGM and ADMM

In this section, we repeat the numerical experiments of Sect. 7 with EGM and ADMM
instead of PDHG. We tune the primal weight for EGM and the step size η for ADMM
using the same procedure as with PDHG (see Sect. 7).

Figure3 (EGM) is almost identical to Fig. 2 (PDHG), which verifies again the
improved performance of restarted algorithms. Furthermore, note that one iteration of
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Fig. 3 Plots show normalized duality gap (in log scale) versus number of iterations for (restarted) EGM.
Results from left to right, top to bottom for qap10, qap15, nug08-3rd, and nug20. Each plot compares no
restarts, adaptive restarts, and the three best fixed restart lengths. For the restart schemes we evaluate the
normalized duality gap at the average, for no restarts we evaluate it at the last iterate as the average performs
much worse. A star indicates the last iteration that the active set changed before the iteration limit was
reached. Series markers indicate when restarts occur

EGM is about twice as expensive as a PDHG iteration, because EGM requires four
matrix–vector multiplications per iteration, while PDHG requires two matrix–vector
multiplications.

Indeed, to see the difference between EGMand PDHG requires a close examination
of Table 4. Recall that termination criteria is only checked every 30 iterations, which
causes the iteration counts to be identical in several instances.

Figure4 shows the performance of restarted ADMM for the same problems, which
verifies again the improved performance of restarted algorithms. We observe that
restarts do appear to make performance slower for nug08-3rd but this appears to be a
very easy problem—the number of iterations for all methods is very low.
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Fig. 4 Plots show normalized duality gap (in log scale) versus number of iterations for (restarted) ADMM.
Results from left to right, top to bottom for qap10, qap15, nug08-3rd, and nug20. Each plot compares no
restarts, adaptive restarts, and the three best fixed restart lengths. For the restart schemes we evaluate the
normalized duality gap at the average, for no restarts we evaluate it at the last iterate as the average performs
much worse. A star indicates the last iteration that the active set changed before the iteration limit was
reached. Series markers indicate when restarts occur
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