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Abstract

In a first contribution, we revisit two certificates of positivity on (possibly non-
compact) basic semialgebraic sets due to Putinar and Vasilescu (C R Acad Sci Ser
I Math 328(6):495-499, 1999). We use Jacobi’s technique from (Math Z 237(2):259—
273,2001) to provide an alternative proof with an effective degree bound on the sums
of squares weights in such certificates. As a consequence, it allows one to define
a hierarchy of semidefinite relaxations for a general polynomial optimization prob-
lem. Convergence of this hierarchy to a neighborhood of the optimal value as well as
strong duality and analysis are guaranteed. In a second contribution, we introduce a
new numerical method for solving systems of polynomial inequalities and equalities
with possibly uncountably many solutions. As a bonus, one can apply this method to
obtain approximate global optimizers in polynomial optimization.
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1 Introduction

This paper is concerned with polynomial optimization on non-compact semialgebraic
sets. Its spirit and main motivation is to voluntarily avoid the big-ball trick which

B Victor Magron
vmagron @laas.fr

Ngoc Hoang Anh Mai
nhmai @laas.fr

Jean-Bernard Lasserre
lasserre @laas.fr

1 LAAS, CNRS, 7 avenue du Colonel Roche, 31400 Toulouse, France

2 IMT, Université de Toulouse, 31400 Toulouse, France

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10107-021-01634-1&domain=pdf
http://orcid.org/0000-0003-1147-3738

444 N. H. A. Mai et al.

reduces the problem to the compact case. The big-ball “trick” is to simply assume that
the global minimum is attained in some a priori known ball By centered at zero of
radius M > O potentially large. Therefore, by adding this additional constraint to the
definition of the feasible set, one is back to the compact case.

Why? This “trick” has definitely some merit since in some practical applications
such an M can be sometimes determined with ad-hoc arguments. However, it is not
satisfactory from a mathematical point of view. Indeed after one has found a minimizer
x* € By, one is still left with the question: Is really x* a global minimizer? Was M
chosen sufficiently large ? In other words, in doing so one does not obtain an certificate
that x* is a global minimizer. As we will see, the challenge is to adapt some certificates
of positivity on non-compact sets already available in the literature, to turn them into
a practical algorithm.

Background Deciding nonnegativity of a polynomial is an important and attractive
problem throughout history of the development of real algebraic geometry. In his
famous and seminal work [16], Hilbert characterized all cases where nonnegative
polynomials are sums of squares (SOS) of polynomials and later Blekherman showed
in [4] that there are significantly more nonnegative polynomials than SOS. In 1927,
Artin proved in [1] that every nonnegative polynomial can be decomposed as a sum
of squares of rational functions, thereby solving Hilbert’s 17th problem. Namely, f
is nonnegative if and only if op f = oy for some SOS polynomials o and op # O.
Later on, certificates of positivity on a general semialgebraic set have been proposed
by Stengle [58] (see also Krivine [23]). A basic semialgebraic set S(g, h) can be
written as

S(g.h) == {xeR": gix)=0, j=1,....m; hy(x)=0,1=1,...,1},
(1.1)

where 7 is the dimension of the ambient space and (g}, ;) are polynomials. Stengle
and Krivine rely on a tool from real algebraic geometry called preordering

1
P hy=1{ Y ougi' ...+ dhi:oyeTIxl, ¢ eRIxI{, (1.2)
ae{0,1}" t=1

associated with the polynomials (g;, ;). Here R[x] denotes the ring of real poly-
nomials and X'[x] C R[x] stands for the set of SOS polynomials. Krivine-Stengle’s
Positivstellensatz (or representation) states that

f=00nS(g.h) & 3q1.q2€ P(g.h), seN: qif = fX+q  (13)
f>00onS(g,h) & 3q1,q2€ P(g.h): q1 f =1+ q>. (1.4)

Notice that the above representations involve a multiplier g1 for f as well as cross-
products of the g;’s in (1.2). In 1993, Putinar [45] refined a result of Schmiidgen [54]
for certificates of positivity on a basic semi algebraic set (1.1) assumed to be compact
plus an Archimedean assumption, described below. It avoids a multiplier for f and no
cross-product of the g;’s. Namely, Putinar’s Positivstellensatz states that f is positive
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on S(g, h) if f belongs to the set

m !
Qg.h)={o0+Y ojgi+Y dhi:ojeXx]. ¢ eRIxIt. (L5

j=1 =1

The set Q(g, h) is called the quadratic module associated with the polynomials
(8, he)-

SOS for optimization. More recently and since the pioneer works of Lasserre [24] and
Parrilo [43], SOS-based certificates of nonnegativity have now become a powerful
tool in polynomial optimization and control. In the unconstrained case, let f* :=
infyern f(x). If f — f* (= 0onR")is an SOS polynomial then f* can be obtained
by solving a single semidefinite program (SDP). However in general f — f* is an
SOS of rational functions, which yields:

ff= sup {A:op(f—A) =on; ony,op € X[x]; op0)=1} (1.6)

AON,OD

By fixing in advance a bound d on the degree of op, one may solve (1.6) by SDP
combined with bisection search on A and increase of d when no solution exists. The
normalization constraint op(0) = 1 ensures that neither op nor oy is the zero poly-
nomial. In the constrained case, let S(g, /) in (1.1) be compact and assume with
no loss of generality that the so-called Archimedean assumption holds, namely that
L — ||x||% belongs to Q (g, k) for some L > 0. This can be automatically ensured
by setting g,(x) = L — ||x||%. Under this assumption, the second author pro-
vides in [24] a so-called moment-SOS hierarchy of semidefinite relaxations based
on Putinar’s representation, yielding a non-decreasing sequence of lower bounds on
f* = minges( n) f(x), which converges to f*. Convergence is finite for generic
constraints S(g, k) due to [39] and a numerical procedure from [15] allows one to
extract global minimizers from an optimal solution of the (exact) semidefinite relax-
ation in the hierarchy. It relies on the flat extension condition of Curto and Fialkow
[8,30]. In the above-mentioned frameworks, compactness of S(g, &) is crucial.

Related works on SOS approximations of nonnegative polynomials Blekherman’s
result [4] states that for a fixed degree, the cone of nonnegative polynomials is way
larger than the cone of SOS polynomials. This is in contrast with the denseness result
from [3, Theorem 5], which establishes that the cone of SOS polynomials is dense
in the space of polynomials being nonnegative on [—1, 1], for the /;-norm of coef-
ficients, defined by || flli = Y, | fo| (Whenever one writes f = ), fox® in the
standard canonical basis of monomials). Other denseness results from [25,29] are
based on perturbations of nonnegative polynomials to obtain SOS certificates. In [25],
Lasserre states that any given nonnegative polynomial f can be approximated by a
sequence (fz)s of SOS polynomials given by

fe = f—i—ein]z-k/(k!), £ >0,

k=0 j=1
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for some r, € N, so that || fo — fll1 — 0, as ¢ | 0. Similarly, Lasserre and Netzer
prove in [29] that every polynomial f being nonnegative on the unit box [0, 1]” can
be approximated in /;-norm by a sequence of SOS

n
fre = f +e¢ 1+ZXJ2-r ,e>0.
j=1

Provided that r is large enough, one has || f.c — f|l1 — 0, as e | 0. Jibetean and Lau-
rent [21] compute tight upper bounds for the unconstrained polynomial optimization
problem f* := min,crr f(x) based on the perturbed problem f :=inf,cr f(x) +
& Z'}zl x?d” and SDP relaxations over the gradient ideal (see also [41]). Besides
their theoretical aspects, these approximation results allow one to interpret some para-
doxical behaviors (due to numerical roundoff errors) observed while relying on SDP
relaxations for polynomial optimization. Such behavior occurs for instance while
extracting the minimizers of Motzkin’s polynomial f = (xl2 + x% — 1)x12x§ + 1/27
with the algorithmic procedure from [15]. Motzkin’s polynomial is globally non-
negative but does not belong to the SOS cone. However, the perturbed polynomial
f =f4+e(l+ xf’ + xg) is an SOS for small ¢ > 0. This implies that an SDP solver
can find an approximation of the optimal value of f for a sufficiently high order of
relaxation, and that one can extract the global minimizers of f. In fact [28], an SDP
solver performs “robust optimization” in the following sense: instead of solving the
original optimization problem with nominal criterion f, the solver considers a per-
turbed criterion which lies in a ball of small radius ¢ and center f. In [37], the authors
explain a similar paradox occurring in a noncommutative setting.

As shown in [34], the user can also introduce perturbations to compensate the
numerical uncertainties added by the solver. This perturbation/compensation scheme
is the main ingredient of the hybrid numeric-symbolic algorithm from [34], designed
to compute exact rational SOS decompositions for polynomials lying in the interior
of the SOS cone.

The non-compact case There have been several attempts to provide a hierarchy of
semidefinite relaxations when S(g, #) is not compact. In [20] the authors consider
polynomial optimization problems with non-compact set in the special case where
S(g U {c — f}, h) satisfies the Archimedian assumption. Later on, Dickinson and Povh
[11] obtain a certificate for homogeneous polynomials positive on the intersection of
the nonnegative orthant with a basic semialgebraic cone. This latter one generalizes
Pélya’s result [44], which states that one can always multiply a homogeneous polyno-
mial positive on the nonnegative orthant by some power of (x; + - - - + x;) to obtain
a polynomial with nonnegative coefficients. Reznick proves in [49] that any positive
definite form can be multiplied by a large enough power of || x ||§ to become a sum of
powers of linear forms (which is in particular an SOS polynomial). For this specific
class of nonnegative polynomials, Reznick’s result provides a suitable decomposition
into SOS of rational functions, which can be practically computed via SDP. Reznick’s
result was generalized in [53], where Scheiderer proves that one can replace ||x ||§ by
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an even power of any strictly positive polynomial. An interesting related result is the
Positivstellensatz [47] of Putinar and Vasilescu. Let us define

S(g) == 1{x: g;x) >0, j=1,...,m}andQ (g) = 00+Zajg,~: oj € Zxly .
j=1

Theorem 1 (Putinar—Vasilescu [47, Corollary 4.3 and 4.4]) Let 6 € R[x] be the

quadratic polynomial x — 60(x) = 1+ ||x||%, and denote by p € Rlx, x,41]
the homogeneous polynomial associated with p € R[x], defined by x +— p(x) =
deg(p)

X1 P(X/Xp41).

1. Let f € R[x] such that f > 0 on R"*'\{0}. Then 6% f € X[x] for some k € N.
2. Let f, g1, -..,8m € Rlx] satisfy the following two conditions:

(a) f = fo+ fisuch that deg(fy) < deg(f1) and fl > 0on R"+1\{O},'
(b) f > 0o0nS(g).

Then 6% f € Q(g) for some k € N.

As a consequence, they also obtain:
Corollary 1 (Putinar—Vasilescu [47, Final remark 2]) Let 6 := 1 + IIXII%.

1. Let f € R[x]ag be such that f > 0 on R". Then for all ¢ > 0, there exists k € N
such that 6% (f + €6%) € X[x].

2. Let f € R[x] such that f > 0 on S(g). Let d € N such that 2d > deg(f). Then
forall & > 0, there exists k € N such that 0**(f + £69) € Q(g).

Marshall [36, Corollary 4.3] states a slightly more general result but with no explicit
d, and Schweighofer [55, Corollary 6.3] provides a new algebraic proof of Marshall’s
result. To summarize, for every polynomial f nonnegative on a general basic semial-
gebraic set S(g), one obtains the following representation result: for a given ¢ > 0,
there exist a nonnegative integer k and SOS polynomials oy, 01, . .., 0, such that

oo+o1g1+- - +om&m
gk '

f+eod = 1.7)
Although this representation is theoretically attractive, their previous proofs are not
constructive and do not provide any explicit algorithm, especially in polynomial opti-
mization. The underlying reason is that there is no degree bounds on the SOS weights
00, - . ., om. Therefore, checking membership of 6%( f + £69) in Q(g) is still a chal-
lenge. If one fixes a degree k which is not large enough then one would have to increase
the degree of the o;’s forever without getting an answer. This restriction comes from
the proof techniques used by Putinar and Vasilescu, Marshall, and Schweighofer used
in [36,47] and [55], respectively. The main idea of Putinar and Vasilescu is to localize
the ring of polynomials by allowing inverses of || (x, x;,+1) ||% and then to use Cassier’s
technique for separating two convex cones of rational functions. Marshall proves
Corollary 1 by applying a generalized Jacobi-Prestel criterion. Schweighofer’s proof
for representation (1.7) is based on the relationship between the subring of bounded
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elements and the subring of arithmetically bounded elements, together with Monnier’s
conjecture. The main point of Schweighofer’s theorem in [55] is that the multiplier
6% can be replaced by a power of any “quickly growing” polynomial which does not
even have to be an SOS. Another deep theorem of this sort is the one of Scheiderer in
[53]. From their proofs, it is possible but difficult to find degree bounds for the SOS
weights o; with respect to the input polynomial data f, g;.

Degree bounds of SOS weights Recent work by Lombardi, Perucci and Roy [33] pro-
vides degree bounds in a quite general situation. The best degree bounds for Hilbert’s
17th problem in three homogeneous variables are actually due to Hilbert’s original
1893 paper [16]. Some lower bounds for Hilbert’s 17th problem (quite far away from
the upper bounds) were proved in [5] by Blekherman, Gouveia and Pfeiffer. Hilbert’s
1893 result and sharp degree bounds for projective curves (i.e., curves defined by
homogeneous polynomials) were proved in [6] by Blekherman, Smith and Velasco.
Contribution As already mentioned, our approach is to treat the non-compact case
frontally and avoid the big-ball trick. Our contribution is threefold:

L. In Sect. 3 we first provide an alternative proof of (1.7), with an explicit degree
bound on the SOS weights, by relying on Jacobi’s technique in the proof of [18, The-
orem 7]; this is crucial as it has immediate implications on the algorithmic side. More
precisely, the degrees of SOS weights o; are bounded above by k +d — [deg(g;)/2].
First, one transforms the initial polynomials to homogeneous forms, then one relies on
Putinar’s Positivstellensatz for the compact case, and finally one transforms back the
obtained forms to dehomogenized polynomials. As a consequence, with ¢ > 0 fixed,
arbitrary, this degree bound allows us to provide hierarchies (p,i (e)ken,i = 1,2, 3 for
unconstrained polynomial optimization (m = 0 and i = 1, see Sect. 4.1) as well as for
constrained polynomial optimization (m > 1 and i = 2, 3, see Sect. 4.2). Computing
each ,o,i (¢) boils down to solving a single SDP, with strong duality property. For k
sufficiently large, ,o,i(e) becomes an upper bound for the optimal value f* of the cor-
responding polynomial optimization problem (POP) min,eg () f (x). If this problem
has an optimal solution x*, the gap between p,’;(e) and f* is at most €60 (x*)¢. The
related convergence rates are also analyzed in these sections.

1I. In Sect. 4.3, we provide a new algorithm to find a feasible solution in the set
S(g, h) defined in (1.1). The idea is to include appropriate additional spherical equal-
ity constraints ¢; = & — ||x — a,||%, t =0,...,n,in S(g, h) so that the system
S(g, hU{eo, ..., e,}) has a unique real solution. The nonnegative reals (§/);=o0,...n
are computed with an adequate moment-SOS hierarchy. Moreover, this solution might
be extracted in certain cases by checking whether some (moment) matrix satisfies a
flat extension condition.

I11. Finally we use this method to approximate a global minimizer of f on S(g, h).
Namely, we fix ¢ > 0 small and find a pointin S(g U {p,’;(e) — f}, h). This procedure
works in certain cases, even if the set of minimizers is infinite. This is in deep contrast
with the extraction procedure of [15] (via some flat extension condition) which works
only for finite solution sets. Assuming that the set of solutions is finite, one may
compare our algorithm with the procedure from [15] as follows. On the one hand, the
latter extraction procedure provides global optimizers, provided that one has solved an
SDP-relaxation with sufficiently large “k” (so as to get an appropriate rank condition).
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On the other hand, our algorithm that adds spherical equality constraints “divides”
the problem into n + 1 SDP relaxations with additional constraints but with smaller
order “k” (which is the crucial parameter for the SDP solvers). Numerical examples
are provided in Sect. 5 to illustrate the difference between these two strategies.

For clarity of exposition, most proofs are postponed to Sect. A.

Comparison to other methods for solving POPs on non-compact semialgebraic sets
We consider the general POP f* = inf{f(x): x € S(g, h)} where S(g, h) are
unbounded.

1. In[19,20], Jeyakumar et al. solve a POPs on an unbounded semialgebraic set after
checking the coercivity of f on S(g, h) and as well as the Archimedeanness of
S(gU{c— f}, h) for some ¢ > f(x) with x € S(g, h). In particular, [19] uses
the polynomial optimization solver SparsePOP developed by Waki [61] which
exploits a structured sparsity of f, g and h. However checking these conditions
can be difficult. Our method which solves SDPs for the hierarchy (p,i (&) keN
avoids checking coercivity and Archimedean assumptions.

2. Demmel et al. [10,41] provide two representations of polynomials positive (resp.
nonnegative) on S(g, i) for solving POPs on unbounded domains. They state that
f can be represented as an SOS of polynomials modulo the KKT ideal on S(g, /)
if the minimal value of f on S(g, &) is attained at some KKT point and assuming
that one of the following conditions holds:

(@) f>0onS(g, h);
(d) f = 0on S(g, h) and the KKT ideal is radical.

This method is restricted to the case of global minimums satisfying KKT condition
and testing if f belongs to the related KKT preorder requires a large number of
SOS weights. Moreover, checking the radical property of the KKT ideal is difficult
in general. Our method goes beyond these restrictions by only testing membership
of the perturbation of ¥ f in the truncation of Q(g, h), even if the KKT condition
is not satisfied. Reader may have a look at Ha and Pham [60, §3.3] with the same
comparison as to Demmel et al. [10].

3. Schweighofer [56] extends Nie et al. [41] (S(g, ) = R") to the case that f is
bounded from below but does not necessarily attain a minimum. Schweighofer’s
gradient tentacles method replaces the gradient variety by larger semialgebraic
sets. Here we assume that f attains its minimum and compute an approximation
of the optimal value f* as well as an approximation of some minimum x*.

4. Greuet et al. [14] provide a probabilistic algorithm for solving POP on a real
algebraic set S(g, h) = V(h). They can extract a solution under the following
assumptions: (h) is radical, V (k) is equidimensional of dimensiond > 0 and V (h)
has finitely many singular points. When A generates an ideal with co-dimension
¢, the assumptions in Greuet et al. can be checked by verifying that the ideal and
the minors of size c+1 of the related Jacobian matrix are of dimension at most
0. To do this, they consider the intersection with a generic hyperplan and check
that the resulting complex polynomial system has no solution. This latter step can
be performed with efficient algorithms. We emphasize that our method does not
require such assumptions on (k) and V (h).
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5. In [40], Nie proposes a hierarchy of tight semidefinite relaxations for a POP on a
(possibly non-compact) basic semialgebraic set. The idea is to replace the Lagrange
multipliers in the constraint qualification condition by polynomials. Under certain
assumptions (which hold generically) stated in [40, Theorem 3.3], Nie’s hierarchy
has finite convergence if the minimum value of the POP is achieved at a critical
point (the point satisfies the constraint qualification condition). Moreover there
are many additional affine and semidefinite constraints in his relaxations [40,
(3.8)—(3.9)]. By comparison, our hierarchy involves a smaller number of affine
and semidefinite constraints while ensuring the convergence to a value in the
neighborhood of the minimal value of the POP without any assumption, even if
the minimum is not a critical point.

2 Notation, definitions and preliminaries

In this section, we introduce notation and basic facts about polynomial optimization
and the moment-sums-of-squares (moment-SOS) hierarchy. With x = (xq, ..., x,),
let R[x] stands for the ring of real polynomials and let X[x] C R[x] be the subset
of SOS polynomials. Let us note R[x]; and X [x]; the respective restrictions of these
two sets to polynomials of degree at most ¢ and 2¢. Given o = («q, ..., a,) € N,
we note |a| := oy + - - - + a,. Let (x*)q,ene be the canonical basis of monomials for
R[x] (ordered according to the graded lexicographic order) and v;(x) be the vector
of monomials up to degree 7, with length s(t) = ("*'). A polynomial f € R[x]; is
written as f(x) = Y, < fax¥ = v (x), where f = (f) € RS® is its vector
of coefficients in the canonical basis. A polynomial f is homogeneous of degree ¢
if f(Ax) = A f(x) for all x € R" and each A € R. Equivalently, a homogeneous
polynomial can be written as f = ZI al=t Jfax®. The degree-t homogenization f of
f € R[x]; is a homogeneous polynomial of degree ¢ in n + 1 variables, defined
by f(x, Xps1) = x,’1+1f(x/xn+1). A positive form is a nonnegative homogeneous
polynomial which is positive everywhere except at the origin.

Moment and localizing matrix For a given real-valued sequence y = (V4 )qent, let us
define the Riesz linear functional Ly : R[x] — R by:

fe Ly(f) =) fave, Vf €R[x].

We say that a real infinite (resp. finite) sequence (Yo )aen® (resp. (Yo)qen:) has a rep-
resenting measure if there exists a finite Borel measure p such that y, = fR,, x%du(x)
is satisfied for every o € N" (resp. o € N}). In this case, (yo)oenr is called be the
moment sequence of . Next, given y = (yy)gen and d € N*, the moment matrix
M, (y) of degree d associated to y is the real symmetric matrix of size s(d) defined by
Ma(y) = (Yo+pla,peny.- Let g = >, 8yx” € Rlx]. The localizing matrix Mq(gy)
of degree d associated with y and g is the real symmetric matrix of the size s(d)
given by My(gy) = (Zy gy)’y+a+ﬁ)a,ﬁeNg- We next recall an important result of
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[45], which is crucial for convergence of the moment-SOS hierarchy provided in the
sequel.

Theorem 2 (Putinar [45]) Given g1, ..., gm, 1, ..., h € R[x], let S(g, h) C R" be
asin (1.1) and Q(g, h) C R[x] be as in (1.5). Assume that there exists L > 0 such
that L — ||x||% € Q(g, h) (Archimedean condition).

(i) If a polynomial f € R[x] is positive on S(g, h) then f € Q(g, h).
(ii) Arealsequencey = (Vo )qeNt has arepresenting measure jLon S(g, h) if My (y) >
0, My(gjy) =0, j=1,....,mand My(h, y) =0,t=1,....,[, foralld e N.

The moment-SOS hierarchy Let S(g, h) C R" be asin (1.1) and Q(g, h) C R[x] be
as in (1.5) and assume that Q(g, /) is Archimedean. Consider the POP:

f*i=min{f(x): x € S(g, h)}, (2.8)
known to be challenging as it is NP hard in general [31]. One may rewrite (2.8) as:
ff=sup{LeR: f—X1>00nS(g, h)}, 2.9)

and by invoking Theorem 2(i), f* = sup{A € R: f — A € Q(g, h)}. Foreachd € N,
let:
pa:=sup{LeR: f—Xre Qug,h)}, deN, (2.10)

where Q4(g, h) stands for the truncated quadratic module of order d:

m l
Qu(g.h):==1> ojgi+ > dihi: 0j € Txly—u; b € RIxloa2u, | -
j=0 t=1

with u; := [deg(g;)/21 and w, := [deg(h,)/2]. For each fixed d, problem (2.10) is
a reinforcement of (2.9) and so pg < f* for all d. It also turns out that (2.8) can also
be written as:

*

= inf / du, (2.11)
f neM(S(g,h) Js(g,h) /

where M(S(g, h)) is the set of all finite Borel measures supported on S(g, ). Let us
denote by RY" the set of all real sequences ordered by N*. With y = (yy)gene € RY
being the moment sequence of a measure w, one has:

f* = min {Ly(f) iy € RY has a representing measure in M (S(g, h))] , (2.12)

and by Theorem 2(ii):
*= min L,
£ = min Ly(f)
s.t. Ma(gjy) =0, Vd €N, (2.13)
M, (h;y) =0, Vd e N,
yo =1
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Let dmin := max{[deg(f)/21,u;, w,}. For every fixed d > dpjn, consider the finite
truncation of the above problem:

Tg ;= min L,(f)

yeRsQd)
s.t. Mg—u;(gjy) = 0, (2.14)
My_y, (hyy) =0,
yo = 1.

Then (2.14) is a semidefinite relaxation of (2.13) and (2.10) is the dual of (2.14).
Moreover, strong duality holds according to Josz and Henrion [22]. Therefore, one
has pg = tg4 < f* for all d. This primal-dual sequence of semidefinite programs
(2.14)-(2.10) is the so-called moment-SOS hierarchy for optimization (also known as
“Lasserre’s hierarchy”), and

f*= lim p; = lim 174.
d—o00 d—oo
For more details on the moment-SOS hierarchy, the interested reader is referred to

[24].

Complexity of Putinar’s Positivstellensatz Let ¢, () 1= o !al('x ; for each o € N". We

note ||/ ||max := max {|hq|/cn(a)}, for a given h € R[x]. The convergence rate of the
o

sequence (pg)q4en relies on the following result.

Theorem 3 (Nie-Schweighofer [42]) Assume that § # S(g,h) C (—1,1)" is
Archimedean and f* > 0. Then there exists C > 0 depending on g and h such
that for d € N and

_ c
d > Cexp ((deg<f)2nd°g<f> (£ 1F ) ) :

one has f € Qq(g, h).

Extraction of global minimizers Assume that the optimal value t; is reached for a
solution y* and that this solution satisfies the flat extension condition, that is:

rank (Mg (y*)) = rank (Mg—y (y*))

for some d > w := max{u;, w;}. Let r := rank(My(y*)) and let §, stands for the
Dirac measure at point a € R”. Then 7; = f* and there exist x) e R" and Aj =0,
j=1,...,r,with Z;’:l A j = 1 such that and the sequence y* has the representing r-
atomic measure (4 = Z;’:1 A .. The support of w is the set (x@W:j=1,...,r},
which belongs to the set of all minimizers of the original problem (2.8). Henrion and
Lasserre [15] provide a numerical algorithm to extract the r atoms corresponding to
the support of the atomic measure .
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3 Representation theorems

In this section we provide two exact representations of globally nonnegative poly-
nomials and polynomials nonnegative on basic semialgebraic sets (not necessarily
compact). The representations are obtained thanks to a perturbation argument as well
as existing representations for positive definite forms. Let 6 := 1 + ||x II%. We denote
by S"~! the unit sphere in R”. For each & € R[x], let

sup {h(x) tx € S”_l}

W= {h(x):x es—1}"

For later use recall the following theorem.

Lemma 1 (Reznick [49, Theorem 3.12]) Suppose that p € R[x] is a positive definite
form of degree 2d, for some d € N. Then for k € N and

2nd(2d — 1) n+2d
Z 5, op)—
4log?2 2

’

one has ||x||%kp € Xxlkta-

In [49, Theorem 3.12], Reznick guarantees that the SOS decomposition of || x |I%k pis
actually a sum of powers of linear forms.

3.1 Globally nonnegative polynomials

Let us note ||i|l; := )", |hq| for a given h € R[x]. The following result provides a
representation of globally nonnegative polynomials.

Theorem 4 Let f € R[x]oqg be nonnegative on R"™. Then for every ¢ > 0, for ke € N
and

2(n+1)d2d - 1)  _; n+142d
ke > - —
e > Zlog2 E I i+ 1D 3
one has
ok (f +£9d> € Y[xlk,+d- (3.13)

Proof The proof consists of three steps:

1. Associate a positive definite form to the globally nonnegative polynomial f.

2. Use Reznick’s representation from Lemma 1 to get a representation of this homo-
geneous form.

3. Transform back the homogeneous polynomial together with its representation to
the original polynomial.

Let f = xﬁ] f(x/x,41) be the degree 2d homogenization of f. Since f is globally

nonnegative, f is nonnegative on R"*!. Let ¢ > 0 be fixed. We claim that
F 2d
el xap D5 € R[x, xp41]
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is positive definite, i.e., is homogeneous and positive on R"+1\{Og.+1}. Since
d
2d 2 2, .2
I a3 = (R 4+ 2 4 a2)

the polynomial || (x, x,+1) ||%d is homogeneous of degree 2d on R"*!. From this and
since f is homogeneous of degree 2d, f + el (x, Xp+1) ||%d is homogeneous of degree

2d. For every (x, x,4+1) € ]R”H\{ORHH 1, 1(x, x441) |2 > 0. From this and since f is
nonnegative on R"*1,

F 6, xn1) Fell(x, x0g D3 > 0,

for all (x, x,41) € R"*! \{Ogn+1}. In addition, it is not hard to show that

inf { £, %) + el 5 DIB : (xxne) €8] 2 e
and

sup { 7 () + el v ) 1B () €87

< sup{f (x, Xpp1) (6, Xpp1) € S} + 6
<Iflh+e.

Thus, 8(f + [.13%) < (If1li + &)/e = (If 1 + &)/e. From this and by applying
Lemma | with p = f + ¢||(x, x,11)[15%, for k. € N and

‘= 2n + 1)d@2d — 1)

4 n+1+2d
1) — —— =
Glogny € D -

there exists 6, € X[x, X411k, +4 such that
D3 (7 + el (eoxe) B7) = 6
By replacing x,,+1 by 1, one has
pke (f + eed) = 5.(x, 1).

Let us note o.(x) := &,(x, 1), for every x € R". Since 6, € X[x, Xp41lk,+d- it
follows that o, € X[x], +4, yielding the desired result. O
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3.2 Polynomials nonnegative on a basic semialgebraic set

We recall the definition of the truncated quadratic module of order d associated with
S(g):

m
Qa(g) := 100 +Zﬁjgj 2 op € Xxly, 0j € Xlxla—u; ¢ »
Jj=1

where u; := [deg(g;)/21, j =1, ..., m.Forevery h € R[x], let us define
di(h) := 1+ |deg(h)/2] and dr(h) := [deg(h)/2].

The following result provides a degree bound for the SOS weights of [46, Theorem
1].

Theorem5 Let g = {g1,...,gm} C Rlx] and f € R[x] such that f is nonnegative
on S(g). Let e > 0 and d € N be such that at least one of the following two conditions
is satisfied:

(i) d = di(f);
(ii) d > d>(f) and gn, := f + A for some real ). > 0.

Then there exist k, € N such that

0% (£ +267) € Ok rae). (3.16)

The detailed proof of Theorem 5 relies on Jacobi’s technique in his proof of [18,
Theorem 7] and is postponed to Appendix A.1. This proof consists of three steps:

1. Associate a homogeneous polynomial f to the polynomial f. ~
2. Use Putinar’s Positivstellensatz (Theorem 2 (i)) to obtain a representation of f.
3. Transform back the representation of f to obtain a representation of f.

Remark 1 Theorem 5 is an extension of Putinar’s Positivstellensatz to (possibly) non-
compact sets S(g), and so does not require the Archimedean condition. The price to
pay for such an extension is the presence of the multiplier 6% in front of f and the
perturbation term & 64. Note that (ii) involves a tighter bound for d, compared to (i),
since d1(f) > d>(f). The counterpart is that (ii) requires to include the additional
constraint f + A > 0, for some A > 0.

Complexity of Putinar—Vasilescu’s Positivstellensatz For each h € R[x]y;, we denote

M llmaxs := max {|hg|/cns1(e, 20 — |a])}. Let us recall ¢, (a) := —2L— for each
s « arl..apy!

a € N'. By relying on Nie-Schweighofer’s result (Theorem 3) after the homoge-
nization trick, it is straightforward to analyze the complexity of Putinar—Vasilescu’s
Positivstellensatz:

@ Springer



456 N. H. A. Mai et al.

Proposition 1 Assume that all assumptions of Theorem 5 hold and Og» € S(g). Then
there exists C > 0 depending on g such that for all k, € N satisfying

_ C
ke = Coxp | (4720 + D% (671 flmaca + max ) ) ) — g,
aeNtH! Cny1(20)

one has 0% (f +¢&6%) € Qk,+a()
The proof of Proposition 1 is postponed to Appendix A.2.

Discussion about the & parameter The (arbitrary small) positive parameter € in The-

orems 4 and 5 ensures the positivity of polynomials over the respective considered

domain R" or S(g), excluding the origin in the homogenized representations. However

these representations can still hold, even when ¢ = 0, as illustrated in the following

two examples:

Example 1 (i) Motzkin’s polynomial f = xi‘x% + x%xét +1 - 3x12x% is globally
nonnegative but not SOS. However, 0 f is SOS since

0f = 2(%x?xz + %xlxg — x1x2)2 + (x%xz — xz)2 + (x1x22 — x1)2

2 2 2
+ %(x?xz - xlxz) + %(xlxg - x1x2) + (x%x% - 1) .
(i) Let f = (x] + x3) x{x3 —3x{x3 and g = x{ +x3 —4. Itis not hard to show that f
is nonnegative on the non-compact set S(g). Moreover, f = %x%x% (xf + x%) +
%x%x%g. Thus, 90f € 03(g).

However, the certificate (3.15) for global nonnegativity with ¢ = 0 is not true in
general, as shown in the following lemma. This is due to the fact that any SOS multiplier
for Delzell’s polynomial must have a zero at the “bad point”, so one can not find any
globally positive multiplier.

Lemma 2 The nonnegative dehomogenized Delzell’s polynomial [9]:
f=xtxd + x3x3 4 xixf — 3x7x3xd 4 o8
satisfies that O f ¢ X[x] for all k € N.

Proof Assume by cogtradiction that 6% f € X[x] for some K € N. Note thatn = 3
here. We denote by f the degree 8 homogenization of f,i.e.,

f=x; (x?xzz + xé‘x% + x%xg — 3x12x§x32> + x38.

Then ||(x, x,+1) 135 f € Zlx, xu41]. As shown in [50, §6], it is impossible. This
contradiction yields the conclusion. O
The certificate (3.16) for global nonnegativity on basic semialgebraic sets with ¢ = 0

is also not true in general, as shown in the following lemma:
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Lemma3 Withn =1, let f = x and g = {x3, —x3}. Then f = 0 on S(g) = {0}. It
follows that f is nonnegative on S(g), but:

(i) 65 f ¢ Q(g) forall k € N and;
(ii) foreverye > 0,0K(f+¢0) € Qrr1(g) forallk € Nwithk > max{2, e ~2/4—1)}.

Proof We will show statement (i). Assume by contradiction that there exists k € N
such that Qkf € Q(g). Then there exists g;(x) € R[x], j =0, ..., r such that

0 f =D aj(0)7 + qo)’.

j=1

Assume that g;(x) = a; + bjx + xzdj(x), where aj,b; € R and d; € R[x],
j =1,...,r.From this and since 0k = 1 + x%e(x) for some e € R[x], one has

(1 +xze(x)>x = Xr:a? + Ziajbjx +x7p(x),

j=1 j=1

for some ¢ € R[x]. By comparing coefficients of monomials 1 and x in the two sides
of the above equality, 3;_ a? =0and2};_ a;b; = 1. It implies that a; = 0,
j=1,...,r,and 2 Z;:l ajbj = 1. It follows that 0 = 1. It is impossible.

Let us prove the statement (ii). Let e > O and k € N, k > 2. Since Ok =1 +kx? +
x*e(x) for some e € R[x]ox_a, one has

0k (f +¢6) = (1 + kx? +x4e(x)) (a tx +8x2> — et x+ek+ D%+ 30,

for some g € R[x]ox—2. Assume that k > 8_2/4 — 1. Then

k _ 1 ( 1 )2 3
0°(f +€0) =¢ —4s(k+1)+ X e(k—l—l)—l——2 D +x7q(x) € Qr+1(g).

O

From Lemmas 2 and 3, we conclude that the strict positivity of the & parameter is
necessary in general although the certification with ¢ = 0 may happen in many cases.

When the certificate (3.15) with ¢ = 0 occurs, one has the following remark about
the exponent of 6 in (3.15).

Remark 2 1f n = 2, there does not exist a fixed K € N such that for all nonnegative
f € Rlx]g , 6% f is SOS. Indeed, assume by contradiction that there exists such
a K. Then, the degree 6 homogenization f of f would be a positive ternary sextic
such that ||(x, xn+1)||%Kf is SOS. By using [51, Theorem 1] and the fact that the
homogeneous Motzkin’s polynomial is a positive ternary sextic which is not SOS, we
obtain a contradiction.
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In (3.15) with e = 0, the multiplier 0% canbe replaced with other SOS multipliers; see,
e.g., Leep-Starr’s polynomial [32, Example 2]. With the multiplier 0 := xl2 + x% + x32
and the homogenized Delzell’s polynomial D, Schabert provides in [52, Example 4.4]
the exact SOS decomposition of the product ® (x1, x2, x3) D(x1, X2, X3, X4).

4 Polynomial optimization

In this section, we exploit the two representations from Theorem 4 and Theorem 5
to construct new hierarchies of semidefinite programs for POPs of the form f* =
inf{ f(x) : x € 2} where §2 = R" for the unconstrained case and 2 = S (g) for the
constrained case (with no compactness assumption), respectively. Instead of solving
the original problem, we are rather interested in the perturbed problem:

fFi=inf{f(x) +e0(x): x € 2}, (4.17)
where ¢ > 0 is fixed, 0(x) := 1 + ||x||%, and 2d > deg (f). Now, assume that the

optimal value f* of the original problem is attained at some x* € 2. It is not difficult
to show that if £2 is unbounded, the polynomial f + € 8¢ is coercive on £2, i.e.

lim (f(x) + 89(x)d) = 00,

x€f2, ||x[l2—00
(see more in [2]). Indeed, it is due to the fact that f is bounded from below by f* on £2

and 6 (x)¢ — oo as |x|l» — oo. Thus, the optimal value [ of the perturbed problem
(4.17) is always attained at some global minimizer x} even if §2 is non-compact. Then:

[ e = f ") +ebxt)? )
> fr= f(x;) +89(fo) > f(x;) > f*.

Thus, f*e[ff—¢ 0(x*)?, f21, ie., fris aperturbation of f* and the gap between
both of them is at most & G(x*)d . Next, observe that:

fr=suwpf{reR: f+e6?—)1>00n}

&

=sup{reR: 0F(f+e0?9—1)>00n2}, keN.

The following hierarchies are based on the simple idea of replacing constraint “6% ( f +
ehd — A) > Oon £2” by relaxed constraint “Qk(f + 69 — X) is in the truncated
quadratic module associated with £2”.

4.1 Unconstrained case
Given f € R[x]y4, let us consider the following problem:
*:= inf .
f7 = Inf f(x) (4.18)
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In the sequel, we assume that f* > —oo and lete > 0 be fixed. Consider the hierarchy
of semidefinite programs indexed by k € N:

rkl(s) :=inf L, (Gk (f + 80d))

S.LY = (adaeny,,, C R (4.19)

Miya(y) = 0,
Ly (6%) =1.

Theorem 6 For every k € N, the dual of (4.19) reads:
1 o . pk d
plie) = sup{AeR. 0 (f—k—i—s@ ) c E[x]k+d}. (4.20)

The following statements hold.:

1. The sequence (,o,l (&))keN is monotone non-decreasing.

2. Assume that f* in (4.18) is attained at x* € R". Then there exists K € N such that
fr< ,o,} (e) < f*4+e0™? forallk > K. In particular, K is upper bounded by
O Yase | 0.

Proof 1. Letk € Nand fix £ > 0, arbitrary. By (4.20), there exists a real 2 such that
pl(e) — & < % and 6F (f A+ aed) € Tlxlisa-
Since 0 € X[x]i, 05T (f — A +09) € Zlxlisar1. By (420), pl () = & >
pg(e) — . This implies that p_ | (€) > p} (¢).
2. By (4.18), f — f* is nonnegative. By Theorem 4, there exists K € Nand K =
O(¢ Y as e | 0 such that
oK (f — +89d> € Slxlxra.
Let k > K be fixed. Since 6 € X'[x];, one has

ok (f — aed) — gK+(—K) (f ey eed) € Slxlera.

By (4.20), f* < pl(e). Thus, f* < p}(¢) forallk > K.Letk € Nand fix & > 0,
arbitrary. By (4.20), there exists a real A such that

ple) — & < 7 and 6F (f —iy aed) € Tlxlisa.
It follows that f — X+ €69 > 0 on R". From this,
I +89(x*)d =f (x*) —i—e@(x*)d > 1> p,l —Z.
This implies f* + 0 (x*)? > p,i (¢), the desired result. O
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We guarantee strong duality for previous primal-dual problems:

Proposition2 Let k € N. Then 1 (s) = p}(¢). Moreover, if T} (¢) > —oc then the
optimal value ,0,3 (&) is attained.

Proof By Slater’s constraint qualification [7, §5.2.3], it suffices to show that (4.19)
admits a strictly feasible solution. Let us denote by u the measure with density
X[0,17" 6~ with respect to the Lebesgue measure, where y 4 is the characteristic func-
tion of a given set A C R". Set y, := [x%dpu for all « € N". We claim that y, € R
forall @ € N”, Ly(9k) = 1 and My44(y) > 0. Indeed, for all « € N”?

Vel = 1 x*Xj0,11260 x| = | [0 x*6*dx]
< Jioap Wil a0 R dx < 1,

since 6% < 1. Thus, Ve € R for all @ € N". In addition,

L, (9") = /ekx[o,l]nefkdx =/ dx = 1.
[O’l]n

Let p € R¥@F0\{0} be fixed. We state that p” My, (y)p > 0. Assume by contra-
diction that p” My, (y)p < 0. One has

0= p"Mak(y)p = [ pTvarrv], pdu ,
= fPTUd+kU§+kPX[o,1]"97kdx = f[o,l]n (pTva4k) 0 *dx = 0.

It follows that pTvd+k =0on [0, 1]*, thus p = 0 yielding a contradiction. From this,

(y")“ENZ+k is a feasible solution of (4.19) with Mj44(y) > 0. By strong duality, the
conclusion follows. O

4.2 Constrained case

Consider the following problem:

fr= inf f(x), 4.21)

xeS(g)

where f € R[x], g = {g1, ..., gn} C R[x]. Assume that S(g) # @ and f* > —oo.
Denote u; := [deg(g;)/21,j =0,1,...,m.Lete > 0 be fixed.
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4.2.1 Unknown lower bound

Letd := [deg(f)/2]+ 1 and consider the hierarchy of semidefinite programs indexed
by k e N:
rkz(s) :=inf L, (6”‘ (f + 89d))
stt.y = (ya)o,eNng) CR,
Miya (y) = 0, (4.22)
Mk+d7uj (gjy) >0, j=1,...,m,
Ly (0%) =1.

Theorem 7 Forevery k € N, the dual of (4.22) reads:

p2(e) = sup {,\ cR: o (f — A+ aed> e Qk+d(g)} . (4.23)

The following statements hold:

1. The sequence (p,% (&))keN is monotone non-decreasing.

2. Assume that problem (4.21) has an optimal solution x*. Then there exists K € N
such that f* < p,?(s) < f*+e0x*)! forall k > K. In particular, K is upper
bounded by C exp (0(871)C) —dase ] 0, for some C > 0 depending on g.

The proof of Theorem 7 relies on Theorem 5 (i) and is similar to Theorem 6. The
upper bound on K is based on Proposition 1.
We guarantee strong duality for previous primal-dual problems:

Proposition 3 There exists K € N such that ‘L'k2(8) = ,013(8) forall k > K. Moreover,
if tkz(e) > —o0, the optimal value p,% (e) is attained.

The proof of Proposition 3 is postponed to Appendix A.3.

Remark 3 1f S(g) has nonempty interior then strong duality holds for all orders & of the
primal-dual problems (4.22)—(4.23). Indeed, by constructing a sequence of moments
from the Lebesgue measure on an open ball contained in S(g), one can find a strictly
feasible solution of (4.22) and then apply Slater’s constraint qualification [7, § 5.2.3].

4.2.2 Known lower bound

Assume that g, := f — f for some real f < f* and let d := [deg(f)/2]. We
then obtain the same conclusion as Theorem 7 with replacing here ‘L'k2(8) and ,0,% (&)
by rk3 (¢) and ,o,? (¢), respectively. The proof relies on Theorem 5 (ii) and is similar to
Theorem 6. Note that here g, = (f — f*) + (f* — f) with f — f* > 0 on S(g) and
f* — f = 0. The upper bound on K is also based on Proposition 1.

The next proposition states that strong duality is guaranteed for each relaxation
order k.

Proposition4 Let k € N. Then rk3 (e) = ,02 (¢). Moreover, ifrk3 (¢) > —oo then the
optimal value ,0,? (&) is attained.
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The proof of Proposition 4 is postponed to Appendix A.4.

Remark 4 Alowerbound f of problem (4.21) can be obtained by solving the following
SDP:

sup{,\eR: 0k (f — 1) € Qk+d(g)}, keN.

Assume that we know a lower bound f of problem (4.21). By adding the inequal-
ity constraint f — f > 0 in S(g), we obtain the same semialgebraic set, i.e.
S(gU{f —f}) = S(g). Thus, the two problems inf{f(x) : x € S(g)} and
inf{f(x): x € S(gU{f — f}} are identical and the primal-dual SDP relaxations
with values p,? (¢) and ‘L'k3 (&) of the latter one satisfy strong duality for each relaxation
order k.

General case Since g; > 0 on S(g) and —g; > 0 on S(g) is equivalent to g; = 0 on
S(g), S(g) canbe rewritten as S(g, h) with g = {g1, ..., gm} is the set of polynomials
involved in the inequality constraints and & = {h1, ..., h;} is the set of polynomials
involved in the equality constraints; in addition, R” = S({0}, ). Consider the general
POP:

f*:= inf f(x), (4.24)

x€S(g.h)
with f* € R and define
([deg(f)/21, 1) if S(g, h) =R",
(d,i) =1 (1 + deg(f)/2],2) if S(g. h) # R" and lower bound f is unknown,
(Tdeg(f)/21,3) otherwise and set g, :== f — i
For fixed & > 0, one considers the following SDP relaxation of POP (4.24)

ti(e) :==inf Ly (6% (f + £67))

s.t. y= (ya)aeNg(d+k) C R,
Miya—u; (8jy) = 0. j=0.....m, (4.25)
Mitd—w, (hyy) =0, t =1,...,1,
Ly (6%) =1,

where go := 1, u; = [deg(g;)/2], w;, = [deg(h,)/2]. Its dual is the semidefinite
program:

pi(e) = sup {A cR: oF (f p a@d) € Orrale, h)] (4.26)

The zero-duality gap between SDP (4.25) and SDP (4.26) is guaranteed for large
enough k.

Remark 5 The condition r,i (¢) > —oo is always satisfied whenever k is sufficently
large. Indeed by weak duality, when ¢ is fixed and k is sufficiently large then r,i (e) =
,o,i (¢) > f* > —oo. However, when k is small, r,i (¢) = —oo may happen.
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Let us now assume that the POP (4.24) has an optimal solution x*. Then p,’; (e) €
[ -+ 89(x*)d] when ¢ > 0 is fixed and k is sufficiently large. Moreover,
the gap between p,’; (¢), and f* is at most £ 8(x*)?. Therefore, p,i (¢) is indeed an
approximation of f*. In practice, (o, (¢))ren often converges to the optimal value
[ =min{f(x) + 80(x)d : x € S(g, h)} after finitely many steps (see Sect. 5).

Remark 6 (i) The term 69 in both (4.25) and (4.26) can be replaced by ¢4(x, 1)
where ¢4 : R"*! — R is a positive form of degree 2d. For instant, one can select
ga(x, 1) =x¥ . 4 x2 1.

(ii) Letr e Nbe fixed. Forevery k divisible by 2r, the term §¥ appearing in both (4.25)
and (4.26) can be replaced by v, (x, ¥/ @) where v, : R**! — R is a coercive
positive form of degree 2r. For instant, one can select ¥/, (x, 1) = x]2’ +-- ~+x,2f +1.

Relation between classical optimality conditions and nonnegativity certificates When
0, (0) = f*, the constraint qualification conditions hold at x*.

Proposition 5 Assume that ,o,i (0) = f* for some k € N, i.e., there exists 0; € X[x],
j=0,....mand¢, € Rlx],t =1,..., 1 suchthat0*(f — f*) = oo+ 0j8;+
Zi: | @:hi. Then the constraint qualification conditions hold at x*:

1. oj(x*)>0and g; (x*) >0, forall j =1...,m;
2.0;(x")gi(x*)=0,forall j=1,...,m;

30 VL () = Y0 05 () Vg () + Y0y ¢ )V, ().

The proof of Proposition 5 is similar to [26, Theorem 7.4].

If we take an arbitrary small ¢ > O then p,i (e) is arbitrary close to f* for large
enough k. However, if one sets ¢ = 0, the statement “p% (0) = f* for some K € N”
is not true in general as stated in the following proposition:

Proposition 6 If the first order optimality condition fails at a global minimizer of
problem (4.24), then p, (0) < f* for all k € N.

The proof of Proposition 6 is similar to [39, Proposition 3.4].

By applying Proposition 6 to POP min{x : x> = 0}, we obtain the statement (i)
of Lemma 3. Indeed, the first order optimality condition fails at the global minimizer
0 of this problem. Therefore, the positivity of ¢ ensures convergence of (p,i (&))ken to
the neighborhood [ f*, f* 4+ &6 (x*)?] of the optimal value f*. We also conjecture that
p% (0) = f* for some K € N when some classical optimality conditions hold at every
global minimizer of (4.24). In many cases, p% (0) = f* with K = 0, 1 when the KKT
conditions hold (see Example 1 and [38, Example 4.4] with x,, = 1). However, the
KKT conditions are not enough for this conjecture due to the fact that the minimizer
x* = (0, 0, 0) of dehomogenized Delzell’s polynomial in Lemma 2 satisfies the KKT
conditions and p,i (0) < f* forall k € N in this case.

Reducing the non-compact case to a compact case Consider the POP: f* :=
inf{f(x) : x € S(g, h)} where the feasible set S(g, ) is possibly non-compact,
and the associated perturbed POP: f7 := inf{f(x) + c0(x)¢ . x € S(g, h)} with
fixed ¢ > 0. Here one assumes that f* is attained at x* and 2d > deg(f). As in

@ Springer



464 N. H. A. Mai et al.

Sect. 4, f* e [ff —¢ 6(x*)4, fZ]. Suppose that a point x in S(g, /) is known. It is
not hard to show that f + €6 is coercive and therefore with C := f(X) + £6(xX)¢,
the set S{C — f — 89d}) is compact. Moreover,

1= inf{f(x) +e00) : x € S(gu (C—7 —eed},h)}. (4.27)

Note that the quadratic module associated with the constraint set of POP (4.27) is
Archimedean and so f can be approximated as close as desired by the Moment-SOS
hierarchy. This approach is similar in spirit to that of [20]. However, determining a
point x in S(g, h) is not easy in general. The hierarchy (4.26) relying on Putinar—
Vasilescu’s Positivstellensatz goes beyond this restriction.

In a different way, if one relies on the big ball trick, we consider the following POP,
forall e > 0:

A

F* = inf {f(x) ‘xes (g U {1 — ellx ]2}, h)} . (4.28)

Obviously, one has f;* l f*as e | 0. The quadratic module associated with the
constraint set of POP (4.28) is Archimedean and f can be approximated by the
Moment-SOS hierarchy:

o (8) = sup{,\eR S f_he Q(gu{1—g||x||§},h)},keN, £>0. (429)

Thus the SOS weight of 1 — £||x||§ appears in the SOS decomposition of f — A.
However, the hierarchy (4.26) relying on Putinar—Vasilescu’s Positivstellensatz does
not require such SOS weight in the decomposition of f — A, but requires a perturbation
€0 and a multiplier 6.

4.3 Global optimizers

In this section we introduce a new method to find an approximation of a feasible
point of a basic semialgebraic set S(g, ) as defined in (1.1). We then apply this
method to obtain an approximation of a global minimizer x* associated to f* =
min{ f(x) : x € S(g, h)} via finding a feasible solution of S(g U {p,i(s) — f}h).

Remark7 Let ¢ > 0 be fixed and £ € N be sufficiently large such that p,i (e)is
an upper bound of f*. Let x* be a global minimizer of f on S(g, /) and let X €
S(gU{pj(e) = f),h). Then X € S(g, h) and f* < f(X) < pj(e) < f* +e0(x*)?,

Let us consider an arbitrary small ¢ > 0. The difference between p,i () and f* will
be as close as desired to €0 (x*)¢ for large enough k. Assume that the solution set
S(gU{f*— f}, h) is finite and denote by y} an optimal solution of SDP (4.25).
In practice, when k is sufficiently large, y} satisfies numerically the flat extension
condition defined in Sect. 2. One may then use the algorithm of Henrion and Lasserre
[15] to extract numerically the support of a representing measure for y} which may
include global minimizers of f* = min{ f(x) : x € S(g, h)} (see the same extraction
in [21, §3.2]). However we cannot guarantee the success of this extraction procedure
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Fig. 1 Illustration of Lemma 4

in theory because the set S(g U {p,i (¢) — f}, h) may not be zero dimensional when
pi(e) > f*. For example, if f = [x|3 and S(g, h) = R", S(g U {pi(e) — £}, h)
is a closed ball centered at the origin with radius ,o,i (€)1/2. The following method
aims at overcoming this issue from both theoretical and algorithmic sides. For further
application cases of the flat moment criterion, we refer the interested reader to the
framework from [48], which is based on altering the bottom right part of the moment
matrix.

The Adding-Spherical-Constraints method (ASC) Fora € R" and r > 0, let B(a, r)
(resp. dB(a, r)) be the closed ball (resp. sphere) centered at a with radius 7, i.e.,

Ba,r)={xeR": |x—ala <r} (resp. dB(a,r)={xeR": lx—al>=r}).

The following result provides an efficient way to find a sequence of additional spherical
equality constraints for a given semialgebraic set such that (i) the resulting set is a
singleton (i.e. it contains a single real point), and (ii) this point is solution of a non-
singular system of linear equations.

Lemma 4 Assume that S(g, h) # 0. Let (a;);=0.1,...n C R" such that a; — ap, t =
1, ..., narelinearly independent in R". Let us define the sequence (§;);=0.1,..n C R4
as follows:

& = min{||x —a0||%: X € S(g,h)},
& o=min{lx —al}: x €S (g hU{g —llx —a;l3: j=0,....,1 —1})},

t=1,...,n.
(4.30)
Then there exists a unique real point x* in S(g, h U {& — ||x — a,||% :1t=0,...,n})
which satisfies the non-singular linear system of equations
T * 1 2 2
@ —a)'x* = =2 (& =80 —lal3+laol}) . 1= 1....on. @30
The proof of Lemma 4 is postponed to Appendix A.5.
Geometrically speaking, we find a sequence of spheres d B (a;, 5;[1/ 2), t=0,...,n,

such that the intersection between these spheres and S(g, /) is the singleton {x*}
(see Fig. 1). Next, we use Lasserre’s hierarchy to compute the optimal values &,
t =0,...,n of problem (4.30).
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Theorem 8 Assume that S(g, h)N\B(0, L'/2) # ¢ forsome L > 0. Let (as)i=o.1....n C
R" such that a; — ag, t = 1, ..., n, are linearly independent in R". Assume that the
Moment-SOS hierarchies associated with the following POPs:

g :=min{|lx —aoll3: x € S(gU{L —IIxII3}. 1)},
g :=min{|lx —al5: x€S(g.hU{E —lx—a;l3: j=0,....t —1})},
t=1,...,n,
(4.32)
have finite convergence, and let w := max{u j, wy, 1}. For every k € N, consider the
following semidefinite programs:

0. . 5
= f L, —
Tk yERslg(k+w)) ) (le a()||2)
S.1. Mk_;’_w_uj (gjy) z 0’
Miw—1 ((L = I%113) y) = 0,
Mk—i—w—wq (hqy) — ()’
yo=1, ,
p= inf L —
Tk yeRgzl(km» v (Ix = ali3)
S.1. Mk_;’_w_uj (gjy) > 0’
My ty—w, (hqy) =0,
Micrw—1 ((77,{ —lx —a.,~||%> y) =0, =0,....0—1,
yo=1,
t=1,...,n.
(4.33)
Then there exists K € N such that for all k > K, n = &, t =0, ..., n. Moreover,

there existt € {0, ...,n} and K € N such that for all k > IE', the solution y of SDP
(4.33) with value ’71[< satisfies the flat extension condition, i.e., rank (M4 (y)) =
rank (M (v)). In addition, y has a representing rank (My. (y))-atomic measure |1 and

supp (1) C S (g, h).
The proof of Theorem 8 is postponed to Appendix A.6.

Remark 8 The Moment-SOS hierarchy of each POP (4.32) has finite convergence
when one of the following conditions is satisfied:

1. (Lasserre [26, Theorem 7.5]) The ideal (h) := {Zj Yihj : ¥; € Rx]} is real
radical, and the second-order sufficient condition holds at every global minimizer
of each POP in (4.32).

2. (Lasserre et al. [27, Proposition 1.1] and [26, Theorem 6.13]) The real variety
V(h) (= S, h)) is finite.

Remark 9 In the final conclusion of Theorem 8, when y has a representing
rank(My (y))-atomic measure @, we may use the extraction algorithm from [15] to
obtain the atomic support of .

Based on Theorem 8, Algorithm 1 below finds a feasible point in a nonempty (possibly
non-compact) semialgebaric set S (g, h).
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Algorithm 1 PolySys

Input: S(g, h) # 0, (a;)i=0.1,..n C R" such thata; —ap, t =1, ..., n are linearly
independent, ¢ > 0 and k € N.

Output: x. Begin with t := 0 and do:

1. Solve SDP (4.26) with = ||x||% to obtain p,’;(s). Set L := p,"{(s) and go to step 2.
2. Solve SDP (4.33) to obtain n,’{ and an associated solution y.

(a) If t < n and rank (M1, (y)) = rank (My(y)), i.e., ¥y has a representing
measure [L, extract supp(i) from y by using the algorithm from [15]. Take
X € supp(u) and stop.

(b) If t < n and rank (My4(y)) # rank (Mr(y)), sett ;= t + 1 and do again
step 2.

(c) Ift =n+ 1, stop.

Proposition 7 Let the assumptions of Theorem 8 hold. For k sufficiently large, Algo-
rithm 1 terminates and x € S(g, h).

Proof The proof follows from Theorem 8 and Remark 9. O

In Algorithm 1, step 1 computes the radius L'/? of the ball B(0, L!/2) which has
non-empty intersection with S(g, 7). Then step 2 checks the flat extension condition
and extracts the solution x.

Remark 10 At step 2 in Algorithm 1, for k sufficiently large, the rank of the moment
matrix rank(My4, (y)) decreases to one when ¢ goes from 0 to n. Indeed, for each
t between 0 and n, we replace the semialgebraic set S(g, &) by its intersection with

the ¢ spheres 0B(a;, § 1 2), j =0,...,t — 1. This intersection includes the support

J
of the measure with moments y. Since S(g, h) N ﬂ?:o dB(aj, g;/z) = {x*}, this
support converges to {x*} when ¢ goes from 0 to n. Thus for large enough k, the
solution y of SDP (4.33) with value n; has a representing measure supported on

X* = (Ye;s -+, Ye,)- Here e;, i =1, ..., nis canonical basis of R".

The decrease of the moment matrix rank in Algorithm 1 for the kissing number problem
with g; = x%+x§+x32+xf—2x1x3—2x2x4— 1,h = x12+x%—1 and hy, = x%—i—xi—]
is illustrated in Table 1. Here ¢;, i = 1, ..., 4 is the canonical basis of R*. In this
example, rank(M(y)) decreases from 5 to 1 when ¢ goes from 0 to 4 and M;(y)
fulfills the flat extension condition at from ¢ = 3.

Remark 11 ASC can be used to find an approximation of a real point in S(g, /) even
if S(g, h) is positive dimensional. This is illustrated later on by our numerical exper-
iments from Sect. 5 (see the polynomial systems corresponding to Id 6, 7, 8 and 13).

Obtaining a minimizer by using the ASC method We rely on the following
algorithm to find the value ,o,i(e) of SDP (4.26), which approximates f* =
min{f(x) : x € S(g, h)}, together with an approximation x of a minimizer x* for
this problem.

Algorithm 2 PolyOpt
Input: f, S(g,h) #¥, ¢ > 0andk € N.
Output: p; (¢) and x.
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Table 1 Decrease of the moment matrix rank in Algorithm 1

t a; n rank(M (y)) rank(Mo(y)) X

0 Opa 2.0000 5 1 —

1 el 1.0000 3 1 —

2 e 2.9997 3 1 —

3 e3 1.9998 1 1 (0.9999, 0.0001, 0.5028, —0.8611)
4 e4 1.3089 1 1 (1.0000, 0.0002, 0.4968, 0.8329)

1. Solve SDP (4.26) to obtain p}(¢).
2. Compute x in S(g U {p,i (&) — f}, h) by using Algorithm 1 and stop.

Proposition 8 If POP f* := inf{f(x) : x € S(g, h)} admits an optimal solution at
x*, then for k large enough, Algorithm 2 terminates and f* < ,0,’; (&) < f*+e0(x")4.
Moreover, for k large enough, X € S(g, h) and f* < f(X) < f* 4+ e0(x*)? if the
assumption of Theorem 8 holds for S(g U {,o,i (&) — [}, h).

In practice, one performs Algorithm 2 several times by updating k := k + 1 until
one obtains X in S(g U {p;(¢) — f}, k). Obviously, one has f* + o (x*)? > pp(e) =
f&x) = fr

5 Examples

In this section, we report results obtained after solving some instances of POP (4.24)
with Algorithm 2. As before, let us note ¢ = {g1,...,8n} and h = {hy, ..., b}
the sets of polynomials involved in the inequality constraints and the equality con-
straints, respectively. In particular, the resulting set S(g, #) is unbounded for all
examples. The experiments are performed with both MATLAB R2018a/Yalmip and
Julia 1.1.1/JuMP to model the semidefinite optimization problems and Mosek 8.0 to
solve these problems. The codes for Algorithm 1 (PolySys) and Algorithm 2 (PolyOpt)
can be downloaded from the link: https://github.com/maihoanganh. In these codes, we
always set ag := Ors and ay, ..., a, as the canonical basis of R”. We use a desktop
computer with an Intel(R) Pentium(R) CPU N4200 @ 1.10 GHz and 4.00 GB of RAM.
The input data given in Table 2 include examples of unconstrained and constrained
POPs. The corresponding output data, the exact results and timings are given in Table
3. In these tables, the SOS hierarchy (4.26) is solved by optimization models in Yalmip
(Y) and JuMP (J). The symbol “—" in a column entry indicates that the calculation
did not finish in a couple of hours.

Id 1-5 are unconstrained POPs. Id 6-12 are POPs with inequality constrains, Id
13-18 are POPs with equality constraints and Id 19-25 are POPs with both inequality
and equality constraints. Id 8, 11 and 12 correspond to examples from Jeyakumar et al.
[19,20].Id 9 and 10 are selected from Demmel et al. [10]. Id 13-17 come from Greuet
et al. [14]. Id 23, 24 and 25 are POPs constructed from some inequalities issued from
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Table 2 Examples of POPs

Id Reference Input data
1 Motzkin f= xlzx%(x% +x% -1 g=0 h=90
2 Robinson f= x? + xg — xfx% - x%xé — xf - xg — xlz - x% + 3x%x%
g=0 h=0
Choi-Lam f= xi‘x% + xé‘ + x12 - 3x%x% g=0 h=9
4 Lax-Lax f=x1xx3 —xp(xg — xp)(x3 —x)(1 = x1) — x2(x; — x2)
(x3 = x2)(1 — x2) — x3(x] — x3)(x2 —x3)(1 —x3)
—(1=D-Dx3-Dg=0 h=0
5 Delzell f= x?x% + xgx32 + x12x§ — 3x12x§x§ + x38 g=0 h=9
6 Modified Motzkin f=0t+x3 =33 g=(l+xi-4 h=0
7 [17, Example 4.3] f=attad+ad—danxd g=(1-xf+ 53—
=0
8 [20, Example 3.1] f=x2+1 g={1-x3x}-1/4 h=9¢
9 [10, Example 4.5] f=xt+x  g={t-xix—1Lad +xn—1Lxd -1}
h=40
10 [10, Example 4.4] f= —%x% + %x% —2x1x2 g = {x% - xlz, —x1x2} h=90
8
2
11 [19, §5.2] F=1+ Y (xj=xF D"+ (1 =xD)g = (x1,....x5)
Jj=2
h=40¢
3
12 19, §5.3] f=1 +l§ (v = x3_ )% + (1= x21-1)* +90(x3,» —
x1)? 4 (i1 — D? + 100y
Fxo42 = 2%+ foG — x40 g = (a1, ... 8} h=0
13 [14, Example A.2] f=6l+x3 -0 +x3) g=0
h={(F+x3 = Dx; —3))
14 [14, Example A.5] f= xlﬁ + xg + )c36 + 3x12x§x§ — xlz(xg + xg) — x%(xg + x?)
—x%(xil—i-xg)g:@ h={x1+x2+x3—1}
15 [14, Example A.6] f =x1x3x3x4 — x1(x2 — x1)(x3 — x1) (x4 — x1)
—x2(xp —x2)(x3 — x2) (x4 — x2) — x3(x2 — x3)(x] — X3)
(x4 — x3) — x4(x2 — x4)(x3 — x4)(x] —x4) g =V
h = {x1,x —x3,x3 — x4}
16 [14, Example A.4] f=@+D>+x3 g=0 h={xj—x3)
5
17 [14, Example A.8] f=4 i;(x]z. +x_%+5) g=0
h=1{x6 = Lxjig—xj45 = (s —x)) : j=1....4)
18 Self made f=xb+x g=0  h={G6?+xH - x1x2)?}
19 [13, Example 2] f :x%-‘,—x% +x32+x£
g={g—xa)h={a+x+x+x-1
20 Self made f=x3—-x3 g={x,x} h={@x+ Dk —x)?)
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Table 2 continued

Id Reference Input data
21 Self made f=xf-3n g={xn} h={0x-x)Q2x}-x)
22 AM-GM inequality f=x1+x+x3 g={x1,x2,x3} h={xpxx3—1}

23 [57, USSR Olimpiad 1989]  f = (x1 + x2)(x2 + x3)

g = {x1,x2, x3}h = {x1x2x3(x] +x2 + x3) — 1}

24 [12,IMO 1990] f=x1(x1 +x2 +x3)(x1 +x3 +x4)(x] + x2 +x4) + x2(x1 +x2
4+ x3)(x2 + x3 +x4)(x1 +x2 + x4) + x3(x1 +x2 +x3)(x1 +x3
+xl4)(X3 +x2+x4) +x4 (x4 +x2+2x3) (X1 +x3+x4) (X1 +x2+x4)
— 301 +x2+x3) (01 +x3 +x4) (01 +x2 +x4) (02 +x3 +x4) g
={x1,x2,x3,x4}  h={xjxp +xpx3 + x3x4 + x4x; — 1}

25 [12, IMO 2000] [ =—(x1x2—x24+1)(xpx3—x3+1)(x3x] —x1+1) g = {x1, x2, x3}
h = {xjxax3 — 1}

Mathematics competitions mentioned in [12,57], yielding non-compact POPs with
known optimal values and optimizers.

Even though the sets of minimizers associated to Id 6, 7, 8 and 13 are positive
dimensional, we can still extract a single approximate optimal solution by using our
ASC algorithm. Note that ASC computes a real point x in S(gU {p,i e — f},h)
which is an outer approximation of {x* € S(g, h) : f(x*) = f*} for k sufficiently
large.

In Table 3, Algorithm 2 terminates at some order k < 5 for all POPs except Id
16. Note that for Id 16, the global minimum does not satisfy the KKT conditions.
Thus the method of Demmel et al. [10,41] and Nie’s [40] cannot be used to solve
this POP. Moreover, the convergence rate of (p;; (&))ken in Id 16 is very poor when
g < 1073, We overcome this issue by fixing k, multiplying & by 10, and solving again
the relaxations. The computational cost that we must pay here is due to the largest gap
€ 0(x*)9 between ,oli (¢) and f*. This behavior is illustrated in Table 4.

In Id 18, even if the ideal (k) is not radical and V (k) is not equidimensional (the
assumptions required to apply the framework in [14] are not guaranteed) our ASC
method can still extract one solution of the problem.

For Id 21, we can improve the quality of the approximation p,’;(e) of the optimal
value f* by fixing k = 1, dividing ¢ by 10, and solving again the relaxations. This is
illustrated in Table 5.

We emphasize that we can customize the & parameter for different purposes. On
the one hand, one increases ¢ to improve the convergence speed of the sequence
(,o,i(s))keN to the neighborhood [ f*, f* + €6 (x*)?] of f* (see Table 4). On the other
hand, one decreases ¢ to improve the accuracy of the approximate optimal value p,i (e)
and the approximate optimal solution x (see Table 5).

Our numerical benchmarks also show that modeling in JuMP is faster and provides
more accurate outputs than modeling in Yalmip. In particular, the JuMP implementa-
tion is the only one which provides solutions for Id 11, 12, 17 and 23.

Let us now denote by k. the smallest nonnegative integer such that p,’;g (e) = f*,

for each & > 0. The graph of the function e ! — k, on (0, 100] for Id 9 and Id 16 is
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Table 4 Numerical experiments for Id 16 with various values of &

E pL(e) i Time (s)

10~ Y: 0.9492 1: 0.9778 I Y: 4.47J:2.02
1073 Y: 0.9528 1: 0.9783 I Y:4.62 J: 1.59
1072 Y: 0.9550 1: 0.9884 I Y:4.451):1.29
10! Y: 1.0479 J: 1.0774 (0.0000, 0.0000) Y: 17.641: 3.76

Table 5 Numerical experiments for Id 21 with various values of ¢

e Pl (e) E: Time (s)
10-6 Y: —8.2078 J: —8.9392 Y: (1.4525,4.2199) J: (1.6593, 5.5069) Y:8.467J:3.10
1077 Y: —8.4889 J: —8.9935 Y: (1.5116,4.5701) J: (1.7086, 5.8387) Y: 8.347J:2.61
10-8 Y: —8.4915J: —8.9968 Y: (1.5122,4.5739) J: (1.7158, 5.8873) Y: 8.371J:2.70
1072 Y: —7.9335J: —8.9949 Y: (1.4026, 3.9346) J: (1.7113,5.8572) Y: 8.307J: 2.54
Fig.2 Plot of the complexity 100 T T T T
— Id 9
—1Id 16
80 - —
60 — —
w
=
40 -
20
0 = —
1 1 1 1 1
0 20 40 60 80 100
-1

illustrated in Fig. 2. Here Id 9 (resp. Id 16) is an example of POP such that the global
minimums satisfy the KKT condition (resp. do not satisfy the KKT condition). We
can experimentally compare the complexity of Algorithm 2 in both cases. For Id 9, the
function seems to increase as slowly as a constant function, which is in deep contrast
with Id 16, where the function increases more quickly and seems to have a step-wise
linear growth. Theorem 7 states that k, has an upper bound which is exponential ine !,
ie., ke < Cexp (0(8_1)C) —d as e~! — oco. This is an open question to guarantee
thatk, < O(e M) ase J 0 for some N > 0 in the constrained case. Another open
questions are whether and how the KKT condition affects the convergence rate of

(pf (&)
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6 Conclusion

In this paper, we have established new proofs for two representations of globally
nonnegative polynomials and polynomials nonnegative on semialgebraic sets based on
the homogeneous representations in [47,49]. Then we rely on these representations to
convert them into a practical numerical scheme for approximating the global minimum.
We provide converging hierarchies of semidefinite relaxations for unconstrained and
constrained polynomial optimization problems.

We have also introduced a method based on adding spherical constraints (ASC) to
solve systems of polynomial equalities and inequalities, and to obtain global solutions
of polynomial optimization problems as well.

In view of the practical efficiency of ASC, a topic of further investigation is to
provide a more detailed comparison with other methods for solving polynomial sys-
tems. Another direction of research is to derive a sparse variant of Putinar—Vasilescu’s
Positivstellensatz in order to improve the scalability of our optimization framework.
For this, we cannot directly rely on existing sparse polynomial optimization tech-
niques by [61] since the perturbation term is not sparse. One possible workaround
is to rely on a sparse variant of Reznick’s Positivstellensatz [35], involving sparse
uniform denominators.

We currently need the assumption that the infimum of a given POP is attained to
guarantee convergence of our hierarchy of relaxations to a value in a neighborhood
of this infimum. It raises the open question of convergence to the infimum in the case
where it is not attained.
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A Appendix
A.1 Proof of Theorem 5

Jacobi [18, Theorem 7] proves another result of Putinar and Vasilescu [47, Theorem
4.2], which states that if f, g1, ..., g are polynomials of even degree and f > 0 on
SU{&1, ..., EmPH\{0}, then6* f € Q(g) fork large enough, where / is the homogeniza-
tion of given polynomial /. The idea of Jacobi is to apply Putinar’s Positivstellensatz
for the fact that f > 0 on the intersection of S({g1, . .., &n}) with the unit sphere. Our
proof for Theorem 5 replaces f here by the perturbation of f and replaces the unit
sphere by a sphere with an arbitrary radius L'/2. This will have a direct implication
on the complexity analysis derived in Proposition 1.
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Proof 1. Let us prove the conclusion under condition (i). For every & € R[x], we
define by & the degree 2d; (h) homogenization of £, i.e.,

h @y xgn) = 28R O fxngn) - (1.34)

where dy(h) := 1+ |deg(h)/2]. Lete > 0 be fixed. Let fbe the degree 2d homoge-
nization of f. Then f + e[ (x, x,41) ||%d is a homogeneous polynomial of degree 2d.
Letg :={g1,...,&n}and L > 0. We will show that

F el sl = e on s (8L — @ xenl3]) . (39

Let (3, ya+1) € S(@. {L — [ (x, xp1113}) be fixed. By (1.34), one has

2d i N .
Vol 8D g (0 yne ) = &) 0 ya) 20, j=1,...,m. (136)

We consider the following two cases:

— Case 1: y,41 # 0. For j = 1,...,m, by (1.36) and since yr21d+11(gj) > 0,

&i(y/ynt1) = O;It implies that y/y,+1 € S (g). By assumption, f(y/yy+1) >
0. From this, f(y, yuy1) = yﬁilf(y/ynﬂ) > 0. From this and since

1 yurDIE = Lo O ywe) + el 0uyusD I3 = 6L
— Case 2: y,4+1 = 0. By definition of d;(f), x,41 divides f so f(y, yu+1) = O.
From this and since || (y, yn+1)||% =1,

F Oy yus) + el D3 = €L

Thus, (1.35) holds. It is not hard to show that S(g U {L — ||(x, x,+1) ||%}) satisfies the
Archimedean condition. From this and by applying Theorem 2 (i),

FHelxnl* €0 (é, {L - ||(x,xn+1)||%})-

Then there exist ; € X[x, x,41], j =0,1,...,mand ¢ € R[x, x,41] such that

T+ el a3 = o+ Y8 + (L = 1 %l 0.

j=1
Let (2, zo+1) € R"F1\{0}. By replacing (x, x,,+1) in the last equality by Llﬂﬁ
and the fact that £ + &||(x, x,41) II%d, &1, ..., &n are homogeneous polynomials of

degree 2d, 2d; (g1), ..., 2d1 (gm) respectively, one has
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(7 @ znrn) + el zaadI3) LG, 25
=W0<L1/2 (2, Zn+1) )

I G zns) 2

- (2. Zn41) 241 (s5)

+2 U <L1/2$) 87 @ zne) LY @z 11,
ot I (2, Zns) |l

Set

K := max {2d, deg(¥0), 2d; (g1) +deg (Y1), ..., 2dy (gm) +deg (Ym) , 2 + 2[deg(p)/21} .

Obviously, K is even. After multiplying the two sides of the last equality with
II(z, Zn+1)||K, one has

(7 @ zurn) + el @ 2 17) L0 2 152

m
= V0 @ 2a1) + 3 LUEDY (22011 8 @ 2ngn)
j=1

where

Fo = vo (L”ZM) G xms DI

G, Xng D2

- (x, Xp+1) K-2d\(gj) .
Vi=v; (Uﬂm Il =1,

Since (z, zp41) € R*1\{0} is arbitrary,

m
(7 + e xaenI3) L91Gr v DI E 72 = o + Y LY, (137)
j=1

Let j € {0, ..., m} be fixed and set gg := 1 and d; (go) := 0. We will show that

V=54 &G, xns) 2, (1.38)

for some s; € X[x, Xn+1]1</2—d1(gj) and &; € R[x, x,41]. By definition of K (K —

2di(gj) = deg(y;), j = 1,...,m)and since ¥, is SOS, ¥; = 3"/, ¢2 with ¢, :=
he+pell(x, xp41) |2 forsome iy € R[x, xulk j2-dy(g;) and pr € RIx, Xn 1k /2-d;(gj)—1-
Then
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l 1
=3 (B + P21 i) 13) + 20 G a2 Y e
t=1

t=1

Bysettings; := > '_, (h? + p2Il(x, xa-)lI3) and &; == 2 Y"1, b, py, (1.38) follows.
By (1.37) and (1.38),

(7 + el xar) 13) LNGe, a1

m m
= s+ Y LN g5 41 G xa) 2 )0 LD EDg58;.

j=1 j=1

Note that ||(x, x,4+1)|l2 is not a polynomial. From the last equality and since
the right hand side is polynomial, the left hand side must be a polynomial, so
ZT:] Ldl (g'i)Sjg’j =0. Thus,

m
(7 + e xaenI3) LE1Gr w1 S = 0 + 30 L9558,
j=1

By setting k; := K/2 —d, so € X[x, xpt+1lk,+d. 5j € E[xaxn+1]kg+d7d1(gj)s j=
Looomoand LG, ) 155 (F + ell gD 13D = so + X7, LG54, By
replacmg Xpg1 by 1, L0% (f +669) = so(x, 1) + Y1) LN&)s;(x, 1)g;. Since
so € Xlx,xnt1lk+as 5j € XIx, Xp1lko+d— dl(g,) J = L...,m, sox,1) €
XXkt sj(x, 1) € Xlxlk+d—di(gy> J =1,...,m. Note that di(g;) = d2(gj) =
uj, j =1,...,m. Hence, Gkﬁ(f + 89”’) € ng+d (g) by the definition of truncated
quadratic module.

2. Let us show the conclusion under condition (ii). We do a similar process as part
1 (under condition (i)). The difference is that h here is defined as the degree 2d;(h)
(instead of 2d; (h)) homogenization of 7 € R[x] and the proof for (1.35). To show
(1.35) in Case 2: y,4+1 = O here, we rely on the constraint g,, = f + A for some
A > 0 (instead of d > d;(f) and that x, divides f ). More explicitly, we assume by
contradiction that

FGsyneD) + el s 157 < 6L
From this and since 0 < 2, (y, ynt1) = f (v, 0),

ey, yurn) |3 <OZ 26 £y, 0) + &l (y, yus 1) 13
= i1 PP 5 yu) + el 0 yas D13
= f, Y1) + el (v, yar )34 < €L,

It follows that || (y, ya+1)l13 < L = |(y, ya+1) 13- Itis impossible. Thus, £ (v, yu+1)+
ell (v, yas DI > eL. O
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A.2 Proof of Proposition 1

Proof We keep all the notation from the proof of Theorem 5. Without loss of generality,
let us assume that L = 1/4. By (1.35), S(2, {L — [|(x, x,1-1)|13}) C (=1, 1)"*! and

min{f + e[| (x, Xap D37 1 (¥, Xpg1) € S@AL = [1(x, xpg D) (3D} = 272 e
(1.39)
By definition of ¢ and since Ogn € S(g), (Orn, L'/?) € S(&, {L — ||(x, x11) 13D
Thus, S(g, {L — ||(x, x,,+1)||%}) is nonempty. By definition of K,

FHellenxaiDl3 € Qx (@, (L — 1(x, xaeDI3D-

Since [|(x, xa+ D3¢ = Y ent1(@)(x, x441)%%, one has
&EN)H»I
d

”f + 8||()C, x”+1)”%d”max < ”fj”max + 8|| ”(x7 xn-H)”%d”max
= || fllmax + € max{cp+1(@)/ch+12a) 1 @ € NZ_H}‘

~ 2d_ ~
Note that £ = 3, fux®x.7"), 50 1| fllmax = I f lmax.a- Thus,

I + el e, XD 13 lmax < 11 f llmax.a + & Max{car1(@)/cag1 Q&) : @ € NG},
(1.40)
From these and using Theorem 3, one can choose

K n - C
— >Cexp <4d+‘d2(n + 1 (5—1 1 f llmax.a + max | < “(“_) rq@ e NoH })) ,
2 Cnt1(2a)

for some C > 0. The right hand side of this inequality comes from (1.39), (1.40) and
the fact that the function # — ¢ exp (bt¢) with positive constants b and c is increasing
on [0, 00). By setting k, = K /2 — d, the conclusion follows. O

A.3 Proof of Proposition 3

Proof We denote by P and P* feasible set and optimal solutions set for the moment
SDP (4.22), respectively. We claim that P is nonempty. Indeed, with z being the
moment sequence of the 1-atomic measure 0(x)~ '8z for some ¥ € S(g), it is not
hard to check that the truncation of z is a feasible solution of (4.22). By setting
C := L. (0%(f + €6%)), P* is also the set of optimal solutions for
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t2(e) = inf Ly (0% (f + £67))
s.t.y= ()’a)aeN’zl(d+k) CR,
Ly(0%(f +e0%)) < C, (1.41)
Mitd—u;(8jy) =0, j=0,....,m,
Ly") =1,

with gg = 1. Denote by P the feasible set of (1.41). Note that P is nonempty since the
truncation of z is also a feasible solution of (1.41). We will prove that P is bounded.

By definition of 6, 6" = )", .\n Clx?* for all r € N, where C, > 1 for all « € N,
Since f — f* > 0 on S(g), by Theorem 35, there exists K € N such that

ok (f -+ %9‘1) € Ok+d(8)-

Note that K depends only on f, g and €. Assume thatk > K. Since 0K ¢ Zxl—x,
one has

0° (£ — 1 +350%) = 0 K0K (£ = 1"+ 507) € Qurao).

Then there exist G; > 0, j =1, ..., m such that
e m m
ok <f -+ 59‘1) = Z v,{T+d7ujijk+d_ujgj = Ztrace(ijd_H(_uj v5+k7ujgj).
j=0 j=0

Lety e P. From these and since Mk+d—uj (gjy) =0,

Ly (0% (r=r+30")) = 3 trace G Mark 1, (5 = 0.
j=0

Thus, for every g € N},

&

& & &
Sy =G =S D Gl =5 ) CIL()

aeN; aeNg
£ £ £
= 5Ly = 5L, @) + L, (e (r—r+ Eed))
= Ly(0*(f +&0%)) — f*Ly(6) < C — f*,

since every element y», on the diagonal of the positive semidefinite matrix My q(y)
is nonnegative. Thus, y,5 < 2(C — f*)e ! forevery g € N} 4. Since Mi4a(y) = 0,
[Yatrpl < y25 < 2(C —1)8_1 foralla, B € NZ-HJ' This implies that || y||, is bounded
by 2(C — f)e~'\/s(2(d + k)). Since the objective function of (1.41) is linear and the
feasible set of (1.41) is closed and bounded, the set P* of optimal solutions of (1.41) is
nonempty and bounded. By using Trnovska’s result [59, Corrollary 1], ,0]%(8) = rkz (e),
yielding the desired conclusion. O
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A.4 Proof of Proposition 4

Proof We do a similar process as the proof of Proposition 3. The difference is the
bound of y here obtained by the inequality constraint g,, = f — f > 0 in stead of
Positivstellensatz. Thus, we do not need k sufficient large here. More explicitly, one
has ||y]l2 < (C — i)s_1 s(2(d + k)), since for every § € NZH,

eyrp < 8C,’§+dyz,3 <e Y Ckdyy=¢ Y CKHL,(x™)

aeNy aeNg,,
<e Y CMIL )+ Y CEL,(x>gn)
aeN}(’er aeNZ
= eLy(0"T) + Ly(0"(f — f)) = Ly(0"(f + £69)) — fLy(6%)
<C-—f.

A.5 Proof of Lemma 4

.....

ro = d(ao, S(g,h)) =0,
{ re =d(ay, S(g, h) NdB(ap,ro) N ---NIB(ar—1,r—1)) >0, t=1,...,n,
(1.42)
where d(a, A) := inf{||x —all> : x € A} fora € R” and A C R". It is sufficient to
prove that r; isreal, = 0, ..., n. It is easy to see that S(g, ) is closed and S(g, h) is
nonempty by assumption. From this, rg is nonnegative real and S(g, &) N 9 B(ag, ro)
is also closed and nonempty. It implies that r| is nonnegative real and

S(g, h) NdB(ag, ro) NdB(ai, r)

is also closed and nonempty. By induction, for ¢ € {0, ..., n}, r; is nonnegative real
and

S(g,h) NdB(ag,ro) N---NAB(ay, ry)

is closed and nonempty. Thus,

S(enuts—lIx—all:r=0,....m)
= S(g,h)NadB(ay,ro) N---NIB (ay, r,) # 0.

Let x* € S(g,h U {§& — ||x—a,||%: t=0,...,n}). Then x* € 9B (ap,ro) N---N
dB(ay, rp). It follows that ||x* —a,ll% = r,2 =&,t=0,...,n.Fort=1,...,n,

2 2 T 2 2
& —&o = Ix" —all; — Ix* —aoll; = =2(ar —ao)” x* + llarll; — llaoll3-
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It implies (4.31). Denote

(a1 — )" | (& =&~ llal} + llaoll3
A= RN and b= ) e
(an — ag)” &1 — &0 — llanll3 + llaoll3
The system (4.31) can be rewritten as Ax* = b. Since a; — ap, j = 1,...,n are
linearly independent in R”, A is invertible. Hence, x* is determined uniquely by
x*=A"b. O

A.6 Proof of Theorem 8

Proof We will prove by induction that for 7 € {0, ..., n},
3K, €N: Vk > K, Vj€{0,...,1}, n] =&;. (1.43)

For t = 0, (4.33) is the SDP relaxation of order k 4+ w of
g0 =min {llx —aol3: x € 5 (g UL — IIxI3). )}

By assumption, (ng)keN finitely converges to &p, i.e. there exist Ko € N such that
7719 = & for all k > Kj. It follows that (1.43) is true for t = 0. Assume that (1.43) is
true forr =T, 1i.e.

IKr €eN: Vk>Kr, Vjef0,...,T}, ] =&;. (1.44)

We will show that (1.43) is true for r = T + 1. By (4.33) and (1.44), for all k > K7,

T+1 _

M inf Ly (lIx —ars13)

yeRs k)
st Migw—u; (g5) = 0,
Mk-l—w—wq (hq))) =0,
Miyw—1 ((€ — lx —ajl3) y) =0, j=0,..., T,
yo=1

is the SDP relaxation of order k 4+ w of problem
11 =min{||x—a,||§: xe S(g,hu {s,- —x —ajl3 =0,...,T})].

By assumption, (nkTH)szT finitely converges to £7.41, i.e. there exist K741 > Kr
such that nkT“ =&y forall k > K. It follows that (1.44) is true fort = T + 1.
Thus, (1.44) is true fort = 0, ..., n. For t = n, there exists K = K,, € N such that
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forall k > K, n,’C =¢&,t=0,...,n. Letk > K be fixed. Let y be the solution of
problem

wpe= it Ly anld)
S.t. Miqw—u, (gjy) >0,
Mk-l—w—wq (hq)’) =0,
Miyw—1 (& — lx —ajll3) y) =0, j=0,....,n—1,
yo=1,

which is the SDP hierarchy relaxation of order k + w of problem
£, =min{||x—a,,||§ ‘xe S(g,hu {gj —x—a3: j=0.....n— 1})}

We will prove that this latter problem has a unique minimizer x*. Set h:=hU{g&—
lx — aol|3}. Then

& = min{|lx —aol3 : x € S(g, )},
g =min{lx —al3: x €S hUE — lx—ajlf: j=0.....0— 1)),
t=1,...,n.
By Lemma 4 (with S(g, h) := S(g, fz)), there exists x* such that
S(g,hu {g,» —lx—ap) j=0,...,n])
- S(g,flu {gj —lx—ajl2: =0,...,n}) = {x*}. (145
Let a be a minimizer of the above POP with value &,. Then
aeS@ghUlE —lx—a;l3:j=0,...,n—1}),
and ||la — a, ||% = &,. It follows that
aeS(ghUE —lx—ajll3: j=0,...,n}.
From this and by (1.45), a = x*. Since the above POP with optimal value &, has a
unique minimizer x* and its Lasserre’s hierarchy has finite convergence, the solution
y of the SDP with optimal value »;! must have a representing 1-atomic measure u

supported on x*. Then y satisfies the flat extension condition when k is large enough
and supp(u) = {x*} C S(g, h). The conclusion follows. O
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